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Abstract: This paper is dedicated to the asymptotic stability and synchronization for a type of
fractional complex-valued inertial neural network by developing a direct analysis method. First,
a new fractional differential inequality is presented for nonnegative functions, which provides an
effective tool for the convergence analysis of fractional-order systems. Moreover, instead of the
previous separation analysis for complex-valued neural networks, a class of Lyapunov functions
composed of the complex-valued states and their fractional derivatives is constructed, and some
compact stability criteria are derived. In synchronization analysis, unlike the existing control schemes
for reduced-order subsystems, some feedback and adaptive control schemes, formed by the linear
part and the fractional derivative part, are directly designed for the response fractional inertial
neural networks, and some synchronization conditions are derived using the established fractional
inequality. Finally, the theoretical analysis is supported via two numerical examples.
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1. Introduction

In recent decades, neural networks (NNs) have been investigated broadly because of
their unique structures and the high efficiency of processing information. Currently, NNs
are successfully applied to optimization calculation, automatic control, signal processing,
and secure communication [1]. At the same time, many important NN models have been
presented by means of the first-order differential equations, including Hopfield NNs [2],
competitive NNs [3], cellular NNs [4], and bidirectional associative memory (BAM) NNs [5].
However, it was revealed that NNs depicted as the first-order systems cannot effectively
simulate the working mechanism of squid semicircular canal and synapse [6]. In order to de-
pict this kind of actual problem, Babcock and Westervelt introduced the second derivatives
of the neural states into Hopfield NNs in 1987, which are said to be the inertial NNs.

Up to now, the dynamics of inertial NNs have been extensively discussed. For exam-
ple, the bifurcation and chaotic behavior of inertial NNs were studied in [7]. In terms of
stability and control, some results have been obtained for inertial NNs by transforming
the second-order models into a couple of the first-order systems [8–12]. However, the
order reduction technique undoubtedly leads to complicated theoretical analysis, uneco-
nomical control design, and intricate conditions. In order to overcome this challenging
problem, a nonreduced-order technique was introduced in [13] to discuss the stability and
synchronization of time-delay inertial NNs by constructing Lyapunov functionals directly.
Currently, this direct method has been largely used to explore the dynamics and control of
inertial NNs in the field of real numbers [14–17].

Regrettably, it has been revealed that it seems to be extremely difficult to solve many
practical problems for real-valued NNs. For instance, the XOR problem and the symmetry
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detection cannot be handled by means of real-valued NNs, but they can be successfully
solved by complex-valued NNs with orthogonal decision boundary. Motivated by this,
complex-valued NNs and their dynamic analysis have attracted great attention. In [18],
Liu et al. studied the synchronization of coupled delayed complex-valued NNs by use of
the Lyapunov stability theory. The asymptotic synchronization for complex-valued BAM
NNs was studied using a differential inequality in [19]. The asymptotic synchronization of
delayed complex-valued stochastic switched NNs was discussed in [20] under sampling
control. In all, there are two main methods to investigate complex-valued NNs. The first
one is to separate the complex-valued system into two real-valued systems [18,19,21–23],
and the other is to directly explore the dynamics of complex-valued models in light of the
theory of complex-valued numbers [24–26]. Evidently, the nonseparation-based method is
superior in terms of simplifying theoretical analysis, controller design, and conditions.

In addition to the integer-order NNs [27,28], fractional-order NNs have also attracted
much attention because fractional derivatives can accurately describe the memory and
heritability of neurons [29]. Recently, the stability of fractional-order NNs has been of great
concern for real-valued models [30] and complex-valued models [31]. As an important
and valuable collective dynamic, synchronization of fractional-order NNs was also exten-
sively discussed based on various control schemes, including linear feedback control [32],
sliding model control [33], intermittent control [34], impulsive control [35], and adaptive
control [36]. Specifically, adaptive control is an effective method to automatically tune the
control gains by monitoring the states of the controlled models [37]. Consequently, control
cost is essentially reduced and control performance is improved [38].

In contrast to the abundant research results of low-order fractional NNs, there seems
to be few reports on the dynamics and control of inertial fractional NNs [39–41]. In [39],
Gu et al. proposed a Lyapunov functional to discuss the stability and synchronization
of Riemann-Liouville fractional-order inertial NNs by designing a feedback controller
and using a reduced-order method. In [40], under the framework of Riemann–Liouville
fractional derivatives; the authors analyzed the stability and ω-periodicity of fractional-
order inertial NNs by utilizing a reduced-order technique. Compared with Riemann–
Liouville derivatives, the Caputo fractional derivative has a wider application background.
In [41], under the sense of Caputo derivative, the stability and synchronization of fractional-
order inertial NNs with time-varying delay were studied based on the reduced-order
technique.

It is noted that the reduced-order transformation was used in existing results [39–41] to
reduce the order of the inertial term in the fractional NNs. Correspondingly, the dimension
of a couple of the reduced-order systems is double that of the original inertial NNs; this
greatly increases the difficulty of theoretical analysis and the complexity of the derived
results. On the other hand, in the existing work on the synchronization of fractional inertial
NNs [39,41], the controllers were designed for the reduced-order NNs rather than for the
original inertial NNs, which imperceptibly increases the difficulty of the implementation of
the controllers. Therefore, to reduce the complexity of theoretical analysis and controller
design caused by the reduced-order technique, it is valuable to develop a direct method
to revisit the dynamics and control of fractional inertial NNs. In addition, the models
considered in [39–41] are real-valued; there is still a gap for fractional complex-valued
inertial NNs in terms of the dynamics and control.

Based on the above motivation, the article mainly discusses the stability and synchro-
nization of complex-valued inertial NNs in the sense of the Caputo fractional derivative by
presenting a direct analytic method. The innovative approach is summarized as follows.

(1) An important fractional inequality in sense of the Caputo derivative is developed to
ensure the convergence of nonnegative functions, which provides an effective tool for
the stability and adaptive control of fractional systems.

(2) Unlike the separate control design for reduced-order subsystems of fractional inertial
NNs in [39–41], some compact feedback and adaptive control schemes composed of
the linear part and the fractional derivative part are directly designed for the response
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fractional inertial NNs to achieve synchronization. Obviously, the control schemes
here are more concise and more easily implemented in practice since the reduced
process is avoided.

(3) Some new Lyapunov functions, consisting of the complex-valued states and their frac-
tional derivatives, are constructed to derive the stability and synchronization criteria.
Compared with the previous separation analysis for complex-valued NNs [18,19,21–23],
the presented direct Lyapunov method in the field of complex numbers simplifies
theoretical analysis and control design and induces some compact criteria.

The rest of this article is organized as follows. Some basic preliminaries are provided
in Section 2. The asymptotic stability and synchronization of fractional complex-valued
inertial NNs are studied in Sections 3 and 4. In Section 5, two examples are given to
illustrate the theoretical results.

Notation 1. Throughout the article, N = {1, 2, . . . , n}, Rn is a space composed of n-dimensional
real-valued column vectors, and Cn is a space composed of all n-dimensional complex-valued column
vectors; R+ = [0,+∞). For any z = Re(z) + Im(z)i ∈ C with i =

√
−1, the quadratic norm

of z is defined as ‖z‖ =
√

zz; here, z is the conjugate of z. For Z = (z1, z2, . . . , zn)T ∈ Cn, the
quadratic norm is defined as ‖Z‖ =

√
ZHZ, where ZH is the conjugate transpose of Z.

2. Preliminaries

First, related knowledge is provided.

Definition 1 ([42]). Let function ω(t) : R+ → C be continuous; its Reimann–Liouville integral
with fractional order β > 0 is defined as

0 Iβ
t ω(t) =

1
Γ(β)

∫ t

0

ω(τ)

(t− τ)1−β
dτ,

in which Γ(β) is the Gamma function.

Definition 2 ([42]). Let function ϕ : R+ → C be differentiable; the Caputo derivative of it with
fractional order β ∈ (0, 1) is defined as

C
0 Dβ

t ϕ(t) =
1

Γ(1− β)

∫ t

0

ϕ
′
(τ)

(t− τ)β
dτ.

For convenience, C
0 Dβ

t ϕ(t) is abbreviated as Dβ ϕ(t).

Lemma 1 ([43]). Let u(t) be continuous on R+, then for t ∈ R+ and 0 < β < 1,

0 Iβ
t Dβu(t) = u(t)− u(0).

Lemma 2 ([43]). For any continuous analytic function vector x(t) ∈ C and β ∈ (0, 1),

Dβ[x(t)x(t)] 6 x(t)Dβx(t) + x(t)Dβx(t).

Lemma 3 ([44]). Assume that µi > 0 for i ∈ N, 0 6 α 6 1, then(
n

∑
i=1

µi

)α

6
n

∑
i=1

µα
i .

Lemma 4 ((Bernoulli inequality) [45]). Let x > −1, 0 < α < 1, then

(1 + x)α 6 1 + αx.
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Lemma 5. For two continuous differentiable functions V(t) : R+ → R+, W(t) : R+ → R+, if
W(t) 6 V(t) and there exists a positive real number A > 0, such that

C
0 Dα

t V(t) 6 −AW(t), 0 < α < 1, (1)

then
lim

t→+∞
W(t) = 0.

Proof. From inequality (1),

W(t) 6 V(t) + A 0 Iα
t W(t) 6 V(0), (2)

which indicates that W(t) and 0 Iα
t W(t) are bounded for t ∈ R+.

It will be proved subsequently that

lim
t→+∞

W(t) = 0.

Otherwise, by the definition of the limit, there exist a real number ε0 > 0 and a time
sequence {hr}, satisfying h1 < h2 < . . . < hr < hr+1 < . . . and lim

r→+∞
hr = +∞, such that

W(hr) > ε0.
Note that W(t) is continuous and nonnegative; there exists a number η > 0 satisfying

W(t) >
W(hr)

2
>

ε0

2
, t ∈ Or = [hr − η, hr + η]. (3)

Without loss of generality, assume the intervals {Or, r ∈ Z+} disjoint each other and
h1 − η > 0, which implies that hr − η < hr + η < hr+1 − η and hr+1 − hr > 2η for r ∈ Z+.
Therefore, for t = hp + η with p ∈ Z+ and p > 2,

0 Iα
t W(t) =

1
Γ(α)

∫ hp+η

0
(hp + η − τ)α−1W(τ)dτ

>
1

Γ(α)

p

∑
r=1

∫ hr+η

hr−η
(hp + η − τ)α−1W(τ)dτ

>
ε0

2Γ(α)

p

∑
r=1

∫ hr+η

hr−η
(hp + η − τ)α−1dτ

=
ε0

2Γ(α + 1)

p

∑
r=1

[
(hp − hr + 2η)α − (hp − hr)

α
]

=
ε0

2Γ(α + 1)

p

∑
r=1

(hp − hr + 2η)α

[
1−

(
1− 2η

hp − hr + 2η

)α]
.

According to the Bernoulli inequality,

0 Iα
t W(t) >

ε0η

Γ(α)

p

∑
r=1

(hp − hr + 2η)α−1. (4)

Denote θ = sup{hr+1 − hr}, then 2η 6 θ, which combines Lemma 1, one has
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(hp − hr + 2η)1−α =

[
p

∑
i=r+1

(hi − hi−1) + 2η

]1−α

(5)

6
p

∑
i=r+1

(hi − hi−1)
1−α + (2η)1−α

6 (p− r + 1)θ1−α.

From (4) and (5), for t = hp + η with p ∈ Z+ and p > 2,

0 Iα
t W(t) >

ε0η

Γ(α)

p

∑
r=1

1
p− r + 1

θα−1 =
ε0η

Γ(α)
θα−1

p

∑
k=1

1
k

. (6)

Note that the Harmonic series is divergent, so it follows from (6) that 0 Iα
t W(t) is

unbounded. This is a contradiction with the result (2). Therefore, lim
t→+∞

W(t) = 0.

3. Asymptotic Stability

In this section, a type of FCINNs is considered, which is depicted as

D2βxp(t) =− apDβxp(t)− bpxp(t) +
n

∑
j=1

cpj f j(xj(t)) + Ip(t), p ∈ N, (7)

where β ∈ (0, 1), xp(t) ∈ C is the state variable of the pth neuron at time t, ap > 0, bp > 0,
cpj ∈ C is the connection weight, f j(xj(t)) : C −→ C represents the activation function of
the jth neuron at time t, Ip(t) ∈ C is the input from outside of the NN. The initial states of
system (7) are given as xp(0) = ϕp(0), Dβxp(0) = ψp(0) for p ∈ N.

Definition 3. Let x(t) = (x1(t), x2(t), . . . , xn(t))T and x̂(t) = (x̂1(t), x̂2(t), . . . , x̂n(t))T be
two different solutions of system (7) with different initial states xp(0) = ϕp(0), Dβxp(0) = ψp(0),
and x̂p(0) = ϕ̂p(0), Dβ x̂p(0) = ψ̂p(0); system (7) is called to be asymptotically stable if

lim
t→+∞

‖ x(t)− x̂(t) ‖= 0.

Assumption 1. For any p ∈ N, there exists a number Fp > 0 such that for any x1, x2 ∈ C,

‖ fp(x1)− fp(x2)‖ 6 Fp‖x1 − x2‖.

Assumption 2. For each p ∈ N, there exist some nonzero constants δ̆p, ξ̆p and a positive number
ηp > 0 such that

Ω̆p < 0, Ψ̆2
p < Φ̆pΩ̆p, (8)

or

Ω̆p 6 0, Φ̆p < 0, Ψ̆p = 0, (9)
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where

Ω̆p = 2(δ̆p ξ̆p − δ̆2
pap) +

n

∑
j=1

δ̆2
p‖cpj‖Fj,

Φ̆p = −2δ̆pbp ξ̆p +
n

∑
j=1

(|δ̆p ξ̆p|‖cpj‖Fj + δ̆2
j ‖cjp‖Fp + |δ̆j ξ̆ j|‖cjp‖Fp),

Ψ̆p = ηp + ξ̆2
p − ξ̆p δ̆pap − δ̆2

pbp.

Theorem 1. Under Assumptions 1 and 2, the FCINN (7) is asymptotically stable.

Proof. For p ∈ N, let ep(t) = xp(t)− x̂p(t), then

D2βep(t) =− apDβep(t)− bpep(t) +
n

∑
j=1

cpj
[

f j(xj(t))− f j(x̂j(t))
]
, i ∈ N. (10)

Construct a Lyapunov function

V(t) =
n

∑
p=1

ηpep(t)ep(t) +
n

∑
p=1

(δ̆pDβep(t) + ξ̆pep(t))(δ̆pDβep(t) + ξ̆pep(t)).

According to Lemma 1,

DβV(t) 6
n

∑
p=1

ηp(ep(t)Dβep(t) + ep(t)Dβep(t))

+
n

∑
p=1

[(δ̆pDβep(t) + ξ̆pep(t))(δ̆pD2βep(t) + ξ̆pDβep(t))

+ (δ̆pDβep(t) + ξ̆pep(t))(δ̆pD2βep(t) + ξ̆pDβep(t))]. (11)

Let f̂ j(ej(t)) = f j(xj(t))− f j(x̂j(t)), according to Assumption 1,

(δ̆pDβep(t) + ξ̆pep(t))(δ̆pD2βep(t) + ξ̆pDβep(t))

+ (δ̆pDβep(t) + ξ̆pep(t))(δ̆pD2βep(t) + ξ̆pDβep(t))

= 2δ̆p(ξ̆p − δ̆pap)Dβep(t)Dβep(t)− 2ξ̆pbp δ̆pep(t)ep(t)

+
(

ξ̆p(ξ̆p − δ̆pap)− δ̆2
pbp

)(
Dβep(t)ep(t) + ep(t)Dβep(t)

)
+ 2Re

{
δ̆p(δ̆pDβep(t) + ξ̆pep(t))

n

∑
j=1

cpj f̂ j(ej(t))

}
. (12)

Substituting (12) into (11),

DβV(t) 6
n

∑
p=1

2(δ̆p ξ̆p − δ̆2
pap)Dβep(t)Dβep(t)

+
n

∑
p=1

(ηp + ξ̆2
p − ξ̆p δ̆pap − δ̆2

pbp)
[
ep(t)Dβep(t) + ep(t)Dβep(t)

]
−

n

∑
p=1

2δ̆pbp ξ̆pep(t)ep(t)

+ 2δ̆pRe

 n

∑
j=1

cpj f̂ j(ej(t))
(

δ̆pDβep(t) + ξ̆pep(t)
). (13)
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According to Assumption 1 and the properties of the norm of complex-valued numbers,

n

∑
p=1

2δ̆pRe

 n

∑
j=1

cpj f̂ j(ej(t))(δ̆pDβep(t) + ξ̆pep(t))


=

n

∑
p=1

2δ̆p

Re

 n

∑
j=1

cpj f̂ j(ej(t))δ̆pDβep(t) +
n

∑
j=1

cpj f̂ j(ej(t))ξ̆pep(t)


6

n

∑
p=1

2δ̆2
p

n

∑
j=1
‖cpj‖‖ f̂ j(ej(t))‖‖Dβep(t)‖+

n

∑
p=1

2|δ̆p ξ̆p|
n

∑
j=1
‖cpj‖‖ f̂ j(ej(t))‖‖ep(t)‖

6
n

∑
p=1

2δ̆2
p

n

∑
j=1
‖cpj‖Fj‖ej(t)‖‖Dβep(t)‖+

n

∑
p=1

2|δ̆p ξ̆p|
n

∑
j=1
‖cpj‖Fj‖ej(t)‖‖ep(t)‖

6
n

∑
p=1

n

∑
j=1

δ̆2
p‖cpj‖Fj[ej(t)ej(t) + Dβep(t)Dβep(t)]

+
n

∑
p=1
|δ̆p ξ̆p|

n

∑
j=1
‖cpj‖Fj[ej(t)ej(t) + ep(t)ep(t)]. (14)

Substituting (14) into (13), one has

DβV(t) 6
n

∑
p=1

2(δ̆p ξ̆p − δ̆2
pap)Dβep(t)Dβep(t)−

n

∑
p=1

2δ̆pbp ξ̆pep(t)ep(t)

+
n

∑
p=1

(ηp + ξ̆2
p − ξ̆p δ̆pap − δ̆2

pbp)
[
ep(t)Dβep(t) + ep(t)Dβep(t)

]
+

n

∑
p=1

n

∑
j=1

δ̆2
p‖cpj‖Fj

[
ej(t)ej(t) + Dβep(t)Dβep(t)

]
+

n

∑
p=1
|δ̆p ξ̆p|

n

∑
j=1
‖cpj‖Fj

[
ej(t)ej(t) + ep(t)ep(t)

]

=
n

∑
p=1

2(δ̆p ξ̆p − δ̆2
pap) +

n

∑
j=1

δ2
p‖cpj‖Fj

Dβep(t)Dβep(t)

+
n

∑
p=1

−2δ̆pbp ξ̆p +
n

∑
j=1

(
|δ̆p ξ̆p|‖cpj‖Fj + δ̆2

j ‖cjp‖Fp + |δ̆j ξ̆ j|‖cjp‖Fp

)ep(t)ep(t)

+
n

∑
p=1

(ηp + ξ̆2
p − ξp δ̆pap − δ̆2

pbp)
[
ep(t)Dβep(t) + ep(t)Dβep(t)

]
=

n

∑
p=1

Ω̆pDβep(t)Dβep(t) +
n

∑
p=1

Φ̆pep(t)ep(t)

+
n

∑
p=1

Ψ̆p(ep(t)Dβep(t) + ep(t)Dβep(t)). (15)

For convenience, it needs to be divided into the following two cases for further discussion.

(i). If Ω̆p < 0, according to Assumption 2,
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DβV(t) 6
n

∑
p=1

Ω̆pDβep(t)Dβep(t) +
n

∑
p=1

Φ̆pep(t)ep(t)

+
n

∑
p=1

Ψ̆p

(
ep(t)Dβep(t) + ep(t)Dβep(t)

)

=
n

∑
p=1

[Ω̆p

(
Dβep(t) +

Ψ̆p

Ω̆p
ep(t)

)(
Dβep(t) +

Ψ̆p

Ω̆p
ep(t)

)

+

(
Φ̆p −

Ψ̆2
p

Ω̆p

)
ep(t)ep(t)],

6
n

∑
p=1

(
Φ̆p −

Ψ̆2
p

Ω̆p

)
ep(t)ep(t). (16)

Let Ap =
Ψ̆2

p

Ω̆p
− Φ̆p > 0 and A = min{Ap}p∈N, we can further obtain

DβV(t) 6 −A
η

n

∑
p=1

ηpep(t)ep(t),

where η = max{ηp}p∈N.
Let W(t) = ∑n

p=1 ηpep(t)ep(t), by using Lemma 5,

lim
t→+∞

W(t) = 0,

which implies that

lim
t→+∞

‖ x(t)− x̂(t) ‖= 0.

(ii). If Ω̆p 6 0, from condition (9),

DβV(t) 6
n

∑
p=1

Ω̆pDβep(t)Dβep(t) +
n

∑
p=1

Φ̆pep(t)ep(t)

+
n

∑
p=1

Ψ̆p(ep(t)Dβep(t) + ep(t)Dβep(t))

6
n

∑
p=1

Φ̆pep(t)ep(t)

6 −B
η

n

∑
p=1

ηpep(t)ep(t)

= −B
η

W(t),

where B = min{−Φ̆p}p∈N. From Lemma 5,

lim
t→+∞

W(t) = 0,

which reveals that

lim
t→+∞

‖ x(t)− x̂(t) ‖= 0.

This completes the proof of Theorem 1.
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Obviously, Ψ̆p = 0 if ηp = −ξ̆2
p + ξ̆p δ̆pap + δ̆2

pbp > 0. Assumption 2 is translated into
the following form in this case.

Assumption 3. For any i ∈ N, there exist nonzero numbers δ̆p, ξ̆p satisfying

−ξ̆2
p + ξ̆p δ̆pap + δ̆2

pbp > 0, Ω̆p 6 0, Φ̆p < 0.

Naturally, the following corollary is derived.

Corollary 1. Under Assumption 1 and Assumption 3, the FCINN (7) is asymptotically stable.
Obviously, Ψ̆p = 0, Ω̆p = δ̆2

p(2− 2ap + ∑n
j=1 ‖cpj‖Fj), Φ̆p = δ̆2

p{−2bp + ∑n
j=1(‖cpj‖Fj +

2‖cjp‖Fp)} if δ̆p = ξ̆p, ηp = δ̆2
p(ap + bp − 1), p ∈ N. Then, the following assumption is obtained

from Assumption 3.

Assumption 4. For any p ∈ N,

ap + bp − 1 > 0, 2− 2ap +
n

∑
j=1
‖cpj‖Fj 6 0,

−2bp +
n

∑
j=1

(‖cpj‖Fj + 2‖cjp‖Fp) < 0.

Based on Assumption 4, we have the following corollary directly.

Corollary 2. Based on Assumptions 1 and 4, the FCINN (7) is asymptotically stable.

Remark 1. In [39], a Lyapunov function was selected as follows:

Vp(t) =
1
2

Dβ−1(qpe2
p(t)) +

1
2

Dα−β−1z2
p +

∫ t

t−τp
mpe2

p(s)ds.

Unlike the above function, a new Lyapunov function is constructed as follows:

V(t) =
n

∑
p=1

ηpep(t)ep(t) +
n

∑
p=1

(δ̆pDβep(t) + ξ̆pep(t))(δ̆pDβep(t) + ξ̆pep(t)),

in which ηp, ξ̆p, δ̆p are free parameters, and the conditions of Theorem 1 are more flexible. In light
of this, Assumption 3 and Assumption 4 in Corollary 1 and Corollary 2, respectively, provide two
methods to verify asymptotic stability.

Remark 2. Currently, there have been some results to study fractional-order inertial
networks [30,40,46]; a common approach in these articles is that inertial differential models are
changed into first-order systems based on reduce-order transformations. Unlike that technique, a
class of FCINNs is researched here and asymptotic stability is discussed directly via structuring a
Lyapunov function rather than the technique of reduced order.

Remark 3. In [13,17,24,43,47], some results on dynamics and control for INNs described as
second-order systems were presented. Compared with [13,17,24,43,47], a type of more generic
models, FCINNs, is considered in this paper.

Remark 4. In [40], some interesting results of Mittag-Leffler stability of FCINNs were presented.
In their proofs, the authors assumed that there was a nonnegative function m(t) satisfying t ∗
m(t) = −d1D−qu(t) + d2 − u(t). Note that not every function can be turned into a convolution.
Instead, Lemma 5 is established here to smoothly analyze the asymptotic stability of fractional-order
inertial models.
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Remark 5. Different from the separation method used in of [21,22,26,39,40,48], a Lyapunov
function is designed in this article via the norm of complex-valued numbers to achieve asymptotic
stability of complex-valued systems. Our work not only simplifies the theoretical analysis, but holds
the feature of FCINNs without utilizing the common separation means for complex-valued models
and the reduced-order idea for the fractional-order inertial system.

4. Asymptotic Synchronization

Let model (7) be the drive FCINN, and the response FCINN is provided as

D2βyp(t) =− apDβyp(t)− bpyp(t) +
n

∑
j=1

cpj f j(yj(t)) + Ip(t) + Up(t), p ∈ N. (17)

Let zp(t) = yp(t)− xp(t) be the synchronization error, and the error system can be
easily described by

D2βzp(t) =− apDβzp(t)− bpzp(t) +
n

∑
j=1

cpj f̃ j(zj(t)) + Up(t), p ∈ N,

where f̃ j(zj(t)) = f j(yj(t))− f j(xj(t)).
First, the following feedback controller is developed:

Up(t) = −kpzp(t)− ρpDβzp(t), p ∈ N, (18)

where kp > 0 and ρp > 0 denote the control gains.

Definition 4. Drive-response FCINNs (7) and (17) are called to be asymptotically synchronized if

lim
t→+∞

‖y(t)− x(t)‖ = 0,

here y(t) = (y1(t), y2(t), · · · , yn(t))T and x(t) = (x1(t), x2(t), · · · , xn(t))T .

Assumption 5. For any i ∈ N, there exist nonzero numbers δ̃p, ξ̃p and a positive number η̃p > 0
such that

Ω̃p < 0, Ψ̃2
p < Φ̃pΩ̃p (19)

or

Ω̃p 6 0, Φ̃p < 0, Ψ̃p = 0, (20)

where

Ω̃p = 2(δ̃p ξ̃p − δ̃2
p(ap + ρp)) +

n

∑
j=1

δ̃2
p‖cpj‖Fj,

Φ̃p = −2δ̃p(bp + kp)ξ̃p +
n

∑
j=1

(|δ̃p ξ̃p|‖cpj‖Fj + δ̃2
j ‖cjp‖Fp + |δ̃j ξ̃ j|‖cjp‖Fp),

Ψ̃p = η̃p + ξ̃2
p − ξ̃p δ̃p(ap + ρp)− δ̃2

p(bp + kp).

Theorem 2. Based on Assumptions 1 and 5 and the controller (18), the FCINNs (7) and (17)
realize asymptotical synchronization.

Proof. Construct the Lyapunov function
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V(t) =
n

∑
p=1

η̃pzp(t)zp(t) +
n

∑
p=1

(δ̃pDβzp(t) + ξ̃pzp(t))(δ̃pDβzp(t) + ξ̃pzp(t)).

By Lemma 1,

DβV(t) 6
n

∑
p=1

η̃p(zp(t)Dβzp(t) + zp(t)Dβzp(t))

+
n

∑
p=1

[(δ̃pDβzp(t) + ξ̃pzp(t))(δ̃pD2βzp(t) + ξ̃pDβzp(t))

+ (δ̃pDβzp(t) + ξ̃pzp(t))(δ̃pD2βzp(t) + ξ̃pDβzp(t))].

By Assumption 1,

DβV(t) 6
n

∑
p=1

[
2(δ̃p ξ̃p − δ̃2

p(ap + ρp)) +
n

∑
j=1

δ̃2
p‖cpj‖Fj

]
Dβzp(t)Dβzp(t)

+
n

∑
p=1

[
− 2δ̃p(bp + kp)ξ̃p +

n

∑
j=1

(|δ̃p ξ̃p|‖cpj‖Fj + δ̃2
j ‖cjp‖Fp

+ |δ̃j ξ̃ j|‖cjp‖Fp)
]
zp(t)zp(t)

+
n

∑
p=1

(
η̃p + ξ̃2

p − ξ̃p δ̃p(ap + ρp)− δ̃2
p(bp + kp)

)
×
(

zp(t)Dβzp(t) + zp(t)Dβzp(t)
)

=
n

∑
p=1

Ω̃pDβzp(t)Dβzp(t) +
n

∑
p=1

Φ̃pzp(t)zp(t)

+
n

∑
p=1

Ψ̃p(zp(t)Dβzp(t) + zp(t)Dβzp(t)). (21)

Similarly, the following two cases are considered.

(i). If Ω̃p < 0, from condition (19) and inequality (21),

DβV(t) 6
n

∑
p=1

Ω̃pDβzp(t)Dβzp(t) +
n

∑
p=1

Φ̃pzp(t)zp(t)

+
n

∑
p=1

Ψ̃p

(
zp(t)Dβzp(t) + zp(t)Dβzp(t)

)

=
n

∑
p=1

[Ω̃p

(
Dβzp(t) +

Ψ̃p

Ω̃p
zp(t)

)(
Dβzp(t) +

Ψ̃p

Ω̃p
zp(t)

)

+

(
Φ̃p −

Ψ̃2
p

Ω̃p

)
zp(t)zp(t)],

since Ψ̃2
p < Φ̃pΩ̃p, one has

DβV(t) 6
n

∑
p=1

(Φ̃p −
Ψ̃2

p

Ω̃p
)zp(t)zp(t).
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Let Ãp =
Ψ̃2

p

Ω̃p
− Φ̃p > 0 and Ã = min{Ãp}p∈N, it can be obtained that

DβV(t) 6 −Ã
n

∑
p=1

zp(t)zp(t) (22)

6 − Ã
η

n

∑
p=1

η̃pzp(t)zp(t),

where η = max{η̃p}p∈N.
Let W̃(t) = ∑n

p=1 η̃pzp(t)zp(t). By using Lemma 5, it is easy to get that

lim
t→+∞

W̃(t) = 0,

which reveals that

lim
t→+∞

‖y(t)− x(t)‖ = 0.

(ii). If Ω̃p 6 0, from condition (20), Φ̃p < 0, Ψ̃p = 0,

DβV(t) 6
n

∑
p=1

Ω̃pDβ
t zp(t)Dβ

t zp(t) +
n

∑
p=1

Φ̃pzp(t)zp(t)

+
n

∑
p=1

Ψ̃p(zp(t)Dβ
t zp(t) + zp(t)Dβ

t zp(t))

6
n

∑
p=1

Φ̃pzp(t)zp(t)

6 −B̃
n

∑
p=1

zp(t)zp(t)

6 − B̃
η

n

∑
p=1

η̃pzp(t)zp(t),

where B̃ = min{−Φ̃p}p∈N.
Similarly, let W̃(t) = ∑n

p=1 η̃pzp(t)zp(t); it is easy from Lemma 5 to derive that

lim
t→+∞

W̃(t) = 0,

which implies that

lim
t→+∞

‖y(t)− x(t)‖ = 0.

This completes the proof of Theorem 2.

Evidently, Ψ̃p = 0 if η̃p = −ξ̃2
p + ξ̃p δ̃p(ap + ρp) + δ̃2

p(bp + kp) > 0, and the following
assumption is given.

Assumption 6. For any p ∈ N, there exist nonzero numbers δ̆p, ξ̆p satisfying

−ξ̃2
p + ξ̃p δ̃p(ap + ρp) + δ̃2

p(bp + kp) > 0, Ω̃p 6 0, Φ̃p < 0.

Based on Assumption 5, the following corollary is derived.
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Corollary 3. Under Assumption 1, Assumption 6, and the controller (18), the FCINNs (7) and
(17) achieve asymptotical synchronization.

Furthermore, Ψ̃p = 0, Ω̃p = δ̃2
p(2− 2ap − 2ρp + ∑n

j=1 ‖cpj‖Fj), Φ̃p = δ̃2
p{−2bp − 2kp +

∑n
j=1
(
‖cpj‖Fj + 2‖cjp‖Fp

)
} if δ̃p = ξ̃p, η̃p = δ̃2

p(ap + ρp + bp + kp − 1), p ∈ N. Under such
circumstances, Assumption 6 is simplified to the following form.

Assumption 7. For any p ∈ N,

ap + ρp + bp + kp − 1 > 0, 2− 2ap − 2ρp +
n

∑
j=1
‖cpj‖Fj 6 0,

−2bp − 2kp +
n

∑
j=1

(‖cpj‖Fj + 2‖cjp‖Fp) < 0.

Based on Assumption 7, the following corollary can be derived directly.

Corollary 4. Under Assumptions 1 and 7 and the feedback controller (18), the FCINNs (7) and
(17) achieve asymptotical synchronization.

Remark 6. The Mittag-Leffler and asymptotic ω-periodicity of fractional-order inertial NNs was
investigated by using reduced-order tool in [40]. Unlike this work, without the reduced-order means,
by introducing a Lyapunov function, the asymptotic stability and synchronization are studied in
this paper for FCINNs.

Remark 7. In [41], the synchronization control of fractional-order inertial systems was investigated,
in which the following the controller was developed:

Up(t) = −λpep(t)− γpzp(t)− Dα−βep(t).

Evidently, the control scheme (18) designed here is more concise.

To automatically turn the control gains, the following adaptive control scheme
is designed: 

Up(t) = −kp(t)zp(t)− ρp(t)Dβzp(t),

Dβkp(t) = λp

(
zp(t)zp(t) + Re[zp(t)Dβzp(t)]

)
,

Dβρp(t) = ξp

(
Dβzp(t)Dβzp(t) + Re[zp(t)Dβzp(t)]

)
,

(23)

where λp > 0, ξp > 0 for p ∈ N.

Theorem 3. Based on Assumption 1 and the adaptive feedback controller (23), the FCINNs (7) and
(17) achieve asymptotical synchronization.

Proof. Establish a Lyapunov function

V(t) =
1
2

n

∑
p=1

η̂pzp(t)zp(t)

+
1
2

n

∑
p=1

δ̂p(Dβzp(t) + zp(t))(Dβzp(t) + zp(t))

+
1
2

n

∑
p=1

δ̂p

λp
(k̂p − kp(t))2 +

1
2

n

∑
p=1

δ̂p

ξp
(ρ̂p − ρp(t))2. (24)

From Lemma 1, we obtain
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DβV(t) 6
1
2

n

∑
p=1

η̂p(zp(t)Dβzp(t) + zp(t)Dβzp(t))

+
1
2

n

∑
p=1

δ̂p[(Dβzp(t) + zp(t))(D2βzp(t) + Dβzp(t))

+ (Dβzp(t) + zp(t))(D2βzp(t) + Dβzp(t))]

−
n

∑
p=1

δ̂p

λp
(k̂p − kp(t))Dβkp(t)−

n

∑
p=1

δ̂p

ξp
(ρ̂p − ρp(t))Dβρp(t).

From Assumption 1, we obtain

DβV(t) 6
1
2

n

∑
p=1

η̂p(zp(t)Dβzp(t) + zp(t)Dβzp(t))

+
1
2

n

∑
p=1

δ̂p{2(1− ap − ρp(t))Dβzp(t)Dβzp(t)

+ (1− ap − ρp(t)− bp − kp(t))
(

zp(t)Dβzp(t) + zp(t)Dβzp(t)
)

− 2(bp + kp(t))zp(t)zp(t)

+ 2Re[(Dβzp(t) + zp(t))
n

∑
j=1

cpj f̃ j(zj(t))]}

+
n

∑
p=1

δ̂p(kp(t)− k̂p){zp(t)zp(t) + Re[zp(t)Dβzp(t)]}

+
n

∑
p=1

δ̂p(ρp(t)− ρ̂p){Dβzp(t)Dβzp(t) + Re[zp(t)Dβzp(t)]}

6
n

∑
p=1

[η̂p + δ̂p(1− ap − ρ̂p − bp − k̂p)]Re(zp(t)Dβzp(t))

+
n

∑
p=1

[−(bp + k̂p)δ̂pzp(t)zp(t) + (1− ap − ρ̂p)δ̂pDβzp(t)Dβzp(t)]

+
n

∑
p=1

δ̂pRe[(Dβzp(t) + zp(t))
n

∑
j=1

cpj f̃ j(zj(t))]

6
n

∑
p=1

[η̂p + δ̂p(1− ap − ρ̂p − bp − k̂p)]Re(zp(t)Dβzp(t))

+
n

∑
p=1

[−(bp + k̂p)δ̂pzp(t)zp(t) + (1− ap − ρ̂p)δ̂pDβzp(t)Dβzp(t)]

+
n

∑
p=1

δ̂p

n

∑
j=1
‖cpj‖Fj‖zj(t)‖‖Dβzp(t)‖

+
n

∑
p=1

δ̂p

n

∑
j=1
‖cpj‖Fj‖zj(t)‖‖zj(t)‖

6
n

∑
p=1

[η̂p + δ̂p(1− ap − ρ̂p − bp − k̂p)]Re(zp(t)Dβzp(t))

+
n

∑
p=1

[−(bp + k̂p)δ̂pzp(t)zp(t) + (1− ap − ρ̂p)δ̂pDβzp(t)Dβzp(t)]

+
1
2

n

∑
p=1

δ̂p

n

∑
j=1
‖cpj‖Fj(zj(t)zj(t) + Dβzp(t)Dβzp(t))

+
1
2

n

∑
p=1

δ̂p

n

∑
j=1
‖cpj‖Fj(zj(t)zj(t) + zp(t)zp(t))

=
n

∑
p=1

[η̂p + δ̂p(1− ap − ρ̂p − bp − k̂p)]Re(zp(t)Dβzp(t))

+
n

∑
p=1

[−(bp + k̂p)δ̂p +
1
2

n

∑
j=1

δ̂j‖cjp‖Fp +
1
2

δ̂j‖cjp‖Fp +
1
2

δ̂p‖cpj‖Fj]zp(t)zp(t)

+
n

∑
p=1

[(1− ap − ρ̂p)δ̂p +
1
2

δ̂p

n

∑
j=1
‖cpj‖Fj]Dβzp(t)Dβzp(t). (25)



Mathematics 2022, 10, 4823 15 of 23

For i ∈ N, choose

η̂p =δ̂p(ap + ρ̂p + bp + k̂p − 1),

ρ̂p =1− ap +
1
2

δ̂p

n

∑
j=1
‖cpj‖Fj,

k̂p =− bp +
1
2

n

∑
j=1

δ̂j

δ̂p
‖cjp‖Fp +

1
2
‖cpj‖Fj +

σ

δ̂p
,

in which σ > 0. Obviously, η̂p > 0, and by (25),

DβV(t) 6− σ
n

∑
p=1

zp(t)zp(t) 6 −
2σ

η̂

1
2

n

∑
p=1

η̂pzp(t)zp(t),

here η̂ = max{η̂}p∈N.

Let W(t) =
1
2

n

∑
p=1

η̂pzp(t)zp(t). Obviously W(t) 6 V(t), and by Lemma 5,

lim
t→+∞

W(t) = 0,

which reveals that

lim
t→+∞

‖y(t)− x(t)‖ = 0.

Remark 8. Note that the stability and synchronization for time-delayed inertial NNs were discussed
in the sense of Riemann–Liouville in [39] using a reduced-order method. In contrast, the model
considered in this article is described based on the Caputo derivative and a direct method is developed
in theoretical analysis, and a new adaptive control scheme is proposed to adjust the control gains.

5. Numerical Simulations

Several numerical results are given here to illustrate the theoretical analysis.

Example 1. Considered the following FCINN:

D2βxp(t) =− apDβxp(t)− bpxp(t) +
2

∑
j=1

cpj f j(xj(t)) + Ip(t), p = 1, 2, (26)

here β = 0.9, a1 = a2 = 2, b1 = b2 = 4, f1(σ) = f2(σ) = tanh(σ),

C = (cpj)2×2 =

[
0.4− 0.8i −0.3 + 0.1i
−0.1− 0.4i 0.5 + 0.2i

]
.

By computation, ap + bp − 1 = 5 > 0, p = 1, 2,

2− 2a1 +
2

∑
j=1
‖c1j‖Fj = −0.78935 6 0, 2− 2a2 +

2

∑
j=1
‖c2j‖Fj = −1.0492 6 0,

−2b1 +
2

∑
j=1

(‖c1j‖Fj + 2‖cj1‖F1) = −4.0798 < 0,



Mathematics 2022, 10, 4823 16 of 23

−2b2 +
2

∑
j=1

(‖c2j‖Fj + 2‖cj2‖F2) = −5.3397 < 0,

the conditions of Corollary 2 are apparently satisfied, so the FCINN (26) realizes asymptotical
stability, which is further demonstrated in Figures 1–4. Here, the initial values of the NN (26)
are randomly selected in [−1, 1] + [−1, 1]i, I1 = 2 + 2i and I2 = 5 + 4i in Figures 1 and 2,
I1(t) = 5 sin(2t) + i5 sin(2t) and I2(t) = 5 cos(2t) + 5i cos(2t) in Figures 3 and 4.

0 2 4 6 8 10 12 14 16 18 20

t

-0.5

0

0.5

1

1.5

R
e(

x 1),R
e(

y 1)

Re(x1(t))

Re(y1(t))

0 2 4 6 8 10 12 14 16 18 20

t

-1

0

1

2

3

R
e(

x 2),R
e(

y 2)

Re(x2(t))

Re(y2(t))

Figure 1. Dynamic evolution of the real part of the FCINN (26) with I1 = 2 + 2i and I2 = 5 + 4i.
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Figure 2. Dynamic evolution of the imaginary part of the FCINN (26) with I1 = 2+ 2i and I2 = 5+ 4i.
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Figure 3. Dynamic evolution of the real part of the FCINN (26) with I1(t) = 5 sin(2t) + i5 sin(2t) and
I2(t) = 5 cos(2t) + 5i cos(2t).



Mathematics 2022, 10, 4823 17 of 23

0 2 4 6 8 10 12 14 16 18 20

t

-1

-0.5

0

0.5

1

Im
(x

1),I
m

(y
1)

Im(x1(t))

Im(y1(t))

0 2 4 6 8 10 12 14 16 18 20

t

-1

-0.5

0

0.5

1

Im
(x

2),I
m

(y
2)

Im(x2(t))

Im(y2(t))

Figure 4. Dynamic evolution of the imaginary part of the FCINN (26) with I1(t) = 5 sin(2t) +
i5 sin(2t) and I2(t) = 5 cos(2t) + 5i cos(2t).

Example 2. Consider the following driving the FCINN:

D2βxp(t) =− apDβxp(t)− bpxi(t) +
2

∑
j=1

cpj f j(xj(t)), p = 1, 2, (27)

and the response FCINN is depicted as

D2βyp(t) =− apDβyp(t)− bpyp(t) +
2

∑
j=1

cpj f j(yj(t)) + Up(t), p = 1, 2, (28)

where β = 0.9, a1 = a2 = 1, b1 = 1.1, b2 = 2.1, f1(σ) = f2(σ) = tanh(σ),

C = (cpj)2×2 =

[
1.1− i −1 + i
−0.8 + i 0.1− i

]
.

The dynamic behavior of the FCINN (26) is represented in Figures 5 and 6, where the initial values are
selected as x1(0) = 0.4− 0.5i, Dβx1(0) = −1 + 0.2i, x2(0) = −1 + 0.6i, Dβx2(0) = 0.4− 0.3i.
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Figure 5. Phase trajectory of real part of the FCINN (27).
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Figure 6. Phase trajectory of imaginary part of the FCINN (27).
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Figure 7. Time evolution of synchronization errors e1(t) and e2(t) under the controller (18).

Obviously, F1 = F2 = 1. Select k1 = 1.65, k2 = 1.34, ρ1 = 3.31, ρ2 = 1.66. Then the
conditions of Corollary 4 are satisfied, and the FCINNs (27) and (28) realize synchronization under
the controller (18), which is further revealed in Figures 7–10. Here, the initial values of the response
NN (28) are randomly selected in [−1, 1] + [−1, 1]i.
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Figure 8. Synchronization evolution of x1(t) and y1(t) under the controller (18).
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Figure 9. Synchronization evolution of x2(t) and y2(t) under the controller (18).
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Figure 10. The evolution of the controller (18).

Second, consider the adaptive synchronization of the FCINNs (27) and (28) under the adaptive
controller (23). Select λ1 = λ2 = ξ1 = ξ2 = 1, according to Theorem 3, the asymptotically
synchronization is realized and is confirmed in Figures 11–15.
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Figure 11. Time evolution of synchronization errors e1(t) and e2(t) under the adaptive controller (23).
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Figure 12. Synchronization between x1(t) and y1(t) under the adaptive controller (23).
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Figure 13. Synchronization between x2(t) and y2(t) under the adaptive controller (23).
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Figure 14. The evolution of the adaptive controller (23).
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Figure 15. The evolution of control gains kp(t) and ρp(t).

6. Conclusions

The asymptotic stability and synchronization problems of FCINNs were investigated
in this paper. First, to facilitate the study of the dynamic behavior of FCINNs, an innovative
fractional-order inequality (Lemma 5) was established. It provides a powerful tool for
the asymptotic convergence analysis of fractional-order systems. Second, it is noted that
the existing reduced-order technique for the inertial term and the separation means for
the complex-valued states may lead to complicated theoretical analysis, high control cost,
and other unsatisfactory factors. In view of this, instead of the reduction and separation
approach, the method of directly constructing Lyapunov functions was presented in this
article to discuss the dynamics of FCINNs. Third, under the framework of direct analysis, a
compact feedback controller was designed and some sufficient criteria for synchronization
of FCINNs were obtained. Furthermore, to automatically turn the control gains, an adaptive
feedback strategy was also proposed to achieve asymptotic synchronization.

As is commonly known, time delays are ubiquitous in the signal transmissions among
neurons [49]. Although delayed FNNs have been extensively studied, most stability or
synchronization conditions are independent of delays; it is extremely difficult to reveal
the effect of time delays on the dynamics of FCINNs according to these results. Hence,
how to develop an effective analytic method to show the effect of delays remains to be
further explored. In addition, due to the environmental interference or confidentiality
requirement, partial parameters of the drive model are unknown. Therefore, in addition to
synchronization, the problem of parameter identification is also worth thoroughly studying
for fractional inertial NNs.
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