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Abstract: Prediction of electricity energy consumption plays a crucial role in the electric power
industry. Accurate forecasting is essential for electricity supply policies. A characteristic feature
of electrical energy is the need to ensure a constant balance between consumption and electricity
production, whereas electricity cannot be stored in significant quantities, nor is it easy to transport.
Electricity consumption generally has a stochastic behavior that makes it hard to predict. The main
goal of this study is to propose the forecasting models to predict the maximum hourly electricity
consumption per day that is more accurate than the official load prediction of the Slovak Distribution
Company. Different models are proposed and compared. The first model group is based on the
transverse set of Grey models and Nonlinear Grey Bernoulli models and the second approach is
based on a multi-layer feed-forward back-propagation network. Moreover, a new potential hybrid
model combining these different approaches is used to forecast the maximum hourly electricity
consumption per day. Various performance metrics are adopted to evaluate the performance and
effectiveness of models. All the proposed models achieved more accurate predictions than the official
load prediction, while the hybrid model offered the best results according to performance metrics
and supported the legitimacy of this research.

Keywords: forecasting model; electricity energy consumption; grey model; artificial neural network

1. Introduction

Precise electrical energy consumption (EEC) forecasting is of great importance for
the electric power industry. Electricity consumption can be directly or indirectly affected
by various parameters. Such parameters include previous data of consumption, weather,
population, industry, transportation, gross domestic product, and so on. Electricity con-
sumption generally has a stochastic behavior that makes it hard to predict. Consumption
overestimation would lead to redundant idle capacity, which would be a waste of funds.
Underestimating, on the other hand, would lead to higher operating costs for energy sup-
pliers and potential energy outages. Hence, precise forecasting of electricity consumption
is crucial to avoid costly errors.

Another specificity of energy is its liberalization, which has led to a gradual separation
of electricity generation, its distribution, and trading of this commodity. Thus, the ability
to predict for most electricity market participants has become absolutely crucial for their
functioning in a market environment.

For electricity producers, the essential information is how much electricity they will
be able to deliver in the future, what their production costs will be, and at what price they
will sell electricity on the market. The production of conventional sources is easier to plan
and predict compared to the not entirely stable and intermittent production of photovoltaic
and wind power plants.
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Energy Profile of Slovakia

As the standard of living increases, the need for electricity grows not only in Slovakia
but throughout the European Union. A significant share of the increase in consumption
is due to the industry, which by introducing automation and robotization, has higher
demands on electricity. Communal household consumption is also increasing due to
the purchase of new electrical appliances. In forecasting the development of electricity
consumption in the coming years, it will be necessary to consider the increase in transport
consumption (expected by the massive production of electric vehicles), but at the same time
consumption trends in electrical appliances and light sources in line with EU objectives.

In 2019, approximately 53.7% of the total production of electricity in Slovakia was
obtained from nuclear power stations. The second biggest share was from fossil fuels
(21.7%), and the third one was from waterpower (16.1%). The share from renewable
sources (RES) was only 8.1%. Natural gas has the largest share (49.6%) in the production
of electricity from fossil fuels, followed by brown coal (22.8%), and black coal (14.2%).
The electricity production from RES was mostly from biomass (48.6%) and biogas and
photovoltaic power plants participated by one-fourth (24.5% and 25.2%). The decrease
in electricity production from RES in 2019 compared to 2018 was recorded in the case of
biomass (95.3%) and biogas (95.2%). A similar decrease was documented for photovoltaic
power plants (100.2%). Hydropower plants, on the other hand, recorded a significant
increase in electricity production (117.7%) [1]. Electricity production by source in the period
2000–2020 is illustrated in Figure 1.

Figure 1. Electricity production by source in Slovakia [2].

After a significant decrease in electricity production in 2018, its production grew
substantially in 2019. The amount of electricity produced from Slovak sources increased
by 1460 GWh compared to 2018 and achieved 28,610 GWh in 2019. In 2016, electricity
consumption crossed 30,000 GWh for the first time in history. In the following years, the
consumption grew continuously until the culmination in 2018. However, in 2019 electricity
consumption achieved 30,309 GWh, which means a considerable decrease compared to the
previous year (−637 GWh, year-to-year index of 97.9%) and in 2020 the value was again
below the level of 30,000 GWh [1]. The amounts of electricity production and consumption
in Slovakia during the years 2000–2020 are listed in Figure 2.
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Figure 2. Gross electricity production and consumption in Slovakia [3].

The electricity system of the Slovak Republic (ES SR) is operated in parallel within
the European Network of Transmission System Operators (ENTSO-E). Since 2015, SEPS
(Slovenská Elektrizačná Prenosová Sústava, a. s.) is the only operator of the transmission
system in the Slovak Republic. SEPS is the national provider of transmission and system
services. Other key activities include providing auxiliary services and controlling the
transmission system components as a dispatcher. It also serves as a facility providing
support services and supplies of regulating electricity obtained within the Grid Control
Cooperation (GCC) [1].

By initiation of auxiliary services, SEPS ensures a balance between the electricity pro-
duction and consumption in Slovakia. This endeavor has to consider various circumstances
and consider concluded agreements in the field of international electricity exchange.

Since 2011, company OKTE, a. s. serves as a coordinator of the short-term electricity
market. It participates in all activities associated with the development, implementation,
and operation of the single coupling of cross-border, day-ahead, and intraday markets in
electricity within the European Union. Additionally, OKTE, a. s., evaluates and resolves
disparities between demand aggregated and local distribution system deliveries [1].

The cross-border flows balance of ES SR has been in favor of import direction since
2007. In 2020, a substantial decrease in cross-border transmissions was measured compared
to 2019. In the import direction, they were lower in total by 250 GWh, but in the export
direction they dropped by 1132 GWh, and the import balance from 2014 achieved the
lowest value (318 GWh) [1]. The amounts of imports, exports, and the differences between
imports and exports of electricity in Slovakia during the years 2000–2020 are shown in
Figure 3.

Electricity cannot be stored in significant quantities, nor is it easy to transport, and
production units often face flexibility constraints. This implies an accurate estimate of
electricity consumption on an hourly and daily basis.
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Figure 3. Cross-border electricity transmissions of Slovakia [4].

2. Literature Review

Various prediction models and methods are broadly explored to accurately forecast
the electrical energy consumption because of economic, environmental, and technical
reasons. In the field of energy consumption prediction, a variety of different methods have
been proposed based on data analysis, including Box–Jenkins models, grey prediction
models (GM), fuzzy logic methods, artificial neural networks (ANN), vector regressions,
etc. Hybrid models combine features and benefits of parental methods to improve the
accuracy of their predictions and help capture different data properties and avoid the
limitations of a single method.

The GM’s popularity in time series forecasting is probably due to its relative simplicity
and capacity to model an unknown system by utilizing a small dataset. In addition to the
basic GM(1,1) model, various variants of grey models to improve the accuracy of predicting
energy consumption in China were used in [5–16].

Ayvaz in [17] introduced three different grey forecasting models for modeling and
predicting yearly net electricity consumption in Turkey. A comparison of ARIMA and GM
for electricity consumption demand forecasting in Turkey was applied in [18].

A gross final energy consumption, the energy consumption of renewable energy
sources, and its share in France, Germany, Italy, Spain, Turkey, and the United Kingdom
were forecasted using optimized fractional nonlinear grey Bernoulli model in [19].

The use of machine learning techniques, especially ANN, has become increasingly
popular in many forecasting models, i.e., electricity demand prediction in Spain [20]; short-
term electricity consumption in Spain [21]; an accurate forecast of the exploitable energy
from renewable energy sources in Milan, Italy [22]; and a prediction of the 24-h electricity
power demand in Poland [23].

Model hybridization or combining several similar or different methods has become a
widespread practice to improve prediction accuracy. For example, Hu in [24] combined GM
and neural networks to demonstrate the hybrid method effectiveness and forecasted EEC in
Turkey. The grey and vector autoregressive models were coupled to improve their accuracy
in [25]. The hybridizing support vector regression model with evolutionary algorithms
was described in [26]. A comparison of statistical and machine learning models was given,
and the use of hybrid models in electric power forecasting was identified in [27].

Regarding literature about forecasting EEC in the Slovak Republic, there are only a few
articles. In [28], a comprehensive overview of energy consumption of six Central European
countries, including Slovakia, was given. Avdakovic in [29] studied the correlation between
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air temperature and electricity demand using a linear regression and wavelet coherence ap-
proach in UK, Slovakia, and Bosnia and Herzegovina. Laurinec, in [30], presented a method
for forecasting a load of individual electricity consumers using smart grid data and cluster-
ing. A time series prediction methodology based on deep neural networks was presented in
Jarabek’s research [31]. A long, short-term memory algorithm with a sequence-to-sequence
architecture was used to improve the prediction accuracy of electricity consumption of
Slovak enterprises. Oudjana, in [32], proposed a model employing neural networks and
particle swarm optimization for a long-term forecast based on historical loads databases of
Slovak power systems. Halaš, in [33], used biologically inspired algorithms and compared
prediction accuracy of the ensemble learning model to base forecasting methods. Brozyna
in [34] focused on the renewable energy and EU 2020 target for energy efficiency in the
Czech Republic and Slovakia.

The rest of the paper is organized as follows: the description of data and the basic
knowledge of proposed grey models, ANN, and hybrid model is in Section 3; Section 4
focuses on achieved results and introduces all the experimentation implemented; a discus-
sion about the obtained outcomes is detailed in Section 5; and finally, Section 6 compiles
the conclusions achieved from this research.

3. Methodology

The research was developed in three main stages: first, data collection and pre-
processing for considered models; second, modeling the problem and implementation of
the proposed models; and finally, validation and analysis of the results.

3.1. Data

The data were acquired via the Damas Energy information system (Damas) provided
by SEPS [35]. The data of the official system load prediction was provided also by SEPS and
can be found in [35]. It is worth note that the official load prediction is a one-year-ahead
prediction usually published at the beginning of the forecasted year. The data provided
by Damas contains all hourly consumptions in Slovakia, but the official load predictions
contain only values for Wednesdays. For comparison, it was decided to make a prediction
model only for Wednesdays. Hence, the maximum hourly electricity consumption for each
Wednesday was extracted from the data.

The data from 2010 to 2018 were used for training purposes and the data from 2019
and 2020 were used for evaluation of prediction power, i.e., testing. However, the year
2019, which was not affected by COVID lockdown, was evaluated separately from the year
2020, which was affected by the pandemic. Note that the learning sample was divided into
a training and validation subsample in the case of ANN, which is described in detail later
in Section 3.3.1.

Electricity consumption is heavily influenced by various individual factors that can be
easily determined, such as the time of day, day in the week, season of the year, or whether
it is working day or weekend, etc. Therefore, the data were pre-processed for the use of
individual models as follows.

3.1.1. Data Pre-Processing for Grey Models GM(1,1) and NGBM(1,1)

Normally, the data for prediction models are inputted in chronological order as mea-
sured. The grey theory is aimed at predicting the trend in data, such as a series of annual
maxims or annual averages of energy consumption in a multiannual time series. The
grey models are not meant to predict the periodically changing data series. However,
the theory can be used, for example, to find out the trend of the first Wednesdays in the
consecutive years, then the second one, etc. The data series were pre-processed accordingly,
i.e., a matrix of 53 rows and 9 columns was constructed. Each row represents the input
for the self-standing grey model, which in the final gives 53 grey models for respective
Wednesdays in the year. There are usually 52 Wednesdays a year and only occasionally
it is 53, therefore in the 53rd row the missing values were duplicated by the values from
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the 52nd row. In our case, there are just two years with 53 Wednesdays, one of which is
situated in training data and one in the testing data.

3.1.2. Data Pre-Processing for ANN

As explained above, our data concern only Wednesdays, because of the compari-
son with the official prediction. For this purpose, the data were pre-processed for the
ANN model as follows. Except for the target values of the maximum hourly electricity
consumption per day, the following variables were added:

• serial number of Wednesday as a dummy variable,
• corresponding month as a dummy variable,
• the order of the individual Wednesday in the month as a dummy variable,
• public holiday or working day as a dummy variable,
• the day number where 1/1/1900 is equal to 1 and the next day is incremented by one.

3.2. Grey Models

The grey prediction is based on the grey systems theory. The methodology was created
by Julong Deng in 1982, and it concentrates mainly on the study of problems concerning
small samples and poor information [36]. The name “grey” was taken from control theory
where the color shade has been usually used to specify the certain degree of information
clarity. The adjective “grey” means that information is partially known and partially
unknown. The methodology exhibits in systems with partially known information acquired
via various means, such as generating, excavating, or extracting available information.
Liu and Yang compared grey systems with other models dealing with some degree of
uncertainty, such as stochastic probability, rough set theory, and fuzzy mathematics [37],
and one can find in this study the discussion about the progress that grey systems theory
has made in the world of learning and its wide-ranging applications in the entire spectrum
of science.

3.2.1. Grey Model GM(1,1)

The grey models have become very popular among scholars due to its simple principle
and high forecast accuracy. The forecasting via grey models is based on the grey generat-
ing function GM(1,1) which utilizes the variation within the system in order to discover
the relationships between sequential data. The prediction of the model is based on this
relationship. The grey model incorporates a system of first-order differential equations to
forecast a time series prediction. The algorithm of forecasting based on the GM(1,1) grey
prediction model can be summarized as follows [36].

1. Establish the initial non-negative sequence X(0) =
{

x(0)(1), x(0)(2), . . . , x(0)(n)
}

,

where the member x0(i) represents the original data with respect to time i.
2. Generate the first-order accumulated generating operation (AGO) sequence X(1) based

on the initial sequence X(0) (to reduce the randomness of raw data to a monotonically
increasing series) X(1) =

{
x(1)(1), x(1)(2), . . . , x(1)(n)

}
, where the element x(1)(k)

is derived as

x(1)(k) =
k

∑
i=1

x(0)(i). (1)

3. Compute the mean value of the first-order AGO sequence members

z(1)(k) = 0.5
[

x(1)(k) + x(1)(k− 1)
]
, k = 2, 3, . . . , n. (2)

4. Define the first-order differential equation for the sequence X(1) as

dX̂(1)

dt
+ a X̂(1) = b, (3)
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where a and b express the estimated parameters of the forecasting model.
5. Using the least squares estimate, it is possible to derive the estimated first-order

AGO sequence

x̂(1)(k + 1) =
(

x(0)(1)− b
a

)
e−ak +

b
a

. (4)

Parameters a and b can be calculated using the following (5)–(7).[
a
b

]
=
(

BT B
)−1

BTYN , (5)

B =


−z(1)(2) 1
−z(1)(3) 1

...
...

−z(1)(n) 1

, (6)

YN =
(

x(0)(2), x(0)(3), . . . , x(0)(n)
)T

. (7)

6. The estimated members x̂0
k+1 can be obtained from the listed sequence by the inverse

accumulated generating operation (IAGO)

x̂(0)(k + 1) = x̂(1)(k + 1)− x̂(1)(k). (8)

3.2.2. Nonlinear Grey Bernoulli model NGBM(1,1)

To adjust the traditional grey model to obtain the higher prediction precision, pro-
fessor Chen [38] (Z Application of the novel nonlinear) firstly proposed the Nonlinear
Grey Bernoulli Model (NGBM(1,1) model) which combines GM(1,1) with the Bernoulli
differential equation. The difference of NGBM(1,1) lies in the greater curvature compared
to the GM(1,1) solution.

The Bernoulli differential equation for the sequence X(1) is defined as follows:

dX̂(1)

dt
+ a X̂(1) = b

[
X̂(1)

]i
, i ∈ R. (9)

If the exponent i was set to 0, the model would be equal to the GM(1,1) definition. Thus,
the iterative approach with aspect to the minimal mean absolute percentage error (MAPE)
should be applied to find the optimal exponent value i.

x̂(1)(k + 1) =
[((

x(0)(1)
)1−i

− b
a

)
e−a(1−i)k +

b
a

] 1
1−i

, i 6= 1. (10)

Parameters a and b can be calculated by following (5) with vector YN (7), but with different
matrix B:

B =



−z(1)(2)
[
z(1)(2)

]i

−z(1)(3)
[
z(1)(3)

]i

...
...

−z(1)(n)
[
z(1)(n)

]i


. (11)

By performing IAGO, the predicted values x̂(0)(k + 1) can be calculated following (8).

3.2.3. Creating the Set of Grey Models

As mentioned above in the section concerning data pre-processing for GM models, the
grey theory is used to find a trend in data. However, the result is a curve, which is almost
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straight in the case of GM(1,1). Therefore, it is not suitable for predicting periodically
changing events, such as, daily energy consumption per year.

Electricity consumption is heavily affected by several factors, some of which were
already mentioned. We observed that if annual electricity consumption is higher, it is
usually dispersed within the year keeping the consumption pattern and the increment is
dispersed proportionally. Concerning the maximal hourly consumption per day, the most
affecting parameter is what kind of a day in the week it is and in what part of the year it
is situated. Hence, the decision was made to create a set of transverse GM(1,1) models.
Instead of predicting a standard time series, the first model of a set could forecast the
consumption of the first Monday of a year based on data of the first Monday of previous
years, etc. Therefore, the time series of data must be decomposed for this purpose and at
the end results of the GM(1,1) set have to be recomposed to a regular time series. Provided
that the annual consumption is rising, and the consumption pattern is preserved and not
harmed by some unpredictable event, such as the pandemic lockdown, the forecast would
disperse increased consumption among individual days effectively and vice versa.

Such a traverse set of grey models can be made for any day of the week or even for all
days. However, due to the comparison with the official SEPS load consumption forecast,
which publishes forecasts only for Wednesdays, we decided to construct the transverse
grey model set for the same day of the week. Moreover, Wednesday is considered to be the
day that best reflects the average consumption of a standard working day.

3.3. Artificial Neural Network (ANN)

An artificial neural network works similarly to a brain; it is a complex system of
entities called neurons, with connections to other such entities. Each neuron somehow
processes the incoming signal/s to an output signal/s. The interconnections, i.e., memory
paths, consist of axons, dendrites, and synapses, and electrochemical media, the so-called
neurotransmitters, are used for transmission. Some interconnections become stronger than
others in the learning process. It is estimated that the human brain has around 100 billion
interconnected neurons and each neuron may receive stimuli from as many as 10,000 other
neurons. [39].

In the case of the ANN, artificial neurons act in the same way, but they are processing
computer data, and their interconnections are called weights. Once the learning process
and weight settings have been completed, ANN can be used to solve similar problems.
Schematically, the whole layout of the neural network is usually divided into an input layer,
a hidden layer/s, and a final output layer as is shown in Figure 4.

Figure 4. Shallow neural network.
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3.3.1. Multi-Layer Feed-Forward Back-Propagation Network

A multi-layer feed-forward back-propagation network was designed via MATLAB’s
neural network fitting tool (nftool). Originally, nftool provided a shallow neural network,
e.g., a network with just one hidden layer, that can be programmatically changed.

Nftool is the name of a tool that provides a graphic user interface to design, train, and
validate a feedforward neural network to solve approximation problems. Default network
settings of nftool are pre-set as follows:

• One hidden layer with 10 preset neurons (the number of neurons can be changed in
the interface; other changes to layer design can be done in the corresponding block of
the program code).

• The activation function of hidden units has a sigmoidal form (tansig or logsig) and the
output units utilize a linear activation function.

• The default training algorithm is the backpropagation algorithm based on a Levenberg–
Marquardt minimization method (the corresponding MATLAB function is trainlm) [40].

• The standard learning process is controlled by a cross-validation procedure that
randomly divides the initial set of data into three subsets while the proportional
amount is adjustable via the interface. One subset is used for weights adjustment in
the training process, the other for validation, and the last for evaluating the quality of
the final model (testing). By default, the approximation quality evaluation is measured
by Mean Squared Error (MSE) [41].

Several changes have been made to the needs of this research and are as follows:

• The Quasi-Newton Backpropagation (BFGS) was used as a training method. The
theory of quasi-Newton methods is based on the fact that an approximation to the
curvature of nonlinear function can be computed without explicitly forming the
Hessian Matrix. Newton’s method is an alternative to the conjugate gradient methods
for fast optimization. Backpropagation is used to calculate derivatives of performance
with respect to the weight and bias variables. The variables are adjusted in the iteration
process and a special parameter is estimated to minimize the performance along with
the search direction dX. The line search function is used to locate the minimum point.
The first search direction is the negative of the gradient of performance. In succeeding
iterations, the search direction is computed according to the following formula:

dX = H−1gX, (12)

where gX is the gradient and H is an approximate Hessian matrix [41,42].
• The number of hidden layers and neurons was one of the research goals of our

investigation, thus the final configuration is revealed in the result section.
• The learning dataset (data from 2010 to 2018) was divided into two datasets, one for

training and one for validation. Indices of both datasets were randomly chosen in
each training process. The ratio was set to 85% for training and 15% for validation.
However, the process of validation was altered and was programed as depicted in
Figure 5 and described below.

• The Sum squared error (SSE) method was used instead of the MSE network perfor-
mance function. This metric was chosen mainly due to the fact that the values of the
maximum hourly electricity consumption per day fluctuate significantly within the
observed period (from about 2500 to 5000). We decided to prefer absolute over relative
deviations. Moreover, the resulting curve has a significantly smoother course.
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Figure 5. Validation process.

3.3.2. Validation Process

The actual, used network adjusts its weights and biases matrixes when the training
process is repeated without network reinitialization. While continuous re-education of the
network may lead to a higher prediction accuracy, it can also lead to an overfitting problem.
On the other hand, learning process abortion immediately after performance decrement
may lead to premature finalization because of local minima.

Therefore, the validation process was set as follows. Each training process increases
the counter by one. If the validation criterion value achieves a lower value in less than
6 consecutive runs, the counter is restarted and the training process continues with the
current network setting; otherwise, the network is reinitialized to default weights and biases.
The validation criterion value was set as the sum of equalized training and validation
performance, i.e., the training SSE was multiplicated by 0.15 and the validation SSE was
multiplied by 0.85. The maximum number of reinitializations was set to 10 resets apart from
the reinitialization due to the inappropriate initialization. The inappropriate initialization
may occur after network reset and the network may get stuck in the local minima. This
behavior is associated with a large performance error. In such a case, the network was
reinitialized without increment of the reset counter. In the end, the model with the lowest
validation criterion value was chosen for the evaluation of model performance on the
testing sample.
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3.4. Hybrid Model

Examples of combining different models can be found in the literature, e.g., [24,26,43].
The main idea for the hybridization is to deduce if a hybrid model may lead to further
improvement of prediction performance. Therefore, here the process is not standard, i.e., to
find the appropriate weight distribution on the training sample and then to validate it on
the testing sample, but iteration runs straight on the testing sample. The process serves
as a starting point for future research. In this case, all proportion weight combinations of
the predictions of ANN and GM(1,1) set were searched. The step for this iteration was
set to 5%. The RMSE (12) and the MAPE (13) metrics were monitored throughout all the
component combinations of the potential hybrid model.

3.5. Performance Criteria

In order to reflect the performance and the effectiveness of models, some indicators
are adopted to evaluate the result. The definitions of the forest accuracy indicators are
shown respectively, as follows:

(a) RMSE—Root Mean Squared Error

RMSE =

√
1
n

n

∑
i=1

(xi − x̂i)
2. (13)

(b) MAPE—Mean Absolute Percentage Error

MAPE =
1
n

n

∑
i=1

∣∣∣∣ xi − x̂i
xi

∣∣∣∣100%. (14)

(c) RMSPE—Root Mean Squared Percentage Error

RMSPE =

√√√√ 1
n

n

∑
i=1

(
xi − x̂i

xi

)2
100%. (15)

In the formulations, the xi is the real value and x̂i is the predicted value, and n is the
number of samples. Lower forecast indicators indicate more satisfactory predictive ability
and higher accuracy.

4. Results

The results are divided into three parts, namely the prediction of grey models, the
results of artificial neural networks, and finally the potential of hybridization. The results
were maintained separately for the year 2019, which was not affected by pandemic lock-
down, and the year 2020, which was affected in all provided results. However, in the part
concerning the search of hybridization proportion, just the 2019 results were considered.
All the prediction charts also contain the official SEPS prediction due to easier assessment of
the prediction performance provided by the respective models. As a reminder, all provided
models serve as two-year-ahead forecasting models and the official SEPS load consumption
predictions are one-year-ahead predictions.

4.1. Grey Models Prediction

At first, the prediction of the model using the set of standard grey models is provided.
Figure 6 shows good results and supports the used methodology to construct the

GM(1,1) set for prediction of periodic trend. Even the two-year-ahead prediction (for 2020)
shows comparable or better results with the official one-year-ahead forecast and supports
the viability of the proposed methodology.
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Figure 6. Prediction of Grey Model set. (a) Prediction of GM(1,1) set for 2019, (b) Prediction of
GM(1,1) set for 2020.

Figure 7 shows the results for the NGBM(1,1) set. As can be observed in the charts,
while one-year-ahead prediction achieved good results (but was worse than the GM(1,1)
set), the two-year-ahead forecast falls considerably behind even the SEPS forecast. The
main advantage of better curvature seems to be ineffective in such a transverse approach;
thus, the NGBM(1,1) was not used for hybridization.

Figure 7. Prediction of Nonlinear Grey Bernoulli Model set. (a) Prediction of NGBM(1,1) set for 2019,
(b) Prediction of NGBM (1,1) set for 2020.

4.2. Neural Network Prediction
4.2.1. Hidden Layers Composition

During our search for the optimal hidden layers layout, various combinations of the
following numbers resulting from data composition were inspected:

• 53: maximal number of Wednesdays in the year,
• 12: number of the months,
• 5: maximal number of Wednesdays in the month,
• 3: other inputs.
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Throughout the process, only the number of neurons and layers were changed, but
not the layer types. Shallow NN with just one hidden layer composed of 3 or 5, . . . or 53
and even 73 neurons were very fast, but the results were unsatisfying. The shallow NN
with 9540 (53 × 12 × 5 × 3) neurons gave a satisfactory result, but the time consumption
for training was enormous. Interim results showed that more layers with a lower number
of neurons gave comparable or even better results than the one shallow NN with a huge
hidden layer. The composition of 53, 12, 5, and 3 neurons in 4 hidden layers achieved a
satisfactory result. When the number of neurons was increased by multiplication with
various integer multiplicators, the results were of comparable quality, but the learning time
was rising significantly. Therefore, the decision on the minimal satisfactory composition
was made as follows.

The final layout of the hidden layers was divided into 4 hidden layers with 53, 12, 5,
and 3 neurons in the listed order, as depicted in Figure 8.

Figure 8. Neural network layout.

4.2.2. Validation Process

Data from the validation process can be seen in Figure 9. As it can be observed, all
iterations brought relatively similar results in terms of performance measured via sum
squared error. Probably, fewer resets were needed, but the figure shows another way
of future research in creating a set of shallow NN components via bagging, boosting, or
stacking to further improve the prediction power of ANN.

Figure 9. Validation process log.

Predictions achieved by the ANN are depicted in Figure 10. It is obvious, especially in
one-year-ahead predictions, that the results are the best among provided models and the
weight of this component would play the main role in the potential hybrid model.
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Figure 10. Prediction of ANN. (a) Prediction of ANN for 2019, (b) Prediction of ANN for 2020.

4.3. Hybridization

A comparison of the prediction performance metrics of the potential hybrid model
is provided in this part of the results. The objective here is not to find the best score
weight distribution of individual elements in the optimization or validation process, but
to find out if such a process may lead to improvement. Deducing what period to take
into consideration in the optimization process is a theme for future research. However,
the weight distribution can be optimized via nonlinear programming with the objective
function, Equation (16):

minMAPE =
1
n

n

∑
i=1

∣∣∣∣ xi − (wA x̂iA + wG x̂iG)

xi

∣∣∣∣·100% (16)

and the constrains of Equations (17) and (18):

wA + wG = 1 (17)

wA, wG ≥ 0 (18)

where wA, wG are wanted weights of particular models and x̂iA, x̂iG are estimated values
by these models.

Nevertheless, Figure 11 shows a comparison of RMSE and MAPE metrics on different
weight distributions based solely on the testing sample, i.e., predictions for 2019. The
optimal point, in this case, is situated between near 85% weight for the ANN and 15%
for the GM(1,1). We assume that the closer the prediction power is, the better the results
could be achieved by hybridization. Figure 11 shows that the use of two components bring
small but measurable improvements. We presume that the inclusion of another similarly
performing method could potentially further improve the results.
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Figure 11. Performance metrics of prediction of potential hybrid models with different weights.
(a) RMSE of the potential hybrid model for 2019, (b) MAPE of the potential hybrid model for 2019.

5. Discussion

There are many works incorporating grey models to forecast annual energy consump-
tion, e.g., [5,7,9–13], but we have not found works concerning daily based forecasts via grey
models. As far as we know, more sophisticated methods, such as random forests, NN, or
SVM are used to forecast energy consumption, similar to [44]. Our experimentation is fo-
cused on the prediction of maximum hourly electricity consumption per day in Slovakia by
two Grey model types (GM(1,1), NGBM(1,1)) as a transverse set and one ANN. Moreover,
the fourth potential hybrid model, as an example of the future path of our research, was
presented in the manuscript.

A traverse set of grey models or ANN can be constructed for any day of the week
or for all days. However, due to the comparison with the official SEPS load consumption
forecast, which publishes forecasts only for Wednesdays, the models and extracted data
are focused on the same day. Wednesday is considered to be the day with the average
working day consumption. In our study, all three mentioned models used the same sample
of acquired data (maximum hourly electricity consumption per each Wednesday from 2010
to 2018) for training. Equally, the same sample of acquired data was used for testing, i.e., for
comparison of the real data with predicted ones (maximum hourly electricity consumption
per each Wednesday in years 2019 and 2020). Though, the whole training dataset cannot
be denoted as equal for grey models and ANN due to the different data pre-processing as
described in Section 3.1. However, these differences do not prevent relevant comparison of
model performance.

Although we have no information about the indicators or method used in the official
prediction (marked as SEPS), the predicted data are also involved in our comparison for
the relevant purpose of our findings.

The prediction performance of our results altogether with official prediction is shown
in Table 1.

As can be seen from Table 1, all our models performed better than SEPS in 2019. From
the grey models, the GM(1,1) set is more accurate than the NGBM(1,1) set. The ANN
model outperformed the official SEPS predictions as well as the grey model forecasts in
both 2019 and 2020. This is probably caused by additional information added in the data
pre-processing phase. Namely, it is information of whether the public holiday falls on a
specific Wednesday or not. The importance of public holiday information can be observed
in Figure 10, where the steep decrease can be monitored in the ANN prediction. There is a
public holiday in Slovakia on the 1st and 8th of May (18th and 19th Wednesday in 2019)
and maximal electricity consumption was reasonably lower as surrounding points in the
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chart. The only model that reflects these circumstances was the ANN. On the other hand,
the 53rd Wednesday in 2020 (30 December 2020) is not a public holiday and the network
predicted a higher value than it should.

Table 1. Prediction performance comparison.

Model RMSE MAPE [%] RMSPE [%]

2019 2020 2019 2020 2019 2020

SEPS 273.32 311.56 6.03 7.22 7.88 9.09
GM(1,1) 173.38 275.31 3.49 6.27 4.95 8.05

NGBM(1,1) 244.21 390.16 4.99 9.03 7.05 11.29
ANN 131.58 243.09 2.74 5.32 3.51 7.04

Hybrid(85/15) 130.21 240.96 2.66 5.30 3.50 7.00

As mentioned before, there is various research that uses various types of grey models
to forecast whole year consumption, but we are not aware of any using them as a transverse
set for daily forecasting. Nevertheless, our results are of comparable quality in the terms of
MAPE metrics despite the different usage. For example, the results of the improved grey
models achieved 2.78% to 3.10% in consumption of the APEC countries in [5]. The results
of backpropagation neural network in the mentioned research achieved 5.10% and 9.97%
for support vector machine regression. Another research of this type was used to forecast
energy consumption in China and India and compares 5 types of the grey models with
various results ranging from 3.98% to 14.79% for Beijing consumption and from 3.46% to
35.02% for India in [9].

In the case of daily based forecasting of energy consumption in [44], more demanding
methods compared to grey models were used. The results of the case study for two
companies achieved from 8.75% to 19.23% for one company and from 4.45% to 6.07% for
the second case. The Functional Principal Component Analysis was used to decompose
the electric consumption patterns in [45]. The method was used to investigate and predict
consumption patterns in the Milan metropolitan area on special contractual characteristic
groups with MAPE ranging from 7.63% to 39.19%. Forecasting the daily night peak electric
power demand of the Sri Lankan power system by using past daily data in time series
analysis was used in [46]. The prediction model based on ARIMA achieved a month-
ahead forecast with MAPE of 4.195% and a week-ahead MAPE of 1.855%. Modelling
and forecasting hourly electricity demand in West African countries by using multiple
regression analysis was introduced in [47] with an average relative error of less than 15%,
except for Sierra Leone, which had a relative error of 38.5% due to civil war in the country.
Research with a very different approach to forecasting daily electricity consumption can
be found in [48]. The meteorological factors played a major role in the one-week-ahead
prediction, and the relative errors of their models ranged from 2.36% to 10.40%.

All predictions for the year 2020 show worse results in comparison with the year 2019.
This is because of the pandemic lockdown in spring 2020. However, the prediction of the
NGBM(1,1) set starts to fall behind even the SEPS prediction and thus it seems to not be
the right component in the hybridization, or at least with the used dataset. All possible
combinations of the component weights with the step of 5% were checked to find out
the potential of hybridization. This approach shows the potential to further improve the
prediction power, where one component may improve the weaknesses of the other one.
Finding out the optimum in an appropriate way and searching for suitable components are
the objective for future research. However, Figure 12 is provided to show the comparison
of predictions in the test period from January 2019 to December 2020, i.e., evaluation of the
prediction power for the hybrid model with proportion 85/15 (ANN to GM(1,1)).
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Figure 12. Comparison of predictions for the years 2019 and 2020.

We identify several limitations of our study. The difficulty was in acquiring the data of
the official system load prediction provided by SEPS [35]. Electric energy consumption is
influenced by many factors, as the impact of weather fluctuations and economic decisions
(lockdown during COVID-19) are hard to consider in prediction. One way to overcome this
obstacle is to focus on interval prediction instead of point prediction. Another possibility is
to improve the prediction accuracy by looking for another component in a hybrid model,
finding the optimal weight proportion, or stacking or bagging shallow neural networks.

6. Conclusions

Electrical energy consumption forecasting is important for planning and facility ex-
pansion in the electric industry. Accurate forecasts can save operating and maintenance
costs, increase the reliability of power supply and delivery systems, and correct decisions
for future development. Forecasting is also important for the sustainable development of
the electric power industry. Much presented research and also our results show that is
very problematic to predict an exact electricity consumption pattern. The reasons lie in
the substantial impact of various factors, such as weather conditions, economic situation,
population growth, pandemic outbreak, etc.

The main goal of the article was to offer more accurate models to predict electrical
energy consumption in Slovakia than officially provided. The contributions of the proposed
article can be summarized as follows:

(a) Three models, the (GM(1,1) set, NGBM(1,1) set and ANN) and the fourth hybrid model
were suggested to improve forecasts of maximum hourly electricity consumption per
day in Slovakia.

(b) The usual chronological time series was not used as the data set for grey models, but
data series were pre-processed. The set of transverse models was created, i.e., the
matrix of 53 rows and 9 columns was constructed. Each row represents the input for
the self-standing grey model, which in the final gives 53 grey models for respective
weekdays in the year and then is reconstructed to chronological order. The multi-
layer feed-forward back-propagation network with the special validation process
was designed.
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(c) According to the three criteria (RMSE, MAPE, RMSPE) the models of GM(1,1) set,
ANN, and the hybrid model reported better accuracy in forecasting values for 2019
and 2020 than SEPS officially provided forecasts.

(d) A gap in the available literature regarding forecasting of EEC in the Slovak Republic
was filled and an overview of the energy situation in Slovakia was provided.
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