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Abstract: Recently, new variants of non-systematic satisfiability logic were proposed to govern
Discrete Hopfield Neural Network. This new variant of satisfiability logical rule will provide
flexibility and enhance the diversity of the neuron states in the Discrete Hopfield Neural Network.
However, there is no systematic method to control and optimize the logical structure of non-systematic
satisfiability. Additionally, the role of negative literals was neglected, reducing the expressivity of
the information that the logical structure holds. This study proposed an additional optimization
layer of Discrete Hopfield Neural Network called the logic phase that controls the distribution of
negative literals in the logical structure. Hence, a new variant of non-systematic satisfiability named
Weighted Random 2 Satisfiability was formulated. Thus, a proposed searching technique called the
binary Artificial Bee Colony algorithm will ensure the correct distribution of the negative literals. It is
worth mentioning that the binary Artificial Bee Colony has flexible and less free parameters where
the modifications tackled on the objective function. Specifically, this study utilizes a binary Artificial
Bee Colony algorithm by modifying the updating rule equation by using not and (NAND) logic gate
operator. The performance of the binary Artificial Bee Colony will be compared with other variants
of binary Artificial Bee Colony algorithms of different logic gate operators and conventional binary
algorithms such as the Particle Swarm Optimization, Exhaustive Search, and Genetic Algorithm. The
experimental results and comparison show that the proposed algorithm is compatible in finding the
correct logical structure according to the initiate ratio of negative literal.

Keywords: weighted random 2 satisfiability; binary artificial bee colony; logic phase; discrete
Hopfield neural network

1. Introduction

The Artificial Neural Network (ANN) has become the standard approach to solve
a wide range of optimization problems due to the structural concepts of simulating the
neurons’ activity of the human brain. The solid feature of ANN is mimic ability on how
the brain works with the hope that we can build a system or a model that can produce
collective decision making. As a result, AI practitioners heavily rely on the features of
ANN which results in a lack of in-depth understanding of the operations conducted by
ANN models. According to [1], ANN is considered a non-interpretable model due to its
“black-box” nature, which fails to determine the direction and magnitude of the neurons in
the network. In addition, the regularization and training time of the ANN model is difficult
to be set as a constant. Hence, Wan Abdullah [2] embedded the Satisfiability (SAT) logical
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structure in a class of feedback ANN model, the Hopfield Neural Network (HNN). The role
of SAT in HNN is to represent the neurons as meaningful indicators (or meaningless); when
using such auxiliary inputs, one can use it as the basis of reasoning to explain the predicted
outputs. In layman’s terms, SAT is the symbolic instruction to navigate the operations of
HNN. The work capitalized the structure of SAT by proposing logical inference through
the minimization of Horn Satisfiability (HornSAT) in HNN. The approach is capable to
yield connection strengths (synaptic weight) between each neuron, resulting in an energy-
minimizing dynamic network. However, HornSAT consists of redundant variables which
deteriorate the practicality in representing real-life variables. Therefore, ref. [3] incorporates
another variant of SAT in HNN called 2 Satisfiability (2SAT). 2SAT is a class of systematic
SAT whereby the number of variables in each clause is restricted to only k variables, in
this case, k = 2. The performance of 2SAT in HNN can achieve 90% production of global
minimum solutions, which indicates the credibility of 2SAT in representing the behavior of
neurons in HNN.

Alternatively, ref. [4] counters the problem with the existing SAT structure by propos-
ing Random 2 Satisfiability (RAN2SAT) in the same network. RAN2SAT is the non-
systematic variant of SAT which considers a non-restrictive number of variables in each
clause, whereby RAN2SAT consists of clauses with k = 1, 2. Such formulation is considered
to promote logical variation, which is believed to widen the search space of global minimum
solutions. The work can locate maximum production of global solutions which indicates
RAN2SAT is successfully embedded in the operations of HNN. Despite acceptable results,
little attention has been given to RAN2SAT that claimed has potential as optimal SAT in
HNN. The repetitive final neuron state which results in overfitting solutions is still an issue
to be solved. Recently, ref. [5] proposed a new novel of non-systematic SAT named Major
2 Satisfiability (MAJ2SAT). The user interface provided in MAJ2SAT controls the structure
of the logic where 2SAT is a dominant clause. As a result, MAJ2SAT can increase the neuron
variation as the ratio of 2SAT increases. Although a restrictive training environment, the
synaptic weight attained leads to global minima solutions. However, overfitting occurs
when the 2SAT ratio is increased, which explains the creation of a repeated pattern of
neurons states that disrupted the variation process and may reduce the precision of HNN.
Thus far, there has been no investigation to seek a new novel of SAT that can provide
non-overfitting solutions in HNN.

A metaheuristic is an effective method for obtaining an approximately optimal solution
for the problems. For decades, a variety of metaheuristics with different classes was
proposed and improved. The work by Zamani [6] is worth exploring where it proposed
a new metaheuristic inspired by migratory birds’ behavior during their long-distance
aerial migrations named QANA. The features of QANA are long-term and short-term
memories, a V-echelon communication topology, and quantum-based navigation with two
mutation strategies and a qubit-crossover operator. These features enhance the population
diversity and avoid premature convergence. The effectiveness of QANA was evaluated
using benchmark functions and four engineering functions. QANA can outperform state-of-
the-art algorithms. However, the work shows the significant findings of QANA in solving
single and continuous problems. Another interesting work that is worth exploring is by [7]
improved Moth Flame Optimization (MFO) by introducing a migration strategy to enhance
the exploration and maintain diversity. The performance of M-MFO was evaluated by
conducting benchmark functions and compared with seven variants of MFO and eight state-
of-the-art algorithms. It is worth mentioning that M-MFO managed to maintain while the
size of the problem increased. Unfortunately, the work did not investigate the performance
of M-MFO in the lowest population diversity. In 2019, Kasihmuddin [8] implemented
Estimation of Distribution in the DHNN to predict the possible final neuron states with the
lowest minimum energy which leads to a global minimum solution. EDA is able to provide
superior performance in all the metrics. Despite successful results, this work did not analyze
the proposed model with different logical rules. In another development, Sathasivam [9]
was the first person to incorporate non-systematic SAT with metaheuristic. The work
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implementing Election Algorithm (EA) as a training algorithm in DHNN to optimize the
structure of RAN2SAT. This work demonstrated EA and RAN2SAT’s capability to promote
more diverse interpretations that lead to global minima solutions. Additionally, the EA can
outperform another state-of-the-art algorithm due to its effective partitioning of solution
space that reduces the complexity. However, the work did not analyze the impact of
the retrieval phase. Note that metaheuristics allow us to effectively obtain approximate
solutions to problems. However, extensive investigation is required to determine suitable
metaheuristics for the specific problem.

Various social creatures exist in nature, such as ants, bees, and fish, where individuals
from a given population cannot survive without the other members of that population.
However, when we analyze the entire population, we see that the individual is extraordi-
narily intelligent through cooperation. Consequently, researchers have developed a type of
algorithm to solve optimization problems that are inspired by these natures, named swarm
intelligence algorithm (SI). One of the most widely used SI algorithms in the studies is
ABC, which simulates the foraging behavior of honeybees, initially proposed to optimize
continuous optimization problems [10]. The work was extended by [11] that developed
binary variants of ABC named bitABC. The model uses the same framework as the original
ABC but uses bitwise operations to optimize the food source. A comprehensive comparison
has been made with another variant binary ABC with 13 selected benchmarks problem. The
performance of BitABC is crucial in terms of final solution accuracy, convergence speed,
and robustness. Subsequently, Kasihmuddin [3] proposed ABC as a training algorithm in
HNN with 2SAT. This work demonstrates that ABC is more competitive in HNN compared
to the standard method in obtaining satisfactiry interpretation of 2SAT. However, the work
lacks variation and diversification in the quality of the retrieval final neuron states. In
another development, ABC was incorporated with Double Layer Neural Network (DLNN)
to solve the Bi-Level Programming Problem (BLPP) [12]. ABC was improved by cooperat-
ing with two major components of the Genetic Algorithm (GA) which are crossover and
mutation. The improved-ABC is able to yield a high quality of global optimal solution with
higher accuracy in a smaller time. The work proves that ABC is flexible to co-operate with
another metaheuristic. Currently, ref. [13] proposed modification of solution update rule
of basic ABC replaced with a xor logic gate in binABC. The comprehensive comparison
was conducted with six variants of binary ABC by solving a modern benchmark problem
(CEC2015). binABC is compatible in solving discrete problems. This finding shows that the
update rule equation plays an important role in binary ABC. However, there is no inves-
tigation on the performance of different logic gate operators in the update rule equation.
Although many researchers show the stellar performance of binary ABC in solving a variety
of problems, there has been much uncertainty of which basic logic gate operators work well
in solving discrete optimization problems. Table 1 below summarizes the related research.

The important contributions of this study are listed as follows:

(i) This study introduced an additional layer of DHNN to generate a non-systematic
logical structure with a consideration ratio of negative literals. The higher number
of negative literals in the logical structure is considered to enhance diversified final
neuron states retrieved.

(ii) This study explores the capability of the Artificial Bee Colony algorithm (ABC) with
different logic gate operators in the update rule equation. The main purpose of ABC
in this study is to find the correct logical structure according to a predetermined
ratio of negative literal. A comprehensive comparison was conducted to reveal the
effectiveness of ABC with the NAND operator. Next, the performance of ABC will be
compared with three state-of-the-art metaheuristics. Statistical analysis was conducted
to show that ABC is compatible in finding the correct logical structure.

The major contributions of the present study are as follows:

(i) A new novel of non-systematic Weighted Random k Satisfiability (rkSAT) is proposed
by combining the first and second-order Satisfiability logical rule with consideration
of negative literals.
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(ii) The implementation of Artificial Bee Colony in the logic phase to control the distribu-
tion of negative literals in the logical structure.

(iii) A comprehensive comparative analysis of five different logic gate operators in the
food source equation in terms of producing a correct number of negative literals for a
higher ratio.

(iv) The proposed Artificial Bee Colony in the logic phase will be compared with the
state-of-the-art binary algorithm.

Table 1. Summary of the Related Studies.

Author(s) Detail of the Studies Summary and Findings

Wan Abdullah [2] The first work incorporates SAT with HNN.

The work capitalized the structure of SAT by
proposing logical inference through the minimization

of HornSAT in HNN. The approach is able to yield
connection strengths (synaptic weight) between each
neuron, resulting in an energy-minimizing dynamic

network.

Kasihmuddin et al. [3] HNN incorporates with ABC algorithm in
minimizing the 2SAT structure.

The performance of 2SAT in HNN is able to achieve
90% production of global minimum solutions which
indicates the credibility of 2SAT in representing the

behavior of neurons in HNN.

Sathasivam et al. [4]
A non-systematic RAN2SAT has been

developed to represent the symbolic output
in HNN.

The work is able to locate maximum production of
global solutions which indicates RAN2SAT is

successfully embedded in the operations of HNN.

Alway et al. [5] A new novel of non-systematic SAT was
proposed and implemented in HNN.

MAJ2SAT can increase the neuron variation as the
ratio of 2SAT increases. Although a restrictive training

environment, the synaptic weight attained leads to
global minima solutions.

Karaboga & Basturk [10]
ABC in solving multidimensional and
multimodal numerical optimization

problems.

The new SI algorithm named ABC was proposed with
a few parameters and compared with existing

algorithms.

Jia et al. [11] Developed binary variants of ABC named
bitABC.

A comprehensive comparison has been made with
another variant binary ABC with 13 selected

benchmarks problem. The performance of BitABC is
crucial in terms of final solution accuracy, convergence

speed, and robustness.

Watada et al. [12]

ABC was improved by cooperating with two
major components of the Genetic Algorithm

(GA) and implemented in DLNN to solve
BLPP.

The improved-ABC is able to yield a high quality of
global optimal solution with higher accuracy in a

smaller time. The work proves that ABC is flexible to
co-operate with another metaheuristic.

Kiran [13]
Proposed modification of solution update
rule of basic ABC replaced with a xor logic

gate in binABC.

The comprehensive comparison was conducted with
six variants of binary ABC by solving a modern

benchmark problem (CEC2015). binABC is compatible
in solving discrete problems.

Figure 1 illustrates the general flow of the proposed study to ensure the readers gain
a better understanding of this approach. In the first place, the initialization of the logic
phase occurs after the ratio of negative literal and number of literal is predetermined. ABC
will be utilized in the logic phase as the search technique in order to generate the correct
structure of Weighted Random 2 Satisfiability (Γ r2SAT). Note that the objective of the logic
phase is to distribute a correct number of negative literal in the Γ r2SAT. Then, the first
phase of DHNN will optimize Γ r2SAT to ensure the correct synaptic weight is obtained.
The computation of the local field of the neuron state and the final energy happens in the
testing phase. The quality of the output will be evaluated by comparing the final energy.
Supposing the output achieved lies within the tolerance value, the final neuron states will
achieve global minima solution, otherwise be trapped in local minima solution.

The outline of the current study includes Section 2, provides the preliminary explana-
tion on the Weighted Random k Satisfiability. Section 3 briefly explains Weighted Random
2 Satisfiability study in DHNN. Then, the proposed binary Artificial Bee Colony and other
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binary algorithms are discussed in Section 4. The methods and experimental setup are
given in Section 5. The simulation of the study is discussed in Section 6. Finally, concluding
remarks are given in the last section.
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2. Weighted Random k Satisfiability

Satisfiability (SAT) is a Boolean formula that is said to be satisfiable if satisfied as-
signments of the literals exist, which makes the formula true. SAT is categorized as NP-
complete [14] which inspires logic mining practitioners to utilize SAT as a form of symbolic
instruction in representing the entries of a real dataset. SAT can be divided into two main
structural classes which are systematic and non-systematic logical rule [15]. According to
the findings in [4], non-systematic SAT provides more logical variation in terms of final
neuron states. In this article, Weighted Random k Satisfiability is introduced as a new class
of non-systematic SAT with consideration of the desired number of negative literals. The
number of negative literals in the SAT can be predetermined with a randomized choice
of literals that can be either positive or negative. The general equation for Weighted k
Satisfiability can be formulated as follows:

Γ r2SAT = ∧ u
i = 1 J (2)

i ∧
v
i = 1 J (1)

i (1)

whereby the value of 2 (second) and 1 (first) depicts the order of clauses (k) in Γ r2SAT where
k ∈ {2, 1}. Note that u and v denote the total number of second- and first-order clauses,
respectively. The total combination of clauses in Γ r2SAT can also be defined as m where
m = u + v. Following Equation (1), the combination of orders in the formulation makes Γ r2SAT
a class of non-systematic SAT whereby the number of literals in each clause is not restricted to
only one value of k. Note that J (2)

i ∈ {(B i ∨ C i), (B i ∨ ¬C i), (¬B i ∨ C i), (¬B i ∨ ¬C i)} and

J (1)
i ∈ {A i,¬A i} are possible clause for Γ r2SAT formulation. In other words, Γ r2SAT has

non-redundant literals, whereby i 6= i + 1 for any orders of k. By considering both order
clauses, the total number of literal exists in Γ r2SAT can be calculated by using Equation (2)
as below:

λ = 2u + v (2)



Mathematics 2022, 10, 1129 6 of 27

According to the study by [8], the assignments that correspond to Γ r2SAT can be
presented as {TRUE, FALSE} λ = {1,−1} λ. The main goal of the Γ r2SAT is to find a
set of assignments that make the whole formulation become TRUE. In comparison with
the previous structure such as Karim et al. [15] and Alway et al. [5], the main structural
comparison of Γ r2SAT is the feature of controlling the distribution of negative (negation)
literals in the logical structure. Thus, a systematic mechanism is introduced to only allow a
specific total number of negative literals in Γ r2SAT. N v is defined as the desired number of
negative literals in Γ r2SAT which can be calculated by using Equation (3) below:

N v = rλ (3)

r is the ratio of negative literals existing in Γ r2SAT with a range of r = [0.5, 0.9]. The
pre-determined value of r depicts the percentage (%) of negative literals, whereby when
r = 0.5, the percentage of negative literals in Γ r2SAT is 50% out of all λ. The proposed step
size in this article is ∆r = 0.1. Conjointly, the value of N v can also is defined as N v = brλc,
as the number of negative literals that should be considered must be less than or equal to
a given number in the form of N v ∈ N. For example, for (λ, r) = (6, 0.5), the value of
N v is given by N v = b(0.3)(6)c = b1.8c ≈ 1. Thus, using the value of N v, one possible
negative literal of Γ r2SAT is given by Γ r2SAT = (B 1 ∨ C 1) ∧ (B 2 ∨ ¬C 2) ∧ A 1 ∧ A 2. This
indicates that a specific method is required to filter the type of logical rule that satisfies the
condition in Equation (3).

Unfortunately, without an appropriate mechanism, the distribution of negative literal
in Γ r2SAT will potentially be skewed to one side or biased to a specific type of clause.
Therefore, in this article, an additional optimization layer of controlling the distribution of
the negative literal in Γ r2SAT is presented. The value of N v is set as the objective function
with randomized literals selection which will be determined as negative or positive. In this
context, a minimization task is introduced before generating the right structure of Γ r2SAT
which will be formulated based on Equation (4).

f L = min[κ − N v] (4)

whereby the optimal value of the best fitness, f L is equal to 0. Note that κ is the total
number of weights in Γ r2SAT which can be formulated in Equation (5) as follows:

κ =
λ

∑
i = 1

η i (5)

As κ is the number of negative literals which should be achieved in order to satisfy
Equation (6), κ always accounts for a non-zero and non-negative value. Equation (6)
presents the possible value of the weight, η i:

η i =

{
1, if ¬Z i
0, otherwise

(6)

where Z i can be any arbitrary negative literals in k order clauses. Thus, to guarantee only
the desired number of negative literals is achieved, without any bias towards a specific order
of clauses, an additional phase named the logic phase is added to the model. This effort is
to ensure Γ r2SAT is optimally generated with respect to N v. The role of the logic phase is to
effectively generate Γ r2SAT with the dynamic value of r and λ by successfully minimizing
Equation (4). In summary, the structural feature of Γ r2SAT formula are presented as follows:

• The structure combines a different order of clauses, J (k)
i with logical AND (∧).

• The variable in the Γ r2SAT considers non-redundant with randomized selection to be
negative or positive.

• Consideration of the desired number of negative literals without any biased to a
specific order of clauses.
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Consecutively, the minimization task in the logic phase will be carried out using an
optimization algorithm which will be explained in the next section.

3. Discrete Hopfield Neural Network

DHNN consists of interconnected neurons containing input and output layers but
without hidden layers. Several features of DHNN include associative memory, fault
tolerance, and energy minimization as the neuron state changes. Generally, the neurons in
DHNN will be updated asynchronously until the final neuron state reaches the equilibrium
state which corresponds to the solution of the optimization problem. Thus, the general
formulation of updating rule of i-th neuron Si in DHNN is given in Equation (7) as follows:

S i =

 1, if
n
∑
j

W (i, j)S j ≥ ρ i

−1, otherwise
(7)

where W (i, j) and ρ i denote the synaptic weight and threshold of the network. In order to
ensure the energy of DHNN decreases monotonically, we set ρ i = 0 which demonstrates
effective neuron state classification. The Γ r2SAT will be embedded by assigning each
variable with neurons to the defined cost function, EΓr2SAT . Equations (8) and (9) below
represent the generalized cost function of Γ r2SAT:

EΓr2SAT =
λ

∑
i = 1

u+v

∏
j = 1

qij (8)

q ij =

{
1
2 (1− S X), if ¬ X
1
2 (1 + S X), otherwise

(9)

Note that the value of EΓr2SAT is proportional to the number of inconsistencies of
the clauses [4]. In this context, EΓr2SAT will increase as the number of unsatisfied clauses
increases. The lowest possible value that can be obtained for the cost function is EΓr2SAT = 0.
In order to ensure the minimization of EΓr2SAT , the following local field is utilized by using
Equation (10):

h i(t) =
u+v

∑
j = 1, i = j

W (2)
(i,j)S j + W (1)

(i) (10)

Si(t) is an updated neuron state given by Equation (11):

S i(t) =

{
1, tan h(h i) ≥ 0
−1, otherwise

(11)

where W (2)
(i,j) and W (1)

(i) are second and first order synaptic weights, respectively. Hyperbolic
Tangent Activation Function (HTAF) is utilized in Equation (11) to avoid the neuron state
being updated linearly. In terms of neuron connection, synaptic weights can be obtained
by using the Wan Abdullah method [2] which compares Equation (8) and Equation (12) as
long as the proposed Γ r2SAT has at least one satisfied interpretation. The Lyapunov energy
function that corresponds to the Γ r2SAT logic is given as in Equation (12):

LΓr2SAT = −1
2

n

∑
i = 1,i 6=j

n

∑
j = 1,j 6=i

W(2)
(i,j)SiSj −

n

∑
i = 1

W(1)
(i) Si (12)

The value of LΓr2SAT indicates the scalar quantity of the final neuron state which
corresponds to the interpretation that models Γ r2SAT. Interestingly, Equation (12) informs
the network whether the final neuron state reaches the absolute minimum energy that
corresponds to the optimal final states for Γ r2SAT. Figure 2 shows the schematic diagram
for DHNN-r2SAT. Note that the blue dotted lines represent the second-order clauses with
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four possibilities of neurons in the second-order clauses. Meanwhile, the green dotted lines
represent first-order clauses with two possibilities of neurons.
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4. Artificial Bee Colony

Bee colonies are like other insect communities which consist of distributed systems.
Despite the simplicity of individuals, an insect colony has a highly structured social organi-
zation that allows bee colonies to undertake complicated tasks that would be impossible
for a single bee to accomplish. Thus, recently, a new SI algorithm known as ABC has
piqued the interest of researchers. ABC algorithm was inspired by the waggle dance and
foraging behavior of honeybee colonies [10]. There are three main components in ABC:
employed bees, onlooker bees, and scout bees. Each bee utilizes a herd mentality where
its work and others’ work are shared without any authority. As a result, bees have the
ability to organize [16]. The employed bees will go out and search for a food source and
memorize the location of the source. The onlooker waits in the hive to gain information
from the employed bees by performing waggle dance in the dancing area of the hive. The
onlooker bee acts as a decision-making process, deciding which food source is the most
profitable [16]. Once the decision is made, the scout bee will be spawned to validate the
new food source location whether is profitable. In this study, ABC is implemented in the
logic phase to generate the desired number of negative literals in Γ r2SAT. The profitable
food source found by the scout bee indicates the correct number of negative literals.

4.1. Binary Artificial Bee Colony

Binary ABC has been implemented by several researchers ([11,17–19]) for binary
optimization tasks. In the logic phase, the role of ABC is to minimize Equation (4), which
corresponds to the desired number of negative literals in Γ r2SAT or N v. Note that the binary
values are {0, 1} where “0” denotes the positive literal, and “1” depicts the negative literal for
each literal in Γ r2SAT . The phases involved in ABC are elaborated in the next subsections:

4.1.1. Initialization Phase

Suppose that the search space of the ABC algorithm is the hive’s surroundings con-
taining food sources. The algorithm starts with randomly producing food sources that
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correspond to the solutions in the search space. The initial food source is generated at
random within the parameters’ bounds. The whole population consists of SN bees and a D
number of optimization parameters. Equation (13) is the initialization of the random food
source, x i, j, whereby,

x i, j = x min
j + rand(0, 1)

(
x max

j − x min
j

)
(13)

where i = 1, . . . , SN denotes the bees. Meanwhile, j = 1, . . . , D depicts the generation
of bees. x min

j and x max
j are lower and upper bound of x i, j, respectively. After initialization,

the fitness of the food source will be evaluated based on Equation (4). Then, the population
of food sources is susceptible to the cycle of the employed bees’, onlooker bees’, and scout
bees’ search operations.

4.1.2. Employed Bees

An employed bee’s job is to look for a new food source in the vicinity of the current
food source in their memory. Equations (14) and (15) is the update rule equation in ABC:

v i, j = x i, j∧
[

ϕ
(

x i, j ∧ x k, j

)]
(14)

ϕ =

{
1 rand(0, 1) < 0.5
−1, rand(0, 1) ≥ 0.5

(15)

where v i, j is the new food source and x k, j is the observed food source. Note that ∧
represents the NAND logic gate operator. The fitness of each new food source will be
evaluated. If the source at v i, j is superior to x i, j, the employed bees have forgotten about
the previous food source and have memorized the new one. Otherwise, the location of the
previous food source is memorized. If x i, j cannot be improved, the employed bee will
undergo five trials to improvise the food source.

4.1.3. Onlooker Bees

Once the employed bee finishes the search process, they will go to the hive to share
the information related to the location of the food source and nectar amounts by the dance
area. The feature of multiple interactions occurred in this stage. An onlooker bee evaluates
the nectar information taken from all employed bees and chooses a food source with a
probability related to the nectar amount. A roulette wheel selection method in which
proportions of the wheel are assigned to the bees based on their fitness value is introduced.
Equation (16) formulated the probability of the fitness:

p i =
f i

SN
∑

i = 1
f i

(16)

The employed bee that has a higher fitness value will have more chances to be selected.
After an employed bee is chosen for an onlooker bee where the positive feedback occurred,
a new food source will be produced using Equations (14) and (15) until the maximum limit
is achieved.

4.1.4. Scout Bees

If the food source generated by the onlooker bee does not achieve f L = 0, the scout
bee will undergo a new iteration until the maximum limit is achieved. The feature of
the negative feedback occurred when the food source does not achieve f L = 0 after
five iterations.
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4.2. Optimizing Logic Phase via Binary Artificial Bee Colony

The logic phase is a systematic method that controls the distribution of the negative
literals in Γ r2SAT according to the desired weighted ratio r¸ by minimizing Equation (4). In
this paper, the logic phase employs ABC to minimize the solution. According to [6], the
parameter in ABC is flexible to adjust and simple. This is due to the parameters involved
in the food source equation that can be easily changed according to the objective function.
Additionally, the solution space can be improvised using the food source equation in two
phases, which are employed and onlooker bees. In the logic phase, x i, j represent the
possible structure of Γ r2SAT . The food source represents the number of negative literals,
η i where η i ∈ {0, 1}. Initially, the first generation will be initialized by generating ten
random x i, j and the fitness (food source) will be evaluated. Then, the bees will explore
new food sources in employed bees by using Equations (14) and (15). The profitable food
source will be evaluated in the onlooker bees’ phase, improvising the solution space using
Equations (14) and (15). The scout bee will examine each food source to find a food source
that carries a correct number of negative literals. Figure 3 and Algorithm 1 below illustrate
the whole optimization process of ABC in the logic phase.

Algorithm 1. The pseudocode of ABC in the logic phase:

Set the initial parameters, including population size SN, employed bees’ size, onlooker bees’
size, scout bees’ size, maximum allowed generations g max (10 generations), trial number, and
initialize all bees X.
for g = 1 to g max (number of generation)
Calculate the fitness for each bee X (one group of bees) and evaluate them (take the best two
bee groups as x i, j and x k, j)
{Employed bees’ phase}

for i = 1 to SN
Produce new food source v i, j using Equation (14)
Evaluate the fitness of v i, j
if v i, j < x i, j
then replace x i, j with v i, j in next-generation and trial i = 0
else trial i = trial i + 0
end if
end for
Computed the probability p i by using Equation (16)

{Onlooker bees’ phase}
t = 0, i = 1
while t < SN

if randi < p i
then produce a new food source v i, j using Equation (14)
Evaluate the fitness of v i, j

if v i, j < x i, j
then replace x i, j with v i, j in next-generation and trial i = 0
else trial i = trial i + 1, BL success, i = BL
end if
t = t + 1 (until t = 100)

end while
{Scout bees’ phase}

for l = 0, i = 1
if f L = 0
then record the best solution founded
else l = l + 1 (until l = 5)
end if
end for

Output for the solution

4.3. Benchmark Algorithms in the Logic Phase

To assess the efficiency of the proposed ABC in the logic phase, comparative analysis
will be conducted versus state-of-the-art algorithms; Genetic Algorithm (GA), Particle
Swarm Optimization (PSO), and Exhaustive Search (ES). Each algorithm has different
baseline methods suitable to be compared with the proposed model in terms of minimiz-
ing Equation (4). GA is an evolutionary algorithm that simulated the natural selection
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process [20]. According to [21], GA search from a population of points to find a solution
based on the desired fitness. Notably, GA consists of balanced global and local search
operators of crossover and mutation. By involving the chromosomes exchange process
and flipping genes in each chromosome, the termination criteria of GA is when a string of
chromosomes that represent the structure of Γ r2SAT successfully corresponds to the desired
N v. As for PSO, the possible solutions are represented as particles where all the particles
will form a set of solutions called the swarm. Additionally, PSO is known as a class of
swarm intelligence algorithms that has a similar mechanism to ABC. Based on the previous
study by [22], PSO is best utilized to solve discrete vector problems where the global best
solutions concept is used to search for desired solutions. The position and velocity values
will be initiated for each particle. The initial population will be initialized with random
positions and velocities at the outset. The fitness of each particle will be evaluated by using
Equation (4). The process is repeated within the determined number of trials. Although
there is no optimizer involved, ES is reported to be efficient when handling a smaller sized
optimization task [23]. ES is the benchmark searching technique that has the ability to
search the entire search space with the random mechanism. The selected algorithms were
chosen based on their potential to solve binary optimization tasks. Thus, they are suitable
for evaluating the ability of algorithms in terms of local search and convergence speed in
minimizing Equation (4).
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5. Simulation Setup

In this section, we verify the effectiveness of the proposed model during the logic
phase using different logic gate operators in Equation (14). This experiment only considers
a single objective, which is to determine whether the proposed model generates the correct
number of negative literals. To guarantee the reproducibility of the experiment, we set up
our experiment as follows:

5.1. Simulation Design

To avoid possible biases during experimentation, all the simulations will be conducted
based on the following feature:
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(i) Device Setting: In order to avoid any biases in evaluating the results, the proposed
model was implemented and analyzed by using Dev C++ version 5.11. The simulation
was run on the same device with a 2.70 GHz Intel Core i7 processor with a 64-bit
Windows 10 Operating System where the threshold simulation time is set to 24 h.

(ii) SAT Configuration: The number of the second-order clauses is set twice from first-
order clauses where u = 2v. For all models, each instance is associated with
λ ∈ {10, 50, 90}.

5.2. Parameters Assignment

Tables 2–6 listed the parameters used in the logic phase for all the proposed DHNN
models. The performance of all r2SATABC models is evaluated for different values of the
weighted ratio, r, different number of neurons, λ, and constant neuron combination, β.
The employed bee and the onlooker bee have a similar number of bees which indicates
the population size used in the ABC. According to [24], a small number of scout bees
(approximately 5%) with regard to the overall population can navigate all the bees to the
optimal solution. Therefore, we set the maximum number of scout bees to five to ensure
the proposed r2SATABC will not trap to possible local maxima solution. Similar to the work
by Kasihmuddin et al. [3], the number of trials in employed and onlooker bees phases was
set to five, because more trials are given to the scout bees to update their food source. On
the other hand, GA will initialize a population of 500 that corresponds to r2SATGA during
the logic phase. The selection rate was set to 0.1 in order to enhance the searching process.
RWS also utilized in the selection operator of GA. The rate of crossover and mutation are
set to 1 in order to reduce the computation complexity. Note that each particle in PSO has a
randomly selected position and velocity. The best particle size is set to 50 in order to obtain
the best results for the majority of the PSO variants.

Table 2. List of Parameters used in DHNN model.

Parameter Parameter Value

Ratio of negative literals, r {0.5, 0.6, 0.7, 0.8, 0.9}
Number of neurons, λ {10, 50, 90}
Neuron combination, β 10

Number of trials 100
Number of learning, b 100
Learning iteration, ε ε ≥ b

CPU time 24 h
Tolerance value, Tol 0.001

Initialization of neuron states Random
Training algorithm Exhaustive Search [5]

Table 3. List of ABC parameters used in Logic Phase.

Parameter Parameter Value

Neuron combination, β 10
Number of employed bees 50 [3]
Number of onlooker bee 50 [3]
Number of the scout bee 5 [23]

Number of trials 5 [3]

Table 4. List of GA parameters used in Logic Phase.

Parameter Parameter Value

Number of generations 100 [25]
Number of populations 500

Selection rate 0.1 [10]
Crossover rate 1 [10]
Mutation rate 1 [10]



Mathematics 2022, 10, 1129 13 of 27

Table 5. List of ES parameters used in Logic Phase.

Parameter Parameter Value

Number of strings 100 [10]
Selection rate 0.1 [10]

Table 6. List of PSO parameters used in Logic Phase.

Parameter Parameter Value

Particle size 50
Number of trials 20
Particle velocity 10

5.3. Dataset

The experiment will utilize simulated data that will be generated randomly by the
proposed model. The elements of the simulated data set are strings of bipolar values that
are {−1, 1} based on the structure of Γr2SAT . Existing research by Sathasivam et al. [4],
Karim et al. [15], and Alway et al. [5] demonstrate that simulated data sets are commonly
used in testing and evaluating the capabilities of a new proposed SAT in DHNN. As a
result, the outcomes of the simulated data set will project and confirm the efficacy of the
proposed model when applied to real-life data sets.

5.4. Error Analysis

The performance of all the models can be evaluated based on average mean absolute
error (MAE) and best fitness, f best. These metrics will measure the effectiveness of the
model in generating the correct logical structure of Γr2SAT according to initiate r. The value
of f best and average MAE can be obtained according to Equations (17) and (18), respectively.

f best =
n

∑
i = 1

min|κ i − (N v)i| (17)

MAE =
α

∑
j = 1

1
n

n
∑

i = 1

∣∣∣ f f it − f best

∣∣∣
α

(18)

Note that κ i represents the cumulative weight of negative literals for i-th iteration and
N v is the desired number of negative literals in Γr2SAT . On the other hand, f f it denoted
the value of the ideal fitness ( f f it = 0) and f best is the current best fitness achieved for
i-th iteration. In this context, n and α is the number of iterations and the number of neuron
combinations, respectively.

5.5. Statistical Analysis

Besides the error analysis, the overall performance of ABC was statistically analyzed
using the Friedman test for all values of r. Friedman test is used to detect the significant
differences between the results of two or more algorithms that participated in the logic
phase that control the distribution of negative literals in the logical structure. The Friedman
test compares several algorithms by computing the ranking (R) of the observed results for
each algorithm. For instance, the first-best results and second-best results are considered
rank 1 and 2, respectively; rank n is given to the worst results. The formulation of the
Friedman test is presented in Equation (19):

ψ =
12

ωδ(ω + 1)

[
ω

∑
m = 1

R2
j

]
− 3δ(ω + 1) (19)
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where ω is the number of algorithms participated in this study and δ denotes the number of
cases runs. Note that the distribution of p-value is based on chi-squared (χ 2) distribution
with ω− 1 degree of freedom. The results will be significant if the p-value is less than 0.05.

5.6. Model Reproducibility

The same experiments should be conducted to reproduce a framework with DHNN-
r2SAT repeatedly on certain data sets or obtain the same results. Specific environments or
factors should be considered as follows:

(i) The logic phase must be conducted with a random β logical combination to avoid
biasedness to only one specific Γr2SAT structure. In addition, the threshold iteration in
the logic phase is set at 100 to distinguish the maximum capacity of a certain algorithm
in successfully generating the desired Γr2SAT .

(ii) In order to retrieve the synaptic weight in the training phase, the Wan Abdullah
method [2] was utilized. According to Bazuhair et al. [26], in representing the strength
between the neurons in DHNN, the Wan Abdullah method is more stable than Heb-
bian learning.

(iii) It is also worth mentioning that different logic gate operators in food source equations
have different capabilities in producing negative literal. The next subsection will
explain the implication of different logic gate operators in Equation (13).

5.7. The Implication Truth Table for Food Source Equation

The configuration of the possible input and output variables for each logic gate can
be determined based on the truth table in Tables 7–11. Note that Setup I indicates the
condition where the random ϕ value is less than 0.5 and Setup II indicates the condition
where the random ϕ value is equal and more than 0.5. These two setups are important to
control the probability of generating ‘0’ and ‘1’ in ABC [10]. The control parameter of ABC
in the logic phase has more probability to be a binary number ‘1′ when ϕ < 0.5 because we
want the food source to produce more negative literal as this study conducted a high value
of r. Notice that different logic gate operators produce a different probability of producing
negative literals.

Table 7. The implication truth table for NAND.

r2SATnand−ABC Setup I Setup II NAND with Setup I NAND with Setup II

x i, j x k, j (x i, j
¯
∧x k, j) ϕ < 0.5 ϕ≥ 0.5 v i, j v i, j

0 0 1 0 1 1 1
0 1 1 0 1 1 1
1 0 1 0 1 0 1
1 1 0 0 1 1 1

Table 8. The implication truth table for OR.

r2SATor−ABC Setup I Setup II OR with Setup I OR with Setup II

x i, j x k, j (x i, j∨x k, j) ϕ < 0.5 ϕ≥ 0.5 v i, j v i, j

0 0 0 0 1 0 1
0 1 1 0 1 1 0
1 0 1 0 1 1 1
1 1 1 0 1 1 1
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Table 9. The implication truth table for AND.

r2SATand−ABC Setup I Setup II AND with Setup I AND with Setup II

x i, j x k, j (x i, j∧x k, j) ϕ < 0.5 ϕ≥ 0.5 v i, j v i, j

0 0 0 0 1 0 0
0 1 0 0 1 0 0
1 0 0 0 1 0 1
1 1 1 0 1 1 0

Table 10. The implication truth table for XOR.

r2SATxor−ABC Setup I Setup II XOR with Setup I XOR with Setup II

x i, j x k, j (x i, j∨_ x k, j) ϕ < 0.5 ϕ≥ 0.5 v i, j v i, j

0 0 0 0 1 0 1
0 1 1 0 1 1 0
1 0 1 0 1 1 1
1 1 0 0 1 0 0

Table 11. The implication truth table for NOR.

r2SATnor−ABC Setup I Setup II NOR with Setup I NOR with Setup II

x i, j x k, j (x i, j
¯
∨x k, j) ϕ < 0.5 ϕ≥ 0.5 v i, j v i, j

0 0 1 0 1 0 1
0 1 0 0 1 1 0
1 0 0 0 1 0 0
1 1 0 0 1 0 0

6. Results and Discussion

This section comprises two subsections: the comparison of the five different logic gates
operators and the comparison of r2SATnand−ABC with r2SAT GA. The first subsection will
compare the performance of five different logic gates in r2SATABC in terms of capability
producing desired logic. Then, the performance of r2SATnand−ABC will be compared with
three state-of-the-art binary algorithms: r2SATGA, r2SATES, and r2SATPSO. For clarity,
the best performance has been shown in boldface. The ‘+’, ‘−’, and ‘=’ indicates the
performance of the model is better than, less than, and perform equally with all comparison
models, respectively.

6.1. Comparison of Five Different Logic Gates Operators
6.1.1. The Performance of Five Different Logic Gates Operators in Terms of MAE

Tables 12–14 illustrate the performance of all models in terms of MAE. The presented
errors show the closeness of the achieved solution to the desired solution. The acceptable
value of MAE is 0, which indicates the success of generated r2SAT with a correct number
of negative literals in one iteration. In this case, the results signify the ABC performance
measure in the logic phase for random n logical combinations. In this section, the mean,
maximum, and minimum values of MAE are selected based on the fitness obtained by
specific r2SAT combinations. The MAE value provides an intuitive overview of the impact
of different operators in the logic phase. In order to investigate the accuracy of our proposed
ABC (r2SATnand−ABC), a comparative analysis is conducted with those reported in previous
studies; r2SATxor−ABC [13], r2SATand−ABC, r2SATor−ABC, and r2SATnor−ABC. In regard
to different λ and r, the performance of r2SATnand−ABC outperformed other logic gate
operators. The overall outcome of MAE is based on Tables 12–14 resulting from the
following observations.
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Table 12. Comparison of r2SATnand−ABC against other logic gates in terms of MAE for λ = 10.

λ=10 Performance
Indicator

r2SATnand−ABC r2SATxor−ABC r2SATand−ABC r2SATor−ABC r2SATnor−ABCr

0.5

Mean 0.0000 0.0000 0.0000 0.0000 0.0000
Min 0.0000 0.0000 0.0000 0.0000 0.0000
Max 0.0000 0.0000 0.0000 0.0000 0.0000

+/−/= 0/0/3 0/0/3 0/0/3 0/0/3 0/0/3

0.6

Mean 0.0000 0.0000 0.0000 0.0000 0.0000
Min 0.0000 0.0000 0.0000 0.0000 0.0000
Max 0.0000 0.0000 0.0000 0.0000 0.0000

+/−/= 0/0/3 0/0/3 0/0/3 0/0/3 0/0/3

0.7

Mean 0.0000 0.0000 0.0000 0.0000 0.0000
Min 0.0000 0.0000 0.0000 0.0000 0.0000
Max 0.0000 0.0000 0.0000 0.0000 0.0000

+/−/= 0/0/3 0/0/3 0/0/3 0/0/3 0/0/3

0.8

Mean 0.0000 0.0000 0.0000 0.0000 0.0000
Min 0.0000 0.0000 0.0000 0.0000 0.0000
Max 0.0000 0.0000 0.0000 0.0000 0.0000

+/−/= 0/0/3 0/0/3 0/0/3 0/0/3 0/0/3

0.9

Mean 0.0000 0.0000 0.3000 0.0000 0.3267
Min 0.0000 0.0000 0.0000 0.0000 0.0000
Max 0.0000 0.0000 1.0000 0.0000 1.0000

+/−/= 0/0/3 0/0/3 0/2/1 0/0/3 0/2/1

Table 13. Comparison of r2SATnand−ABC against other logic gates in terms of MAE for λ = 50.

λ=50 Performance
Indicator

r2SATnand−ABC r2SATxor−ABC r2SATand−ABC r2SATor−ABC r2SATnor−ABCr

0.5

Mean 0.0000 0.0000 0.0000 0.0000 0.0000
Min 0.0000 0.0000 0.0000 0.0000 0.0000
Max 0.0000 0.0000 0.0000 0.0000 0.0000

+/−/= 0/0/3 0/0/3 0/0/3 0/0/3 0/0/3

0.6

Mean 0.0000 0.0000 0.0000 0.0000 0.0000
Min 0.0000 0.0000 0.0000 0.0000 0.0000
Max 0.0000 0.0000 0.0000 0.0000 0.0000

+/−/= 0/0/3 0/0/3 0/0/3 0/0/3 0/0/3

0.7

Mean 0.0000 0.7233 1.1567 0.0000 1.0450
Min 0.0000 0.0000 0.0000 0.0000 0.0000
Max 0.0000 1.6667 2.0000 0.0000 2.0000

+/−/= 0/0/3 0/2/1 0/2/1 0/0/3 0/2/1

0.8

Mean 0.0000 4.1200 6.1000 0.0000 5.6400
Min 0.0000 1.6000 4.6000 0.0000 4.6000
Max 0.0000 5.8000 7.4000 0.0000 7.2000

+/−/= 0/0/3 0/3/0 0/3/0 0/0/3 0/3/0

0.9

Mean 0.0500 8.9800 11.4400 0.0000 11.0200
Min 0.0000 7.6000 9.2000 0.0000 9.6000
Max 0.5000 10.2000 12.4000 0.0000 12.8000

+/−/= 0/2/1 0/2/0 0/3/0 2/0/1 0/3/0

The proposed model by Jia et al. [11] introduced logic gates to convert the problem
to binary space. The approach enabled Kiran [13] to capitalize logic gate operators in the
ABC algorithm by modifying the updating food source equation to improve the search
space of optimal solutions. However, there is uncertainty as to which operators work well
for solving binary problems. Regardless, from Tables 7–11 from the previous section, we
can observe the changes in the probability of the bit in the solution string based on the
problem in the logic phase. With no regard to ϕ (Setup I or Setup II), the probability to
produce 1 is more than 75% for r2SATnand−ABC. This explains why r2SATnand−ABC works
well with a higher value of r. As for r2SATor−ABC, the modified ABC algorithm has the
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second-best MAE values for higher r due to the probability of returning 1 being higher
compared to other logical operators. It is expected where the performance of r2SATand−ABC
and r2SATnor−ABC are poor due to the solution bit in the candidate solution tending to
be 0. On the other hand, r2SATxor−ABC works well in an environment where r is balanced,
which is r ∈ {0.5, 0.6}. This is due to the changing probability being 50% for both setups.
Although the food source does not represent the final fitness in the logic phase, the selection
of logic gate operators is crucial in improving the fitness of employed and onlooker bees
iteratively to locate the optimal solutions. The reason for such modification is to aid the
employed and onlooker bees in generating r2SAT with a higher number of negative literals.
The exploration effort increases with the number of literals at the high state. Comparative
analysis in Tables 12–14 highlights the reason why such an approach is considered. If this
factor is not taken into account, the entire bit solutions will always trap in local optima,
mapped to an undesired number of negative literals.

Table 14. Comparison of r2SATnand−ABC against other logic gates in terms of MAE for λ = 90.

λ=90 Performance
Indicator

r2SATnand−ABC r2SATxor−ABC r2SATand−ABC r2SATor−ABC r2SATnor−ABCr

0.5

Mean 0.0000 0.0000 0.0000 0.0000 0.0000
Min 0.0000 0.0000 0.0000 0.0000 0.0000
Max 0.0000 0.0000 0.0000 0.0000 0.0000

+/−/= 0/0/3 0/0/3 0/0/3 0/0/3 0/0/3

0.6

Mean 0.0000 0.0500 0.0500 0.0000 0.3000
Min 0.0000 0.0000 0.0000 0.0000 0.0000
Max 0.0000 0.5000 0.5000 0.0000 1.0000

+/−/= 0/0/3 0/2/1 0/2/1 0/0/3 0/2/1

0.7

Mean 0.0000 2.1800 5.0200 0.0000 4.8600
Min 0.0000 0.0000 3.0000 0.0000 2.6000
Max 0.0000 3.4000 7.4000 0.0000 7.0000

+/−/= 0/0/3 0/2/1 0/3/0 0/0/3 0/3/0

0.8

Mean 0.2000 12.5400 15.8000 0.0000 15.2200
Min 0.0000 9.4000 14.0000 0.0000 13.6000
Max 0.5000 14.6000 18.0000 0.0000 16.8000

+/−/= 0/2/1 0/3/0 0/3/0 2/0/1 0/3/0

0.9

Mean 0.5000 21.6200 24.0400 0.6500 25.1200
Min 0.0000 17.8000 22.4000 0.0000 22.8000
Max 1.0000 23.8000 27.8000 1.5000 27.6000

+/−/= 2/0/1 0/3/0 0/3/0 0/2/1 0/3/0

According to Table 15, the performance of r2SATnand−ABC for Setup I does not exhibit
major differences in terms of returning ‘1’. However, the probability for Setup II to return
1 is lowered from 100% to 75%. This is also apparently why certain logic gate operators
work well for selective r. In contrast to different updating food source equations, the value
of λ proportionally increases with MAE. According to [27], the complex structure of the
bit solution will cause the performance of ABC to deteriorate due to the possibility of
locating an optimal solution having grown exponentially and requiring better control of
free parameters in the algorithm. Therefore, the value of MAE achieved, especially for
λ = 90, is relatively larger than others. This is because a larger λ indicates an extreme
number of negative literals is desired, which requires the additional effort of exploitation
and exploration process. Modifications in the employed or onlookers can be considered to
increase the local capability of the network. To avoid this issue in the future, the proposed
algorithm may consider a greedy selection to retain sub-optimal solutions [27].

6.1.2. The Capability of Five Logic Gates Operator Producing Desired Logic

This section will discuss the capability of five different logic gate operators in generat-
ing desired logic structures that will be evaluated based on the best fitness. The best fitness
is the solution that is near to the desired results. As for this study, the scout bee plays an
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important role to evaluate the quality of the food source (fitness). The rate of scout is set
to five, which is the evaluation in which a food source happens five times. Note that at
least 5–10% of the population is a scout bee [28]. According to [29], the contribution of the
scout bee causes the number of function evaluations to increase, which reduces the time
complexity. However, the computation time increases because the search space is high for
r2SATxor−ABC, r2SATnor−ABC, and r2SATand−ABC with the highest λ and r. Figure 4 below
illustrates the f best of one logical combination, β for these models in the logic phase.

Table 15. Position update in Equation (14) with NAND logic gate operator with equal probability
(unbiased ϕ ).

r2SATnand−ABC Setup I Setup II NAND with Setup I NAND with Setup II

x i, j x k, j (x i, j
¯
∧x k, j) ϕ < 0.5 ϕ≥ 0.5 v i, j v i, j

0 0 1 1 0 1 1
0 1 1 0 1 1 1
1 0 1 0 1 1 1
1 1 0 1 0 0 0
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Although the iterations have achieved the maximum number, the model is unable
to generate the desired logical structure. Observe that premature convergence occurs
due to the model converging toward a point where it was not supposed to converge [30].
According to [31], the model suffers from premature convergence due to the decrease in
diversity. Despite being updated, the solution space has less diversity. For example, for
λ = 90 with r = 0.9, the probability to obtain 90% of negative literals will be lower
due to the probability to produce negative literals for r2SATxor−ABC, r2SATnor−ABC, and
r2SATand−ABC is less than 50%. Thus, there is a high tendency to see the same number of
negative literal in the logic.

Figure 5 above illustrates the performance of one combination of logic, β of r2SATnand−ABC
and r2SATor−ABC. With no regard, the performance of both models is the same. However,
Table 14 shows that the maximum average of MAE of r2SATor−ABC is higher compared
to r2SATnand−ABC. In this study, ten β will be generated. There is the possibility that
others’ β require more iterations to obtain the desired logic. To summarize, r2SATnand−ABC
outperform other models in terms of the capability of converging to the desired fitness.
Therefore, in the next section, the performance of r2SATnand−ABC will be compared to other
binary algorithms.
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6.2. The Comparison of r2SATnand−ABC with Other Binary Algorithms
6.2.1. The Comparison in Terms of Error Analysis

Tables 16–18 illustrate the comparative performance of r2SATnand−ABC with r2SAT GA,
r2SAT ES, and r2SAT PSO in terms of MAE.

Based on general observation of Tables 16–18, the performance of r2SATnand−ABC
when r ∈ {0.7, 0.8, 0.9} for all λ outperforms other state-of-the-art algorithms. Notice
that r2SATES has a relatively larger average of MAE compared to other algorithms. This
is due to the ES mechanism that is based on trial and error where it discovers all the
possible solutions. According to [32], the trial-and-error mechanism managed to find the
near-optimal solution, not the merely optimum. Figure 6 illustrated the convergence curve
of one β for each algorithm for all r and λ. In the figure, observe that for r ∈ {0.8, 0.9} with
λ = 90, r2SATES managed to obtain lower f best for each iteration compared to r2SATPSO.
As the size of λ and r increases, the number of possible solutions increases. Thus, it is
impossible for ES to locate all the possible solutions in a few iterations only. Hence, ES
requires more iterations as compared to PSO, which leads to an increment in MAE.
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Table 16. Comparison of r2SATnand−ABC against other binary algorithms in terms of MAE for
λ = 10.

λ=10 Performance
Indicator

r2SATnand−ABC r2SAT GA r2SAT ES r2SAT PSOr

0.5

Mean 0.0000 0.0000 0.0000 0.0000
Min 0.0000 0.0000 0.0000 0.0000
Max 0.0000 0.0000 0.0000 0.0000

+/−/= 0/0/3 0/0/3 0/0/3 0/0/3

0.6

Mean 0.0000 0.0000 0.0000 0.0000
Min 0.0000 0.0000 0.0000 0.0000
Max 0.0000 0.0000 0.0000 0.0000

+/−/= 0/0/3 0/0/3 0/0/3 0/0/3

0.7

Mean 0.0000 0.0000 0.0000 0.0000
Min 0.0000 0.0000 0.0000 0.0000
Max 0.0000 0.0000 0.0000 0.0000

+/−/= 0/0/3 0/0/3 0/0/3 0/0/3

0.8

Mean 0.0000 0.0000 0.1000 0.0000
Min 0.0000 0.0000 0.0000 0.0000
Max 0.0000 0.0000 1.0000 0.0000

+/−/= 0/0/3 0/0/3 0/2/1 0/0/3

0.9

Mean 0.0000 0.1000 0.7284 0.1786
Min 0.0000 0.0000 0.0000 0.0000
Max 0.0000 0.5000 1.8000 0.9524

+/−/= 2/0/1 0/2/1 0/2/1 0/2/1

Table 17. Comparison of r2SATnand−ABC against other binary algorithms in terms of MAE for
λ = 50.

λ=50 Performance
Indicator

r2SATnand−ABC r2SAT GA r2SAT ES r2SAT PSOr

0.5

Mean 0.0000 0.0000 0.0000 0.0000
Min 0.0000 0.0000 0.0000 0.0000
Max 0.0000 0.0000 0.0000 0.0000

+/−/= 0/0/3 0/0/3 0/0/3 0/0/3

0.6

Mean 0.0000 0.0500 0.0000 0.0000
Min 0.0000 0.0000 0.0000 0.0000
Max 0.0000 0.5000 0.0000 0.0000

+/−/= 0/0/3 0/2/1 0/0/3 0/0/3

0.7

Mean 0.0000 0.7333 2.1600 0.8250
Min 0.0000 0.0000 1.0000 0.0000
Max 0.0000 2.0000 4.0000 1.5238

+/−/= 2/0/1 0/2/1 0/3/0 0/2/1

0.8

Mean 0.0000 2.8000 7.8200 4.3905
Min 0.0000 0.0000 7.0000 3.0476
Max 0.0000 4.0000 10.0000 5.3810

+/−/= 2/0/1 0/2/1 0/3/0 0/3/0

0.9

Mean 0.0500 5.4008 31.8950 8.9714
Min 0.0000 4.0000 10.0000 7.6191
Max 0.5000 6.2308 209.0500 9.7620

+/−/= 3/0/0 0/3/0 0/3/0 0/3/0

Despite the fact that PSO and ES were both initiated with the same objective function,
their searching capabilities of optimal solutions are indeed different. Exploration and
exploitation are the main features of every optimization algorithm. Exploration is the
ability to discover unknown solution space, while exploitation is finding the better solution
in a known region [33]. In ABC, the features are performed in a different way. Employed
bees utilize exploration, in which the bees explore the environment of the hive (search
space) to find a food source (solutions). Onlooker and scout bees utilize exploitation, which
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improves the current solutions if the new solution is better than the previous solution.
Meanwhile, according to [34], the exploration features of PSO occur when new solutions in
the search space can be added to the population without being compared to the current
solution. The exploitation occurs when the new solution is better than its best solution.
Consequently, r2SATPSO requires more iteration to improve the solution compared to
r2SATnand−ABC. It is worth mentioning that r2SATGA is the second-best algorithm in the
logic phase. Unfortunately, the mechanism of GA causes lower diversification of Γr2SAT as
the early solutions are usually nonfit and require optimization operators, such as crossover
and mutation, before achieving the optimal solutions [4]. Additionally, the mutation in GA
has a chance to reorder already existing solutions that will decrease the possibility of finding
the optimal solution [35]. These features give a drawback to GA, which magnifies the errors
in an average of MAE. From Figure 6, it is obvious that ABC has better convergence speed,
as ABC is able to avoid being trapped in local minima solutions [10] where the solution
space keeps improvising in two phases. The capability of r2SATnand−ABC generating the
desired number of negative literals in logic is related to the effectiveness of the food source
equation. ABC improves the quality of the generated food sources (solution) in the early
stages (employed bee) [36]. Although at the highest λ, r2SATnand−ABC is able to obtain
desired logic with few iterations that make the value of MAE lesser compared to other
binary algorithms.

Table 18. Comparison of r2SATnand−ABC against other binary algorithms in terms of MAE for
λ = 90.

λ=90 Performance
Indicator

r2SATnand−ABC r2SAT GA r2SAT ES r2SAT PSOr

0.5

Mean 0.0000 0.0000 0.0000 0.0000
Min 0.0000 0.0000 0.0000 0.0000
Max 0.0000 0.0000 0.0000 0.0000

+/−/= 0/0/3 0/0/3 0/0/3 0/0/3

0.6

Mean 0.0000 0.2667 0.7221 0.2267
Min 0.0000 0.0000 0.0000 0.0000
Max 0.0000 0.6667 1.0000 0.6000

+/−/= 2/0/1 0/2/1 0/2/1 0/2/1

0.7

Mean 0.0000 3.1822 8.9100 4.4476
Min 0.0000 1.0000 5.0000 2.4286
Max 0.0000 5.0000 12.6000 5.9048

+/−/= 3/0/0 0/3/0 0/3/0 0/3/0

0.8

Mean 0.2000 8.3365 17.9400 15.0143
Min 0.0000 6.0000 15.4000 13.3333
Max 0.5000 9.5000 20.0000 16.1905

+/−/= 3/0/0 0/3/0 0/3/0 0/3/0

0.9

Mean 0.5000 13.3613 28.5150 24.0238
Min 0.0000 12.5000 26.0000 22.8571
Max 1.0000 14.0690 34.0000 26.0476

+/−/= 3/0/0 0/3/0 0/3/0 0/3/0

6.2.2. Statistical Analysis

A Friedman test was conducted for r ∈ {0.5, 0.6, 0.7, 0.8, 0.9} with λ ∈ {10, 50, 90}.
The degree of freedom, d f = 4 and considers a0 = 0.05 [37]. Suppose that H0 have no
significant results between r2SATnand−ABC with all comparison algorithms. Table 19 is the
average rank (AvR) of all algorithm and Table 20 is the result of the Friedman test.

According to the AvR obtained in Table 19, r2SATnand−ABC has the best average rank
among other algorithms. The closest competition is from r2SATGA with slightly higher AvR
for higher values of r. From Table 20, the p-value for all cases of r is greater than a0 = 0.05.
Hence, the H0 is accepted, which signifies that ABC is the powerful algorithm in the logic
phase of DHNN in generating the desired number of negative literals in the Γr2SAT .
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6.2.3. Impact Analysis

Thus far, the previous experimental and statistical results (Table 20) demonstrate that
ABC is superior to another logic operator. This section presents the impact of the exploration
and exploitation by r2SATnand−ABC, finding the optimal solution which corresponds to the
desired value of r. As shown in the Pseudocode of ABC in the logic phase, the NAND
gates were observed to explore more negated variable that corresponds to the given r. For
the exploration front, the trajectory of the food obtained by the employed bee phase in
Equation (14) was skewed towards 1’s, which minimizes the objective function given in
Equation (4). This is contrary to other gates which are more skewed towards zero, which
increases the gap between the desired outcome with the current fitness of the bee. As the
fitness value of the employed bees increases when r2SATnand−ABC was implemented, the
probability is given by Equation (16) for the onlooker bees to select the food source to
increase dramatically. For different logical operators, such as XOR, AND, OR, and NOR,
there is a high chance that the food selection will have equal probability to construct the
desired r2SAT logic. Hence, the effectiveness of Equation (16) will diminish completely,
and more iteration is required to minimize the objective function. In terms of exploitation,
onlooker bees acquire fast-track fitness because the exploitation to find an optimal food
source (depending to the desired Nv) starts with high fitness food. Thus, onlooker bees are
able to obtain zero objective function with almost zero iteration as shown in Tables 12–14.
Unfortunately, other logical operators do not acquire similar benefit because low-fitness
food was inherited from the employed bees via Equation (16). Thus, r2SATnand−ABC
was reported to provide a positive impact although the initial food source was started
at random.
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Table 19. AvR of all algorithms in the logic phase.

r r2SATnand−ABC r2SAT GA r2SAT ES r2SAT PSO

0.5 2.5000 2.5000 2.5000 2.5000
0.6 1.8333 3.0000 2.8333 2.3333
0.7 1.5000 2.1667 3.5000 2.8333
0.8 1.3333 2.0000 4.0000 2.6667
0.9 1.0000 2.0000 3.0000 4.0000

In comparison with another existing algorithm, the exploration and exploitation of the
r2SATnand−ABC were shown to be more effective. As shown in Figure 6, the convergence
curve for r2SATnand−ABC illustrated that ABC only requires a few iterations to obtain
optimal solutions compared to another state-of-the-art algorithm. According to Su et al. [38],
despite having more exploitation mechanisms, ABC managed to avoid being trapped
in the local optimum solutions in the middle stage due to the exploitation mechanism
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occurring in the early stage (employed bees). Based on Figure 6, although r2SATGA
provides a competitive performance, the number of generations required to arrive at
desired Γr2SAT is large. Another obvious issue with r2SATGA is high dependence towards
the mutation operator during the initial stage due to the ineffective crossover phase. This
demonstrates the primary weakness of r2SATGA in terms of exploration and exploitation.
As for r2SATPSO, the random positioning in PSO creates the same impact as another logic
operator in r2SATABC. This can be exhibited through the convergence curve in Figure 6, the
particle positioning in PSO requires more iteration to explore the optimal Γr2SAT structure.
Meanwhile, the high error value in Table 17 and the convergence analysis shows that
r2SATES is not impactful in terms of exploitation and exploration.

Table 20. Friedman test between r2SATnand−ABC with all comparison algorithms.

r Chi-Square Value, χ 2 p-Value Accept/Reject H0

0.5 0.0000 1.0000 Accept H0
0.6 1.5000 0.6823 Accept H0
0.7 4.0000 0.2615 Accept H0
0.8 7.0000 0.0719 Accept H0
0.9 9.0000 0.0611 Accept H0

7. Conclusions

The first contribution of this study introduces a systematic method in generating
the logic with consideration of negative literal via Weighted Random 2 Satisfiability. The
study shows that the logic phase is efficient to diversify the logical rule by controlling the
dynamic of negative literal. The second contribution is that binary ABC was utilized in the
logic phase to find the correct structure of r2SAT. Then, the performance of the proposed
model was successfully compared with four variants of binary ABC with different logic
gate operators in the food source equation. The experiments show the compatibility of
r2SATnand−ABC in the logic phase by generating a higher number of negative literals. Then,
the proposed model is compared with three state-of-the-art algorithms: r2SATGA, r2SATES,
and r2SATPSO. ABC gives a solid performance as it requires few iterations to obtain
the desired structure of logic. This study highlighted the capability of r2SATnand−ABC
in logic phase in generating the correct number of negative literals in a logical structure.
In addition, this study also highlighted the capability of different logic gate operators in
generating desired logical structure. The study can be further extended by considering
the lowest values of r which are 0.1, 0.2, and 0.3. Furthermore, different types of logic can
generate in the logic phase, such as Random 2 Satisfiability [4], High order of Random k
Satisfiability [15], and Major 2 Satisfiability [5]. The robust architecture of r2SAT, integrated
with an optimal operator for ABC, provides a view on the possible random dynamics for the
application of real-life bioinformatics problem. For example, the proposed r2SATnand−ABC
can be embedded into logic mining which extract the best logical rule that classifies single-
nucleotide polymorphisms (SNPs) inside known genes associated with Alzheimer’s disease.
This can lead to large-scale logic mining design incorporated with r2SATnand−ABC, which
has the ability to classify and predict.
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List of Notations

ANN Artificial Neural Network
HNN Hopfield Neural Network
DHNN Discrete Hopfield Neural Network
SAT Boolean Satisfiability
3SAT 3 Satisfiability
2SAT 2 Satisfiability
RAN2SAT Random 2 Satisfiability
RAN3SAT Random 3 Satisfiability
MAJ2SAT Major 2 Satisfiability
ABC Artificial Bee Colony
GA Genetic Algorithm
ES Exhaustive Search
PSO Particle Swarm Optimization
MAE Mean Absolute Error
r Weighted ratio of negated literals
Γ r2SAT Logical structure of Weighted Random 2 Satisfiability
λ Total number of literals
N v The desired number of negative literals
fL Best fitness
Si State of the ith neuron
W(i, j) Synaptic weight from unit i to j
ρi Threshold constraints in DHNN
EΓr2SAT Cost function of r2SAT
hi Local field
∧ Conjunction (AND)
∨ Disjunction (OR)
¬ Negation
LΓr2SAT Lyapunov energy function
x i, j and x k, j Two best bees
v i, j New food source
f Control distance parameter
fi Fitness of the bees
pi Selection probability
∨ Not or (NOR)
∨ Exclusive or (XOR)
∧ Not and (NAND)

r2SATnand−ABC
Weighted Random 2 Satisfiability with Artificial Bee Colony using NAND
operator

r2SATor−ABC
Weighted Random 2 Satisfiability with Artificial Bee Colony using OR
operator

r2SATand−ABC
Weighted Random 2 Satisfiability with Artificial Bee Colony using AND
operator

r2SATxor−ABC
Weighted Random 2 Satisfiability with Artificial Bee Colony using XOR
operator

r2SATnor−ABC
Weighted Random 2 Satisfiability with Artificial Bee Colony using NOR
operator

r2SATGA Weighted Random 2 Satisfiability with Genetic Algorithm
r2SATES Weighted Random 2 Satisfiability with Exhaustive Search
r2SATPSO Weighted Random 2 Satisfiability with Particle Swarm Optimization
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