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Abstract: We suggest a new and cost-effective iterative scheme for nonlinear equations. The main
features of the presented scheme are that it does not involve any derivative in the structure, achieves
an optimal convergence of fourth-order factors, has more flexibility for obtaining new members, and
is two-point, cost-effective, more stable and yields better numerical results. The derivation of our
scheme is based on the weight function technique. The convergence order is studied in three main
theorems. We have demonstrated the applicability of our methods on four numerical problems. Out
of them, two are real-life cases, while the third one is a root clustering problem and the fourth one is
an academic problem. The obtained numerical results illustrate preferable outcomes as compared to
the existing ones in terms of absolute residual errors, CPU timing, approximated zeros and absolute
error difference between two consecutive iterations.

Keywords: Kung-Traub conjecture; nonlinear equations; Newton’s method; efficiency index;
multiple roots
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1. Introduction

Most of the applied science problems are nonlinear in nature because nature itself
is nonlinear instead of simple or linear. The solutions of nonlinear problems are more
complicated as compared to the linear and simple problems. Therefore, we consider a
nonlinear problem of the following form:

f(x) =0, )

(f : D ¢ C — Cis an analytic function). Such equations originate from the applied
and computer science, engineering, statistics, economics, chemistry, biology and physics,
etc. (see details in [1-3]). The application of iterative methods can also be found for the
computation of approximate solutions of stationary and evolutionary problems, which
are associated with differential and partial differential equations (more details in [4,5]).
The exact solutions of such problems are almost non-existent. Thus, we have to focus
or depend on the approximate solutions that can be obtained with the help of iterative
methods. One of the most famous schemes is known as Newton’s method, which is

given by
Xo+1 = Xo — ;,((J;(;)) . 2)

Undoubtedly, this scheme has second-order convergence and is a widely used method
for nonlinear equations. There are several problems with this scheme. Some of the major
ones are: it is a one-point method (for convergence and efficiency problems; details are
given in [1-3]), it has a linear order of convergence for multiple zeros and the calculation
of the first-order derivative at each substep. Finding the derivative is quite a rigorous
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problem because, sometimes, the derivative of a function consumes a large amount of time
in achieving the final result or does not exist.

Therefore, higher-order optimal derivative-free methods came into demand. Then, some
scholars suggested a few such methods that have fourth-order optimal convergence. Some
of the most important members are given below.

In 2015, Hueso et al. [6] suggested

2m f(xg)

Yo =Xo — mia2 ) fi[xm ,'l/la] ’

(3)
X
Xg4+1 =Xo — (Sl + SZH(xm ]/a) + 53H(]/¢7/ xcr) + 54(H(x¢7/ ]/17)2) f{x(ml;)a],
where
Ho =xo + (f(x0))7, q€R,
flxo,yo]
H(x ’ =T. .
(xz: o) flxo, pol
flxe, yol —f(x;)]j;(ya), is a finite difference of the first order,
o Yo
__ 1 /3 2 _
s1 = Zm(m +3m* 4+ 2m 4),
1 m \" 3
oL )"
378" \m+2)
s4 =0,
is denoted by (HM) (with g = 1).
In 2019, Sharma et al. [7] proposed
S¢ = Xg + ,Bf(xa);
o mf(xq)
T Fso,xa] 0
f(xo)

Xe41 =20 — H

flso, %o

where

o= (L2

o= ()"

H = _mztaya + 2mtoyy + My +te — Yo
1—mty + 12 ’

is denoted by (SM1). The suggested scheme (4) is one of their best methods among others
proposed by Sharma et al. [7].

In 2019, Sharma et al. [8] gave

b
f Og, Xo ’

&)
he (3 — hy) < 1 +1> f(xg)

Yol = 2o = M O, Flow o]’

Zg = Xg— M

Yo
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1 1
where 07 = xo + Bf(xo), s = (jﬁgi‘;))) " and y, = (;Ezzg) " with hy = 42— The expres-

sion (5) is one of their best schemes among other methods presented by Sharma et al. [8].
We call it (SM2).
In 2020, Kumar et al. [9] presented

f(xc)
f[vm xU] ’
(m+2)s, f(xs)
1—-2s; flvg, x¢] + 2f [we, 05

Wy = Xg— M

(6)

Xot1 = Wo —

1
where v, = %o + Bf(Xs), So = (J}((Z}Z)) ) ", which is called (KM). The expression (6) is one

of their best schemes among others given by Kumar et al. [9].
In 2020, Behl et al. [10] suggested:

_ f(x0)
Yo = Xg — mfi[um XU] ’
_ (8¢ + o) (Yo — Xo) @
x0'+1 - ]/a + 2(1 — 250_) 7

where 1, = x7 + Bf(xXs) + Xo, S¢ = (%)1/’" and z, = (%)1/’", which is called

(BM). Some other higher-order derivative-free techniques can be found in [11-15].

We aspire to suggest a new two-step, more general and cost-effective family of iterative
methods. The new scheme is derivative-free and has optimal convergence of order four.
The derivation of this two-step scheme is based on the weight function technique. Further,
we present three main Theorems 1-3, which demonstrate the fourth-order convergence
for m > 2, when the value of (m) is known in advance. The applicability of our methods
is illustrated on four numerical problems. Two of them are real-life, the third one is root
clustering (which originates from applied mathematics) and the last one is an academic
problem. The numerical outcomes demonstrate preferable results in terms of absolute
residual errors, CPU timing, approximated zeros and the absolute error difference between
two consecutive iterations, in contrast to previous studies.

The rest of the paper is summarized as follows. Section 2 includes the construction
as well as the convergence analysis of our scheme. The convergence analysis is studied
thoroughly in three Theorems 1-3. Section 3 is devoted to the numerical experiments,
where we illustrate the efficiency and convergence of our scheme. In addition, we also
propose three weight functions that satisfy the hypotheses of Theorems 1-3. Further, four
numerical problems are chosen to confirm the theoretical results. Finally, the concluding
remarks are presented in Section 4.

2. Construction of Higher-Order Scheme

We suggest a new form of iterative scheme that has fourth-order optimal convergence
for multiple zeros, which is given by

tr = xo —mH(Q),

1 ®)
x0—+1 — to’ - ng 57] + b779 + M(e) 7

where i, = X0 +af(xs), b € R, and m > 2 is the known multiplicity of the needed

zero. Further, the maps H : C —+ Cand M : C — C are weight functions and an-

alytic in the neighborhood of origin (0). Moreover, we considered { = M, and

flHo,xo]
1

1 1
0 = ( }(((i‘;))) "andn = ( ;((;‘;))) " two multi-valued maps. We assume that the princi-
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pal root (see [16]) is given by 6 = exp{%log(}f:&;)))} with log(;((tu))) log‘ f(ta +
zarg(]{((t"))) for —m < arg(}{((t”))) < 7. The choice of arg(z) for z € C agrees with that

of log(z), which is depicted in the numerical section. In an analogous way, we obtain

1
o= 4l (1) =0 e =~

In Theorems 1-3, we demonstrate the convergence analysis of our scheme (8), without
adopting any extra value of f at some other points.

Theorem 1. We assume that x = ¢ is a multiple zero of order two (m = 2) of function f. Consider
the map f : D C C — C, which is analytic in D in the neighborhood of the needed zero ¢. Then,
our scheme (8) attains fourth-order of convergence, if
1
H(0)=0, H'(0)=1, H"(0)=0, M(0)=0, M(0)= 5 M'(0)=4-2b, (9
where |H"' (0)] < oo, |[M""(0)| < oo. The scheme (8) satisfies the following error equation:

(aAy + 2a7)

el = e (4oca1)\2(6b — T +9) —4a?(T —33) — a’TA3 — 48ay + 12a4%bA3 + 8A)e§ +0(e2),

where Ay = f"(&).

1
Proof. We assume that ¢, = x; — ¢ and a; = (zfl)!f;z(;)zg)' 1<1<4, (I €N)are

the terms of error (in cth iteration) and asymptotic constant, respectively. We choose
the Taylor’s series expansions for f at two different points x = x, and x = y, in the
neighborhood of ¢ with hypotheses f(¢) = f'(¢) = 0and f”(¢) # 0. Then, we obtain

Ao
flxy) = %= 51 ¢ (1+alea+aze + azed + azel +O(e )) (10)
and
)\ 1 5
flue) = ¢ 211+ (eAy +ar)es + = 1 ( 2 +10aAza; + 4a2)e + - (Szx Ada;
1

+ 606/\261% + 12aMoar + 4a3)eg + 3 (uc3A a + 14a2A2a1 + 160(2)\2412 (11)
+ 28aAraias + 28aAra3 + 8a4) et 40 (63):| ,

respectively, with A, = f({).
By inserting expressions (10) and (11) into scheme (8), we have

X 1 1
(= f{y(ax)] = 50 + g(—ac/\z —2a1)e2 + — o ( a’A3 — 8aaiAy + 1243 — 16112)62 + O(efﬁ). (12)
gr 0

It is clear from expression (12) that we have { = O(ey). Thus, we can easily expand
H({) in the neighborhood of origin (0) in the following way:

_ 1 2, 1 3
H(Z) = H(0) + H'(0){ + 5 H"(0)¢> + 5 H" (0)” (13)
By adopting expressions (12) and (13) in (8), we obtain

o

er, = to — € = —2H(0) + (1 - H’(O))eg + %(20111{’(0) +aH'(0)A; — H"(0))e2 + O(e2). (14)
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From (14), we observe that the scheme will attain at least second-order of convergence,

when
H(0) =0, H'(0)=1, (15)

By adopting expression (15) in (14), we obtain
e—l()\ 2a; — H"(0))é2 +0(e3 16
e = 7 XAp + 209 (0) )e5 +O(ez).- (16)

With the help of Taylor’s series expansions, we obtain

A
f(te) = 2—$e§r (1 + arer, + azefa + 11381530 + 114er + O(e?)). (17)

By adopting (12), (13) and (17), we further yield

- ()

_ 411 (ko + 201 — H'(0) ) o + 4173 (36213 — 1801 (why + H'(0)) +48a3 — 4845 + 24 (18)
— 6aH”(0))\2} e2+0(ed)),
and
1
- (102’
f(pe)
19)

_ 1 1" 1 242 1" 2
o (04/\2 42— H (0))eg + 2 [9zx A2 — 6a; (vc/\z +3H (0)) + 4802 — 480, + 2

- 1zaH”(o)A2} 2 +0(e)),
where A = H"'(0).

From expression (18), we have 6 = O(ey). Thus, we expand M(0) in the neighborhood
of origin (0), which is defined as

M(6) = M(0) + M'(0)6 + %M”(O)GZ + %M”’(o)ei (20)

By inserting expressions (10)—(20) into expression (8), we obtain

2 .
ers1=—M(0)es + Y Biet™? +0(e3), (21)
i=0

where B; = B; (Az, &, a1, a, a3, az, H' (0), H" (0), M(0), M’(0), M"(0), M’”(O)), e.g., By =
1 [al (4M(0) +4M"(0) + 6) — H"(0) <2M’(0) + 3) +ads (2M(0) +2M(0) + 3)} , etc.

The coefficients of e, € and €3 should be simultaneously zero, in order to deduce the
fourth-order convergence. This can be easily obtained by the following values:

M(0) =0, H"(0)=0, M(0)= % M"(0)=4—2b, beR. (22)

We have the following error equation by adopting (22) in (21):

(aAy +2a7)

eni1 = o (4o<a1/\2(6b —T+9) — 4a2(T — 33) — a2TA2 — 48a, + 12a2bA% + SA)e‘%, +0(c3), (23)
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A =|H"(0)] <ooandT = |M"'(0)| < co. We deduce from expression (23) that our scheme
(8) has obtained the fourth-order of convergence for « € R and m = 2. In addition, we have
attained this convergence order without adopting any extra value of f at some other points.
Hence, (8) is an optimal scheme. [

Theorem 2. Suppose that x = ¢ is a multiple solution of order three (m = 3) of function f.
Consider the map f : D C C — C, which is analytic in D surrounding the needed zero ¢. Then,
our scheme (8) attains fourth-order convergence, if

H()=0, H'(0)=1, H"(0)=0, M(0)=0, M(0)= % M'(0)=4-2b, (24)

where |H"' (0)| < coand |M""(0)| < oo. Scheme (8) satisfies the following error equation:

A
T [9aA3+2A2(r 36) + 364, —4A]e +0(e3),

where Az = f"({).

(3+k)

3!

Proof. We assume that e, = x; — ¢ and A, = (3+k)!ff<3)(§), 1<k<4, (ke N)are
the terms of error (in cth iteration) and asymptotic constant, respectively. We choose
the Taylor’s series expansions for f at two different points x = x, and x = y, in the

neighborhood ¢ with hypotheses f(&) = /(&) = f(&) = 0and f(&) # 0. Then, we have
Az
flxg) =22 3 <1+A160+A26 + Azed + Agel +O(e )> (25)
and

A 1 1
Fue) =22 3{1+A1e¢, E(zx)\3+2A2)e§+6(71xA1A3+6A3)e + 2( w?A% 4+ 8a A2 A3 + 16a A3

1
(26)
+1244)eh + o(eg)} ,
respectively, with A3 = f”({).
By using expressions (25) and (26) in scheme (8), we obtain
_ flxe) 1 ﬂ 2 4 2 3 4
= Flhoxo 3% 9% 5 (SA 3(aks +442) )5 + O(cef). 27)

Next, from expression (27), we have { = O(e,). Thus, we expand the weight function
H({) in the neighborhood of origin (0) in the following way:

H(E) = H(O) + H (0)G + 5 H (0)% + 5 H(0)2 (28)

By using expressions (27) and (28) in scheme (8), we have

ey =

e

— &= —3H(0) + (1 - H'(O))eg o (2A1H’(0) - H”(o))e?, +0(2). (29

From (29), we observe that the scheme will attain at least second-order convergence,
when
H(0) =0, H'(0)=1, (30)

Substituting expression (30) in (29), we have

e, = % <2A1 - H”(o))eg +0(ed). (31)
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Again with the help of Taylor’s series expansions, we obtain

A
flte) = 3? e (1 + Ajer, + Azet + Aget + A4€t + O(EU)) (32)

From expressions (25), (26) and (32), we further yield

Q=

o= (fo3)

_1 g 1 2 _ " _ (33)
- 8(2A1 H (o))eg = (30A — 9aA3 — 9A H (0) — 36A, + A)e + 333 [A1(54m3 576A,
+8A+ 3H”(0)2) + 18(aA3H”(0) £ 5A4,H"(0) + 18A3) — 90A2H" (0) + 276Aﬂ 2 +0(eh),
1
- (LY’
f(po)
(34)

_ 1 _ 1 _ 1 _
= (2A1 H (o)) =5 (30A1 9a; — 9A H"(0) — 36A, + A) A+ 5 [Al (36aA3 576 A,
+8A+ 3H”(0)2) +9 (BaAgH”(O) +10A,H"(0) + 36A3) — 90A2H"(0) + 276A§] e +0(ed).

From expression (33), we have 6 = O(ey). Thus, we expand M(0) in the neighborhood
of origin (0) as:

1
_ ! 11 2 " 3
M(6) = M(0) + M'(0 )9—|— M (0)0° + ﬁM (0)6°. (35)
By using expressions (25)—(35) in scheme (8), we have
2 .
ers1=—M(0)es + Y Dies >+ O(ey), (36)

i=0

where D; = D; (/\3, w, A1, Ay, Ay, Ay, H'(0), H"(0), M(0), M’ (0), M (0), M”’(O)). For ex-
ample, the first coefficient is explicitly written as Dy = £ [Al (4M (0) —4M'(0) + 2) +
(2M’(0) - 1)H”(0)}, etc.

The coefficients of e, €2 and €2 should be simultaneously zero, in order to deduce the
fourth-order convergence. This can be easily attained by the following values:

1

M(0)=0, H"(0)=0, M'(0)=5, M"(0)=4-2, beR (37)

We have the following error equation by adopting (37) in (36):
Aq
eni = — 2ok [9m3 +2A%(T — 36) + 36A; — 4A]e +0(ed). (38)

We deduce from expression (38) that our scheme (8) has obtained the fourth order
of convergence for « € R and m = 3. In addition, we have attained this convergence
order without adopting any extra value of f at some other points. Hence, (8) is an optimal
scheme. O

General Error form of the Proposed Scheme

Theorem 3. Following the same suppositions of Theorem 1, our scheme (8) attains the fourth order
of convergence for m > 4. The scheme (8) satisfies the following error equation:

C
eni1 = — 5 | CF (I = 3(m +9)) +6Com — 28] b + O(¢).
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Proof. We consider that ¢, = x; — ¢ and C; = (er'k) ;:;)k()g), 1<k<4, (k€N)are

the terms of error (in cth iteration) and asymptotic constant, respectively. We choose
the Taylor’s series expansions for f at two different points x = x, and x = y, in the
neighborhood x = & with hypotheses f(&) = f/(&) = f"=D(&) = 0, f")(&) # 0 and
m > 4. Then, we obtain

flxo) = %e;? (1 + Cies + Coes + Cey + Caeg + o(e§)> (39)
and )
f o) z%e;” [1 + ;}Aieé“ + O(eé)] (40)
: iz
where A, = f( (&), A; = Aj(m, Ay, «,Cy,Cp, C3,Cy). For example, Ay = C;, Ay = G,
andAzz{ <le4() )' m=4 , etc.
Cs, m>5

Inserting expressions (39) and (40) into expression (8), we obtain

f(x0) 1 Ci (C%(m +1)— 2c2m)

= Fhoae] ~ w2 T — &+ At 10(), (1)
1 3
256 ( 4&/\4 25C1 + 64C2C1 - 48C3), m=4
where A =

3m +4)CCy — 3Csm? — C3 1)2
(m+)12 43m 1(m+)/ m>5

m
Next, from expression (41), we have { = O(e,). Thus, we expand the weight function
H({) in the neighborhood of origin (0), which is defined as

lH'"(O)g?’. (42)

H(g) = H(0) + H(O)Z + y H' (08 + 5

By using expressions (41) and (42) in scheme (8), we have

1 (2c1 H'(0) — H”(o)) 2+0(3). (4

er, =ty — & = —mH(0) + (1 - H/(o))eg + 5

From (43), we observe that scheme (8) will attain at least second-order convergence, if
H(0) =0, H'(0)=1. (44)
Substituting expression (44) in (43), we have
1 2 3
= 5 (2c1 - H”(O))ev +0(ed). (45)
Again, with the help of Taylor’s series expansions, we have

Am
f(ts) = Wet (1+C1€tg+C23t +C3€t +C4et +O(e )) (46)

By adopting (41), (42) and (46), we further yield

o= (;((Z)) > " (_2,111)111 (H"(O) - 2C1)ea +0(e2), (47)
- (J]:((]i))> - G (0 =20 +0(&). (48)
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From expression (47), we have 8 = O(ey). Thus, we expand M(0) in the neighborhood
of origin (0) as

M(8) = M(0) + M'(0)6 + %M”(O)GZ + %M’”(o)ei (49)
By using expressions (39)—(49) in scheme (8), we have
2 _ .
rs1=—M(0)es + Y Biet"? +0(e3), (50)

i=0

where B; = B; (Am, a,C1,Ca, Cs, Ca, H"(0), H" (0), M(0), M’ (0), M" (0), M”’(o)).

The coefficients of e,, e2 and e2 should be simultaneously zero, in order to deduce the
fourth-order convergence. This can be easily attained by the following values:

M(0) =0, H"(0)=0, M(0)= % M"(0)=4—2b, beR. (51)

By adopting (51) in (50), we obtain the following error equation:

C
eni1 =~ [c% (r —3(m + 9)) 4 6Com — 2A} et +0(ed). (52)

We deduce from expression (52) that our scheme (8) has obtained the fourth order of
convergence for « € R and m > 4. In addition, we have attained this convergence order
without adopting any extra value of f at some other points. Hence, (8) is an optimal
scheme. 0O

Remark 1. It seems from (52) (for m > 4) that « and b are not involved in this expression.
However, they actually appear in the coefficient of e3. Here, we do not need to calculate the coefficient
of €3 because the optimal fourth order of convergence is already obtained. Further, the calculation
work of e is quite rigorous and consumes a large amount of time. Nonetheless, the role of & and b
can be observed in (23) and (38).

3. Numerical Experimentation

We demonstrate the efficiency and convergence of some members from our scheme (8).
Therefore, we choose the following three weight functions:

1. First weight function:

H) =4, M) =2,

2. Second weight function:

9(4(2 Y- 1)

H()=0+¢ M(0) = TGRS beR.
3. Third weight function:
9(4(2 —b)o— 1)
H(g)=¢, M(9) = beR.

42-b)p—2

Clearly, all the above three weight functions satisfy the conditions provided in The-
orems 1-3. Now, we use these weight functions in our scheme (8) and call them (PM1)

(with b = 2), (PM2) (with b= %) and (PM3) (with b= 11—0), respectively. We consider
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two applied science problems, one clustering root problem and an academic problem for
the numerical tests.

There are no fixed criteria for the comparison of two different iterative methods.
However, we assume the following six different aspects for the comparison:

The values of iterate x, atc = 1,2, 3;

The absolute residual error;

The differences between two consecutive iterations;

CPU timing;

The number of iterations for attaining accuracy up to € = 10
Computational order of convergence (COC) based on the accuracy.

—100.
7

SAENLU ol

The values of the above mentioned parameters are depicted in Tables 1-8, along with initial
guesses. The values of x;, | f(x)|, COC and |x,41 — x| were calculated in Mathematica-9 for
a minimum of 3000 significant digits, which minimizes the rounding off error. However,
we depict these values up to 15 (with exponent), 2 (with exponent), 6 and 2 (with exponent)
significant digits, respectively.

We adopted the following rules

In Jxes1=¢l
o= M, foreacho =1,2,... (53)
In Jxe=¢ll
Mxe—1—C]
and
In [¥es1=xc|
of = M, foreacho =2,3,... (54)
In llxe—x_1l
lxo—1—xs—2]]

in order to calculate the computational order of convergence and the approximate com-
putational order of convergence (ACOC) [17], respectively. Further, the CPU timing is
obtained by the command “AbsoluteTiming[]” in Mathematica 9. We execute the same
programming five times, and their average time is depicted in Table 7. The by (+b,) stands
for by x 10(£02) in Tables 1-6.

The configurations and outline of the adopted laptop are defined as follows:

Processor: Intel(R) Core(TM)2 Duo CPU T6400 @ 2.00 GHz;
Manufacturer: HP;
Installed memory (RAM): 4:00 GB;
Windows edition: Windows 7 Professional;
System type: 64-bit-Operating System.
In order to maintain uniformity in the case of the comparison of the iterative methods,
we choose (/3 = %) in the existing as well as our methods. We consider five existing

methods for comparison, namely (3)—(7). The details of these methods are given in the
Introduction.

Remark 2. For the following specific values of the weight functions,

H(Q) =7, M(8) = g + 262,

We can obtain the Behl’s scheme [18] as a special case of our method.
Example 1 (Eigenvalue problem). Eigenvalues and vectors are one of the most basic and chal-

lenging problems of linear algebra. The quality of a thing or object can be determined with the help
of the eigenvalue problem. It is not always suitable to use the linear algebra technique. Thus, we
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have to rely on numerical techniques, which provide the approximate zero. Therefore, we choose the
proceeding square matrix of 9 x 9, which has multiple zeros:

-12 0 0 19 -19 76 —19 18 437

—-64 24 0 -24 24 64 -8 32 376
-16 0 24 4 -4 16 -4 8 92
1 —40 0 0 -10 50 40 2 20 242
A=< -4 0 0 -1 4 4 1 2 25 |,
8 —-40 0 0 18 —18 104 —-18 20 462
-84 0 0 -29 29 84 21 42 501
16 0 0 —4 4 -16 4 16 -92
0 0 0 0 0 0 0 0 24

whose characteristic equation is given below:
fi(x) = x° — 2928 4 349x7 — 2261x° + 8455x° — 17663x* + 15927x> + 6993x? — 24732 + 12960.

The function f1(x) has x = 3, a multiple zero with m = 4. The computational results along
with starting guesses are depicted in Tables 1 and 2.

From Table 1, we can conclude that methods PM?2 and PM3 display the most outstanding
behavior among the mentioned methods in terms of accurate iterate x, the difference between two
consecutive iterations and absolute residual errors. Further, we can say that the other methods have
almost two times larger residual errors than PM2 and PM3.

Table 1. Behavior of iterative methods on eigenvalue problem f; with xo = 3.1.

Methods o Xo [|[xo+1 — x¢|| [1f(xe)|

1 2.91137492398779 5.4(—2) 5.3(-3)

HM 2 2.96490346352068 3.4(-2) 1.3(—4)
3 2.99892553417637 1.1(-3) 1.1(~10)

1 2.97977318565461 2.0(-2) 1.4(—5)

SM1 2 3.00000002569087 2.6(—8) 3.5(—29)
3 3.00000000000000 3.1(~16) 7.7(—61)

1 2.98013951815471 2.0(-2) 1.3(—5)

SM2 2 3.00000002608467 2.6(—8) 3.7(-29)
3 3.00000000000000 3.2(—16) 8.7(—61)

1 2.98003995753693 2.0(-2) 1.3(=5)

KM 2 3.00000000783350 7.8(—9) 3.0(-31)
3 3.00000000000000 29(-17) 5.8(—65)

1 2.98023627745323 2.0(72) 1.2(75)

BM 2 3.00000002294267 2.3(—8) 2.2(—29)
3 3.00000000000000 2.5(—16) 3.1(—61)

1 2.98054341015763 1.9(—2) 1.2(-5)

PM1 2 3.00000001179089 1.2(—8) 1.5(—30)
3 3.00000000000000 6.6(—17) 1.5(—63)

1 2.98097080391158 1.9(—2) 1.1(—5)

PM2 2 2.99999999596992 4.0(—9) 2.1 (—32)
3 3.00000000000000 5.4(—35) 6.3(—136)

1 2.98078021888572 1.9(-2) 1.1(-5)

PM3 2 2.99999999202006 8.0(—9) 3.2(—31)
3 3.00000000000000 9.5(—34) 6.5(—131)

We can observe from Table 2 that the desired root is closer from the second iteration onward
in our suggested methods PM2 and PM3 as compared to the mentioned ones. In addition, the
other existing methods have almost three times larger residual errors, which demonstrates the better
performance of our methods PM2 and PM3.
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Table 2. Behavior of iterative methods on eigenvalue problem f; with xo = 2.9.

Methods o Xo [|[xo+1 — x¢|| [1f(xa) |
1 2.94925327756793 1.6(-2) 5.6(—4)
HM 2 2.99539687796758 4.6(—3) 3.6(—8)
3 2.99999968702615 31(-7) 7.7(~25)
1 3.00060869418782 6.1(—4) 11(-11)
SM1 2 2.99999982373464 1.8(—7) 7.7(—26)
3 3.00000000000000 1.4(—29) 2.7(—114)
1 3.00049576757952 5.0(—4) 48(—12)
SM2 2 2.99999988310565 1.2(-7) 1.5(—26)
3 3.00000000000000 7.6(—30) 2.7(—115)
1 3.00023025005565 2.3(—4) 2.2(—13)
KM 2 2.99999997480358 2.5(—8) 3.2(-29)
3 3.00000000000000 2.2(-32) 1.8(—125)
1 3.00042871122695 13(—4) 2.7(~12)
BM 2 2.99999991260426 8.7(—8) 47(-27)
3 3.00000000000000 3.2(—30) 8.0(—117)
1 3.00016776870627 1.7(—4) 6.3(—14)
PM1 2 2.99999998662501 1.3(-8) 2.6(—30)
3 3.00000000000000 3.5(—33) 1.1(—128)
1 2.99994117155367 5.9(—5) 9.6(—16)
PM2 2 3.00000000000000 2.4(—18) 2.8(—69)
3 3.00000000000000 7.3(—72) 2.3(—283)
1 2.99993717924703 6.3(—5) 1.2(-15)
PM3 2 3.00000000000000 3.6(—18) 1.4(—68)
3 3.00000000000000 41(-71) 2.3(—280)

Example 2 (Continuous stirred tank reactor (CSTR)). Here, we consider another problem of
applied science, namely an isothermal continuous stirred tank reactor (CSTR). The components
M and M; are the fed rates of the reactors By and By — By, respectively. In this way, we have the
proceeding reaction scheme (for details, see [19]):

M+ My — By
Bi+ M, - C
Ci+ My — Dy
Ci1+ My — Eq

(55)

Douglas [20] invented this model (55) while designing a simple model that can control the
feedback systems. He transformed the expression (55) in the mathematical form, which is given by

R 2.98(x +2.25) _
C1(x+145)(x +2.85)2(x +435)

where R, is the gain of the proportional controller. For a particular value of Rc, = 0, we obtain
fo(x) = x* +11.50x> + 47.49x% 4 83.06325x + 51.23266875. (56)

The solutions of f, are called poles of the open-loop transfer function. The zeros of f, are x =
—1.45, —-2.85, —2.85, —4.35. Among them, x = —2.85 is a multiple zero with m = 2. The starting
points and numerical results for f, are illustrated in Tables 3 and 4.

From Table 3, we find that the lowest residual error among the existing methods (HM, SM1,
SM2 KM, BM) is 7.3(—47); however, our methods PM1 PM1, PM2 and PM3 have 8.0(—82),
1.8(—79) and 2.4(—78), respectively. Thus, we can say that the existing methods have almost two
times larger residual errors than our methods. This also indicates the faster convergence of our
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methods PM1, PM?2 and PM3 as compared to others. Our techniques PM1, PM2 and PM3 also
perform much better in terms of X, and |X,11 — X¢| as compared to other existing ones.

Table 3. Behavior of iterative methods on CSTR problem f, with xg = —2.8.

Methods o Xo [|Xo41 — x¢|| [l f(xe) |
1 —2.85582089357922 5.8(—3) 7.1(-5)

HM 2 —2.85007033072822 7.0(—5) 1.0(—8)
3 —2.85000001038600 1.0(—8) 2.3(—16)

1 —2.85308999319490 3.1(-3) 2.0(-5)

SM1 2 —2.84999999999768 2.3(—12) 1.1(-23)
3 —2.85000000000000 5.9(—24) 7.3(—47)

1 —2.85309291853761 3.1(-3) 2.0(-5)

SM2 2 —2.84999999996770 3.2(-11) 2.2(—21)
3 —2.85000000000000 1.1(-21) 2.8(—42)

1 —2.85309218936353 3.1(-3) 2.0(-5)

KM 2 2.84999999997525 2.5(—11) 1.3(-21)
3 —2.85000000000000 6.7(—22) 9.5(—43)

1 —2.85309146863467 3.1(-3) 2.0(~5)

BM 2 —2.84999999998271 1.7(—11) 6.3(—22)
3 —2.85000000000000 3.3(—22) 2.3(—43)

1 —2.85308831372191 3.1(-3) 2.0(-5)

PM1 2 —2.85000000007061 7.1(-11) 1.0(—20)
3 —2.85000000000000 2.0(—41) 8.0(—82)

1 —2.85307545464340 3.1(-3) 2.0(-5)

PM2 2 —2.85000000012101 1.2(-10) 3.1(—20)
3 —2.85000000000000 3.0(—40) 1.8(—79)

1 —2.85314917237240 3.1(—3) 2.0(—5)

PM3 2 —2.85000000015910 1.6(—10) 5.3(—20)
3 —2.85000000000000 1.1 (739) 2.4(778)

We can observe from Table 4 that our method PM1 has the lowest residual error 4.0(—174) as
compared to SM1 3.2(—122) (which is the lowest among other existing ones (HM, SM2 KM, BM)).
This clearly indicates that PM1 has the fastest convergence and smallest residual error among others.
Our methods PM1, PM2 and PM3 have almost a two times lower error difference |xy11 — X | and
better x, as compared to other existing ones.

Table 4. Behavior of iterative methods on CSTR problem f, with xg = —2.9.

Methods o Xo [|[xo+1 — x¢|| [If(xa)|
1 —2.85475917811483 4.7(—3) 4.8(—5)
HM 2 —2.85004711393000 47(-5) 47(-9)
3 —2.85000000466098 4.7(~9) 46(-17)
1 —2.84999996343561 3.7(—8) 2.8(—15)
SM1 2 —2.85000000000000 1.5(—15) 4.5(—30)
3 —2.85000000000000 1.2(—61) 3.2(-122)
1 2.84999821593561 1.8(—6) 6.7(—12)
SM2 2 —2.85000000000349 3.5(-12) 2.6(—23)
3 —2.85000000000000 5.3(—47) 5.9(-93)
1 —2.84999867508443 1.3(—6) 3.7(—12)
KM 2 —2.85000000000193 1.9(-12) 7.8(—24)
3 ~2.85000000000000 3.8(—48) 3.0(—95)
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Table 4. Cont.

Methods o Xo [|[xo+1 — x¢|| [1f(xa) |
1 —2.84999908290043 9.2(~7) 1.8(-12)

BM 2 —2.85000000000092 9.2(—13) 1.8(—24)
3 —2.85000000000000 1.4(749) 4.1(798)

1 —2.85000401687642 4.0(—6) 3.4(—11)

PM1 2 —2.85000000000000 2.0(—22) 8.8(—44)
3 —2.85000000000000 1.4(—87) 4.0(—174)

1 —2.85000635124083 6.4(—6) 8.5(—11)

PM2 2 —2.85000000000000 2.2(~21) 1.1(—41)
3 —2.85000000000000 3.5(—83) 2.5(—165)

1 —2.85000738796420 7.4(—6) 1.1(~10)

PM3 2 —2.85000000000000 49(-21) 5.1(—41)
3 —2.85000000000000 9.7(—82) 2.0(—162)

Example 3 (Root clustering problem). We chose a root clustering problem similar to Zeng [21]:

computational results are depicted in Table 5 with an initial approximation.

f(x) = (x = 1)¥(x = 2)0(x = 3)PH (x — 4)™.

The zeros of fz are x = 1, 2, 3 and x = 4 of multiplicity m = 30, 150, 191 and m = 95,
respectively. All of the zeros are quite close to each other. Therefore, this is known as a root clustering
problem. We chose x = 3 as the multiple zero of multiplicity 191 for the numerical experiment. The

(57)

Undoubtedly, SM2 demonstrates slightly better behavior than our and existing methods, as
shown in Table 5. However, there is no huge difference, as our methods show in the previous
Tables 1—4. Our results are also significantly closer to SM2 in terms of |Xy+1 — X¢|. It is merely a

difference of only four significant digits in the case of PM1.

Table 5. Behavior of iterative methods on root clustering problem f3 with xy = —2.8.

Methods o Xo X041 — %o || I (xo) |
1 3.00004810962185 4.8(-5) 2.2(—816)
HM 2 3.00000000000000 6.3(—18) 1.8(—3276)
3 3.00000000000000 1.9(—69) 8.1(—13117)

1 3.00014776492729 1.5(—4) 2.7(-723)
SM1 2 2.99999999999999 8.8(—15) 2.5(—2676)
3 3.00000000000000 5.7(—29) 9.5(—5387)

1 3.00001437474853 1.4(-5) 1.4(7916)
SM2 2 3.00000000000000 9.3(—21) 8.7(—38181)
3 3.00000000000000 1.6(—81) 1.5(—15422)

1 3.00001556100437 1.6(—5) 5.1(—910)
KM 2 3.00000000000000 1.6(—20) 1.5(—3774)
3 3.00000000000000 1.6(—80) 9.5(—15233)

1 3.00001556100437 1.6(—5) 5.1(—910)
BM 2 3.00000000000000 1.6(—20) 1.5(—3774)
3 3.00000000000000 1.6(—80) 9.5(—15233)

1 3.00002015875780 2.0(-5) 1.5(—888)
PM1 2 3.00000000000000 7.7(—20) 7.8(—3643)
3 3.00000000000000 1.6(—77) 5.4(—14660)

1 3.00002746410154 2.7(=5) 6.9(—863)
PM2 2 3.00000000000000 4.7(-19) 4.8(—3493)
3 3.00000000000000 3.9(—74) 1.2(—14013)

1 3.00002746474990 2.7(=5) 6.9(—863)
PM3 2 3.00000000000000 4.7(-19) 4.9(—3493)
3 3.00000000000000 3.9(—74) 1.3(—14013)
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Example 4 (Academic problem). We chose another academic problem, which is given by

fa(x) = x*sin4x. (58)

The zero of fy is x = 0 of multiplicity m = 3. Computational results are depicted in Table 6
with initial approximation.

Undoubtedly, SM2 demonstrates slightly better behavior than our and existing methods,
as shown in Table 6. However, there is no huge difference, as our methods show in the previous
Tables 1—4. Our results are also significantly closer to SM2 in terms of |Xy41 — X |, with a difference
of only four significant digits in the case of PM1.

Table 6. Behavior of iterative methods on f4 with xy = 0.1.

Methods o Xo X041 — xo|| Lf(xe)l
1 1.24117076065003 (—2) 12(-2) 7.6(—6)

HM 2 2.74682517035481(—5) 2.7(-5) 8.3(—14)
3 2.98438976688573(—13) 3.0(—13) 1.1(-37)

1 1.22659666187711(—7) 1.2(-7) 74(-21)

SM1 2 1.37114651655205(—36) 1.0(—107) 1.0(—107)

3 2.39328432150731(—181) 2.4(—181) 5.5(—542)

1 3.74384290175570(—9) 3.7(-9) 2.1(—25)

SM2 2 —1.81607199017953(—44) 1.8(—44) 2.4(—-131)

3 4.87764600127062(—221) 49(-221) 4.6(—661)

1 2.19975180887394(—7) 2.2(=7) 4.3(—20)

KM 2 5.59585008105915(—35) 5.6(—35) 7.0(—103)

3 5.96112195693271(—173) 6.0(—173) 8.5(—517)

1 3.74931046465951(—9) 3.7(-9) 2.1(-25)

BM 2 —1.82937187058353(—44) 1.8(—44) 2.4(—131)

3 5.05888679422820(—221) 5.1(—221) 5.2(—661)

1 —4.04274483802274(—9) 4.0(-9) 2.6(—25)

PM1 2 2.66640818057457 (—44) 2.7(—44) 7.6(—131)

3 —3.32796034070430(—220) 3.3(—220) 1.5(—658)

1 3.56649330514408(—9) 3.6(—9) 1.8(—25)

PM2 2 —1.42479388451577(—44) 1.4(—44) 1.2(—131)

3 1.44979029661674(—221) 1.4(—221) 1.2(—662)

1 1.098062847026967(—4) 1.3(—4) 8.2(—12)

PM3 2 1.96974784664775(—13) 3.9(-13) 2.4(-37)

3 —1.012552510346339(—38) 1.2(—38) 6.3(—114)

Remark 3. From Table 7, we find that PM1 has the lowest average execution time for attaining
the desired accuracy. The average execution times of the computational results of methods HM and
SM1, respectively, are two and three times those of PM1, PM2 and PM3. Further, PM1, PM2
and PM3 also consume less CPU time (on average) as compared to SM2, KM and BM.

Remark 4. On the basis of the obtained number of iterations in Table 8, we conclude that PM?2
requires the fewest average iterations (in order to attain the desired accuracy) as compared to the
existing methods. In addition, the average number of iterations of our methods PM1 and PM3 (4)
is also lower as compared to 4.3 (which is the lowest among the existing methods). Thus, we deduce
that our method PM?2 is the fastest among other mentioned methods.

Remark 5. From Table 9, it is straightforward to say that methods PM1, PM2 and PM3 exhibit
consistent COC (except Example 4) in contrast to the other existing methods. The calculation of
COC is based on the number of iterations (which is depicted in Table 8 corresponding to the methods
and examples).
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Table 7. CPU timing on the basis of number of iterations.
Ex. (1) Ex. (2) Ex. (3) Ex. (4)

LM. X0 = 3.1 X0 = 29 Xo = —2.8 X0 = —29 X0 = 3.1 0.1 L.T. AT.

HM 0.060000 0.350000 0.015001 0.060000 17.610078 0.0023191 18.0973921 3.01623202
SM1 0.062001 0.340000 0.010000 0.045003 25.445229 0.0015465 25.9037795 4.31729658
SM2 0.050000 0.340000 0.010000 0.046001 10.761069 0.001541 11.208611 1.86810183
KM 0.060000 0.332004 0.010000 0.048003 10.118055 0.0077654 10.5758274 1.7626379
BM 0.050000 0.331000 0.010000 0.040000 10.063077 0.0014246 10.4955016 1.74925027
PM1 0.050000 0.320000 0.002000 0.031000 7.608033 0.0014013 8.0124343 1.33540572
PM2 0.050000 0.316002 0.003000 0.040000 7.762041 0.0014151 8.1724581 1.36207635
PM3 0.240000 0.320000 0.004000 0.040000 7.605034 0.0018232 8.2108572 1.3684762

The abbreviations of T.T. and A.T. stand for total timing and average timing, respectively.

Table 8. Number of iterations required in order to attain the desired accuracy.

Ex. (1) Ex. (2) Ex. (3) Ex. (4)

LM. xo=31 x0=29 xo=-28 x=-29 x=231 xg=01 Llfer- Alter.
HM 6 6 7 7 4 5 35 5.83
SM1 5 4 5 4 4 3 26 43
SM2 5 4 5 5 4 3 26 43
KM 5 4 5 5 4 3 26 43
BM 5 4 5 5 4 3 26 43
PM1 5 4 4 4 4 3 24 4
PM2 4 4 4 4 4 3 23 3.83
PM3 4 4 4 4 4 4 24 4

The abbreviations of T.Iter. and A.Iter. are total iterations and average iterations, respectively.

Table 9. COC based on the number of iterations required in order to attain the desired accuracy.

M Ex. (1) Ex. (2) Ex. (3) Ex. (4)
o xo = 3.1 x9 = 2.9 xg = —2.8 X0 = —2.9 xo = 3.1 xo = 0.1
HM 4.000 4.000 2.000 2.000 4.000 3.000
SM1 4.000 4.000 1.325 1.321 5.883 5.000
SM2 4.000 4.000 1.330 6.012 4.000 5.000
KM 4.000 4.000 1.330 6.014 4.000 5.000
BM 4.000 4.000 1.329 6.017 4.000 5.000
PM1 4.000 4.000 4.000 4.000 4.000 5.000
PM2 4.000 4.000 4.000 4.000 4.000 5.000
PM3 4.000 4.000 4.000 4.000 4.000 5.000

4. Concluding Remarks

We have suggested a new two-step, derivative-free and cost-effective iterative scheme
for multiple zeros (m > 2).

Our scheme is based on the weight function technique. By using the weight functions
at both substeps, we provide more flexibility for generating more general new schemes.
Several new and existing cases are depicted in numerical Section 2 and Remark 2,
respectively.

Our Scheme (8) consumes only three values of f at different points. Thus, the optimal-
ity of our scheme is confirmed by the Kung-Traub conjecture.

Our methods have the lowest residual error, more stable COC, difference between
two iterations and better approximate zero as compared to the existing ones (see
Tables 1-4 and 9).

Undoubtedly, SM2 demonstrates slightly better behavior than our and existing meth-
ods in Example 3. Our results are also considerably closer to SM2 in terms of
|Xg41 — X¢|, with a difference of only four significant digits in the case of PM1.

PM1 requires the lowest execution time to obtain the numerical results. The execution
times for the computational results of methods HM and SM1, respectively, are two
and three times those of our methods, namely PM1, PM2 and PM3. Thus, we deduce
that our schemes are cost-effective.
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*  The average number of iterations of our methods PM2 and PM3 is the lowest as
compared to 4.6 (lowest among the existing methods).

e  Finally, we conclude from Tables 1-8 that Scheme (8) is more stable, cost-effective and
could be a better substitution for the existing methods.

¢ We cannot use our scheme for the solution of nonlinear systems. In the future, we can
work in two directions: either for the extension to the eighth order of convergence for
multiple roots or the extension for nonlinear systems.
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