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Abstract: An intelligent agent is a program that can make decisions or perform a service based on its
environment, user input, and experiences. Due to the complexity of its state and action spaces, agents
are approximated by deep neural networks (DNNs), and it can be optimized using methods such as
deep reinforcement learning and evolution strategies. However, these methods include simulation-
based evaluations in the optimization process, and they are inefficient if the simulation cost is high.
In this study, we propose surrogate-assisted genetic algorithms (SGAs), whose surrogate models
are used in the fitness evaluation of genetic algorithms, and the surrogates also predict cumulative
rewards for an agent’s DNN parameters. To improve the SGAs, we applied stepwise improvements
that included multiple surrogates, data standardization, and sampling with dimensional reduction.
We conducted experiments using the proposed SGAs in benchmark environments such as cart-pole
balancing and lunar lander, and successfully found optimal solutions and significantly reduced
computing time. The computing time was reduced by 38% and 95%, in the cart-pole balancing and
lunar lander problems, respectively. For the lunar lander problem, an agent with approximately 4%
better quality than that found by a gradient-based method was even found.

Keywords: surrogate-assisted computation; genetic algorithm; agent optimization

MSC: 68T05; 68T20; 68W50

1. Introduction
1.1. Motivation

Intelligent agents are systems used to achieve various goals in uncertain environ-
ments [1]. They receive states and rewards from the environment and select actions through
policies that constitute their action probability distributions based on the current state. As
the complexity of an agent’s environment space increases, policies can be approximated as
deep neural networks (DNNs) [2]. The parameters of these DNNs are optimized through
evolution strategies or the gradient descent algorithm using backpropagation [3]. However,
these methods are accompanied by simulation-based evaluation for optimization, which
incurs enormous costs when applied to expensive real-world environments. Therefore,
to reduce the simulation cost, we propose surrogate-assisted genetic algorithms (SGAs)
for optimizing the DNN parameters of agents and compare their computational costs and
optimization performance with those of a simulation-based method. The proposed SGAs
replace the real fitness function of the genetic algorithm (GA) [4,5] with surrogate models
that predict cumulative rewards according to the DNN parameters of the agent.

1.2. Contribution

However, SGAs mislead to a false optimum if the fidelity of surrogates is low [6,7].
To solve this problem, we propose three stepwise improvements to increase the surrogate-
assisted efficiency associated with the optimization performance of SGAs. The first is to use
multiple surrogates, which can reduce the prediction error by combining various machine
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learning-based classifiers and regressors. The second is data standardization to address
overfitting and outlier problems caused by the experimental data. The third is random
sampling with dimensional reduction to address the problem of high-dimensional and
limited samples, wherein a domain is set up through dimensionality reduction and samples
are added to it. We conducted experiments on benchmark environments of cart-pole
balancing and lunar lander using the proposed SGAs, and compared their performance
and computational costs with the gradient-based baseline method for each environment.
The contributions of this paper are as follows: we proposed novel SGAs to optimize DNNs
of intelligent agents to reduce computational costs compared to the double deep Q-network
and we presented three stepwise improvements that successfully solve the misleading
problems of SGAs.

1.3. Organization

The remainder of this paper is organized as follows. Section 2 presents the related
research. In Section 3, the structure and techniques of the proposed SGAs with stepwise
improvements for optimizing the DNN parameters of intelligent agents are introduced, and
the experimental details are presented. In Section 4, the results obtained in the experiments
are presented and discussed. Finally, the conclusions and future research directions are
presented in Section 5.

2. Related Work
2.1. Surrogate-Assisted Genetic Algorithm

The GA is a global optimization method that mimics natural selection and genetics.
Through the computation of the selection and crossover operators, cooperation is achieved
among several solutions, which enables a faster optimization search than simple parallel
search methods. The GA is applicable to nonlinear or incalculable problems, regardless of
the shape of the evaluation functions. Owing to these advantages, the GA is widely used in
various fields such as natural science, engineering, humanities, and social sciences [8–10].
However, it generally requires evaluating all chromosomes in the population at each
generation, which is inefficient if the computational cost of the fitness function is very
high. To reduce the fitness function cost, SGA studies have replaced the surrogate model
with real fitness functions [11–13]. Surrogate-assisted methods have the advantage of
reducing evaluation costs, but they can mislead to false optima [14]. To prevent this,
a strategy for managing the genetic process or the surrogate model is required. In the
genetic process, evolution control involves a hybrid evaluation that evaluates a specific
chromosome of a population as the real fitness function [15,16]. Surrogate and surrogated-
assisted performances can be degraded by problems such as the curse of dimensionality
and lack of environmental data. Degradation of surrogate-assisted performance can be
prevented by employing improvement strategies such as multiple surrogates [17] and
intelligent data sampling [18].

2.2. Neural Network Optimization of Agents

The learning of intelligent agents used to solve problems is performed by maximizing
the cumulative rewards using an unsupervised method [19]. As the problem environment
is complex, when the state and action space are represented in high-dimensional space, the
agent is approximated by a DNN. Optimizing the DNN parameters of an agent involves
two methods. The first is deep reinforcement learning (DRL), wherein the parameters
are optimized by computing or approximating the gradient of an agent’s DNN [20]. DRL
involves directly learning policies, which are the action probability distributions according
to the state, or Q-functions, which represent the state value according to the action in
the given state [21,22]. The second method optimizes the agent DNN parameters for
GA. Unlike DRL, this method can reduce the computation time by configuring a non-
gradient method in parallel. Some studies proposed learning both the topologies and DNN
parameters, and showed performance improvements over DRL [23,24]. In this study, we
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collected experimental points through the learning process of the gradient-based double
deep Q-network (DDQN) [25] and designed a surrogate model. We searched for the optimal
agent DNN using GAs, which can reduce computing time by parallel structure and on
which there have been a lot of prior studies [23,24]. Since the collected experimental points
are network parameters of a fixed structure, a conventional GA [26] for optimizing the
structure is considered to be suitable.

3. Materials and Methods
3.1. SGA
3.1.1. Encoding and Fitness

In GAs, the solutions to problems are encoded in chromosomes. Encoding is designed
in various ways, based on the nature of the problem or the GA operator. In this study,
we encoded all weights and biases of DNNs into length-L vectors of 1D real numbers
to represent the agent’s DNN (Figure 1). The network θ is an agent DNN and should
be satisfied with the range of set Θ of training network in the surrogate model. The
first experimental environment, cart-pole balancing, was designed with four architecture
cases that were encoded in real numbers with lengths of 23, 35, 37, and 67. The reason
for these architecture cases is to minimize the number of parameters encoded. A small
number of encoded parameters can avoid the performance degradation of GAs’ computing
time and surrogates. The second experimental environment, the lunar lander, requires
a more complex architecture for problem solving because its action and state space are
more complicated than those of cart-pole balancing. Because the lunar lander has 1476
parameters, the surrogate-assisted performance decreases and the GA computing time
increases when encoding all of them. To address this, we measured their Gini importance
using DNN parameters and encoded the top 100 parameters. Fitness was used to measure
the quality of the solution encoded in the chromosome. Because fitness is used as an
indicator for selecting good-quality solutions in selection operations, it is important to
design a fitness function according to the GA structure and problem characteristics. We
evaluated the chromosome quality using a surrogate model that predicted a cumulative
reward for the agent’s DNN parameters.

Mathematics 2023, 11, 230 3 of 17 
 

 

DRL involves directly learning policies, which are the action probability distributions ac-
cording to the state, or Q-functions, which represent the state value according to the action 
in the given state [21,22]. The second method optimizes the agent DNN parameters for 
GA. Unlike DRL, this method can reduce the computation time by configuring a non-
gradient method in parallel. Some studies proposed learning both the topologies and 
DNN parameters, and showed performance improvements over DRL [23,24]. In this 
study, we collected experimental points through the learning process of the gradient-
based double deep Q-network (DDQN) [25] and designed a surrogate model. We 
searched for the optimal agent DNN using GAs, which can reduce computing time by 
parallel structure and on which there have been a lot of prior studies [23,24]. Since the 
collected experimental points are network parameters of a fixed structure, a conventional 
GA [26] for optimizing the structure is considered to be suitable. 

3. Materials and Methods 
3.1. SGA 
3.1.1. Encoding and Fitness 

In GAs, the solutions to problems are encoded in chromosomes. Encoding is de-
signed in various ways, based on the nature of the problem or the GA operator. In this 
study, we encoded all weights and biases of DNNs into length-𝐿 vectors of 1D real num-
bers to represent the agent’s DNN (Figure 1). The network θ is an agent DNN and should 
be satisfied with the range of set Θ of training network in the surrogate model. The first 
experimental environment, cart-pole balancing, was designed with four architecture cases 
that were encoded in real numbers with lengths of 23, 35, 37, and 67. The reason for these 
architecture cases is to minimize the number of parameters encoded. A small number of 
encoded parameters can avoid the performance degradation of GAs’ computing time and 
surrogates. The second experimental environment, the lunar lander, requires a more com-
plex architecture for problem solving because its action and state space are more compli-
cated than those of cart-pole balancing. Because the lunar lander has 1476 parameters, the 
surrogate-assisted performance decreases and the GA computing time increases when en-
coding all of them. To address this, we measured their Gini importance using DNN pa-
rameters and encoded the top 100 parameters. Fitness was used to measure the quality of 
the solution encoded in the chromosome. Because fitness is used as an indicator for select-
ing good-quality solutions in selection operations, it is important to design a fitness func-
tion according to the GA structure and problem characteristics. We evaluated the chro-
mosome quality using a surrogate model that predicted a cumulative reward for the 
agent’s DNN parameters. 

 
Figure 1. Example of DNN encoding. 

3.1.2. Selection and Crossover 
The selection operation is used to select the parent chromosomes used for crossover 

generation, and the probability of selecting high−quality chromosomes should be high. In 

Figure 1. Example of DNN encoding.

3.1.2. Selection and Crossover

The selection operation is used to select the parent chromosomes used for crossover
generation, and the probability of selecting high−quality chromosomes should be high.
In this study, chromosomes were selected based on the quality measured with surrogate
assistance. When a roulette-wheel is directly applied to our SGAs, the fitness range of the
initial population is very wide due to the penalties of classifiers in the surrogates, which
will be described in Section 3.1.4. Therefore, the diversity of GAs may decrease due to
premature convergence. To avoid the problem, we adjusted fitness values to increase the
probability that low-quality solutions will be selected at early generations. The roulette-
wheel method adjusts the population fitness such that the maximum quality is k times
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the minimum quality, and the parent chromosomes are selected according to the adjusted
fitness. k is a selection pressure variable that determines convergence, and as the value
increases, the probability deviation selected according to fitness increases. Equation (1)
calculates the adjusted fitness fadj from the existing fitness f is as follows:

fadj = (Cmin − f ) +
Cmin − Cmax

k− 1
, . . . k > 1, (1)

where Cmax and Cmin the maximum and minimum in existing fitness.
For populations size P, 2P chromosomes for crossover are selected. Then, the time

complexity of the selection operator becomes Θ(PL), where L is the chromosome length.
In this study, we adopted the extended-box crossover because the chromosomes were
encoded with real numbers [27]. The extended-box crossover extends the maximum and
minimum ranges of each gene of the parent chromosomes using the expansion rate α and
selects random real numbers from the extended ranges. Additionally, to reflect the learning
domain of the surrogate model, the boundary value was set per gene, and the operator
was adjusted such that it did not exceed the boundary. Compared to the box crossover, the
extended-box crossover prevents early convergence and bias problem. The time complexity
of the extended-box crossover is Θ(L). The pseudocode of the extended-box crossover is
shown in Algorithm 1. In this study, the typical selection pressure k and the expansion rate
α were used, as 3 and 0.5, respectively.

Algorithm 1 Extended-box Crossover

Extended-box Crossover (p1, p2)
L:= Chromosome length
for i← 1 to L
m←min(p1i, p2i), M←max(p1i, p2i)
em← m-α(M-m), eM←M+α(M-m)
zi ← a random real number in [max(em, minθ∈Θ θi), min(eM, maxθ∈Θ θi)]
//Θ: set of training networks
//θi: the i-th value of θ encoded by Section 3.1.1
return Z = (z1, z2, . . . , zL)

3.1.3. Mutation and Replacement

The mutation operator adds diversity to the population to reduce chromosomal simi-
larity and prevent convergence to the local optimum. In this study, we generated random
values for each gene in the chromosome, compared them with the threshold to replace
them with a random real number, and verified that the replaced gene satisfied the domain
range. The mutation rate was set to 0.015, and the rate was chosen as showing the best
optimization performance in the range [0, 0.05]. Our mutation operator’s time complexity
is Θ(L). The pseudocode of the mutation is shown in Algorithm 2. The replacement opera-
tor replaces the offspring generated by previous operators with parent chromosomes. In
this study, generational GA, which replaces all offspring with parents, and elitism, which
preserves the highest-quality chromosomes, were used.

Algorithm 2 Mutation

Mutation (Chromosome)
L:= Chromosome length
p:= Mutation rate
for i← 1 to L
if (random [0, 1) < p)
Chromosome[i]← random[minθ∈Θ θi, maxθ∈Θ θi]
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3.1.4. Surrogate Model with Stepwise Improvement

The surrogate model performance is not a compulsory evaluation factor of SGA; how-
ever, the optimization performance may degrade in the surrogate-assisted method. In
this study, three stepwise improvements were applied to improve the surrogate-assisted
performance. The first involves using an ensemble with multiple homogeneous surrogates,
rather than a single surrogate, to improve the performance. The second involves stan-
dardization of the input data for surrogate-assisted training. The third involves adding
experimental points other than those in the existing simulation-based methods through
data sampling. Sampling that reflects the problem domain can improve the performance of
the surrogates. We reduced the dimensions through principal component analysis (PCA)
and added experimental points that satisfied the domain. In the following, these three
stepwise improvements are described in more detail:

1. Heuristic Measure using Multiple Surrogates: The advantage of using ensembles
that employ multiple surrogates is that it is possible to address the degradation
problem of a single surrogate, and the predicted performance variance helps avoid
false optima [28]. In this study, we designed multiple homogeneous surrogates that
combine classifiers and regressors designed using the same training data. The fitness
function of the proposed surrogate is expressed as the sum of the predicted values
of the regressor and output of the classifiers that reflects the penalty weights. The
decision boundary of the classifiers is determined by the cumulative reward quality
of an agent based on the problem. The heuristic measure that returns the results for
the input network θ is expressed as Equation (2). c1 and c2 are classifiers for the
input network θ, and have an output value of 1 or 0. r is a regressor and outputs the
cumulative reward prediction for θ. pc1 and pc2 are negative penalty constants such
that pc1 � pc2 � 0.

Heuristic measure(θ) =


r(θ)
r(θ)
r(θ)

+pc1
+pc2

if c1(θ) = 0,
if c1(θ) = 1
if c1(θ) = 1

and c2(θ) = 0,
and c2(θ) = 1

(2)

2. Data Standardization: Because this study collected experimental points through a
gradient-based, we obtained numerous low-quality outliers prior to the convergence
to the optimal solution. To prevent performance degradation of the surrogate owing
to this problem, we calculated the average m and standard deviation σ for each agent’s
DNN parameter and adjusted the input data to have a standard normal distribution.
The standardized value Z for the input random variable X is calculated as follows:

Z =
X−m

σ
(3)

3. Random Sampling using PCA: Training data used for designing surrogate models
for optimizing DNNs of agents are limited and highly dimensional. This could not
sufficiently represent the problem domain, which may deteriorate the quality of
surrogate-assisted computation. Data sampling was applied to address this problem,
reduce biases, and increase robustness to outliers [29]. However, in the case of
higher dimensions, the domain is very wide and it is difficult to add samples. In
this study, we reduced the dimensions through PCA [30] and added experimental
points randomly and uniformly in the reduced domains. PCA analyzes the correlation
between DNN parameters and extracts the principal components representing them,
thereby minimizing information loss in high-dimensional spaces and performing
dimension reduction that reflects the domain. Figure 2 shows an example of data
sampling after 2D reduction through PCA, wherein Figure 2a shows a scatter plot of
training data before sampling and Figure 2b shows the scatter plot after performing
random data sampling through PCA. From Figure 2b, it can be qualitatively confirmed
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that the cluster is well-formed according to the decision boundary of the classifier
presented in the heuristic measure using multiple surrogates.
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The flowchart of the proposed SGA is shown in Figure 3. GA operators designed
in Section 3 optimize the encoded parameters of an agent DNN, and the fitness values
of the chromosomes are evaluated by surrogate model with stepwise improvements of
Section 3.1.4.
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3.2. Experiments
3.2.1. Objective for Optimal Agent Search

The purpose of a general agent is to maximize the cumulative reward according to
the environment. An agent’s reward function typically takes as input a trajectory, which is
a set of sequences of actions and states. The objective function for agent optimization is
as follows:

Maximize ∑T
t=1 EnvR(st, θ(st)) + F

(
T

∏
t=1
{(st, θ(st))}

)
, (4)

where st+1 = EnvN(st, θ(st)) and EnvR(su, θ(su)) = 0 for u ≥ t if st is not feasible. θ is an agent
DNN, returning an action vector that maximizes the cumulative rewards when st is an
input. The output of EnvR is a loss of the reward calculated through the input of agent’s
actions. EnvN takes a pair of action and state as input and returns the next state vector at
next time step. T is the maximum time step value. F returns the agent’s reward.

3.2.2. Cart-Pole Balancing Problem

In this study, we experimented using cart-pole balancing, a classical continuous control
environment that is mainly used as a benchmark in DRL and neuroevolution. Cart-pole
balancing comprises a pole l attached through a pivot joint on cart M, as shown in Figure 4.
It is a physical system that maintains the attached pole l in a vertical position by moving
M in the left and right directions on a frictionless track. In this study, a simulation was
performed using the CartPole-v1 environment of the OpenAI Gym toolkit. The state space
in question comprised a 4D real number vector, constituting the position and velocity
of M and the angle and angular velocity of l. The action space in question comprised a
2D discrete vector constituting the mechanism to push the cart left and right. The end
conditions of the environment were as follows: (1) The position of cart M is outside ±2.4,
(2) the angle of pole l is outside ±24, and (3) the step reward exceeds 500. When an end
condition was not met, the agent received a reward of one for each time step. In this
environment, the optimal solution for DNNs is to achieve a cumulative reward of 500
according to the maximum time step. Table 1 presents the environment characteristics of
the cart-pole balancing experiment. Cart-pole balancing’s objective function as follows:

Maximize ∑T
t=1 EnvR(st, θ(st)), (5)

where st+1 = EnvN(st, θ(st)) and EnvR(su, θ(su)) = 0 for u ≥ t if st is not feasible. st is agent’s
state vector at time step t. θ is an agent DNN, returning an action vector that maximizes
the cumulative rewards when st is an input. EnvR and EnvN are simulation functions that
receive state and action vectors at each time step. EnvR returns a reward of time step, and
EnvN returns a state at next time step. T is a variable representing the maximum time step
value 500.
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Table 1. Environment of the cart-pole balancing problem.

Environment Parts Value

Action space Discrete (2)
Observation shape Continuous (4)

Continuous observation range ±[2.4, ∞, 24, ∞]

The following describes the data for surrogate modeling and the design of SGAs in
the cart-pole balancing environment in more detail:

1. Surrogate Modeling Data: For designing a surrogate model, pairs of DNN parameters
of agents and cumulative reward data according to the DNNs are required. The exper-
imental points were collected through DDQN, which is an off-policy DRL technique.
To improve the encoding and computational speed of the SGA, we set it to have a
simple DNN architecture. The minimal topology for collecting good solutions was 1
hidden layer and 3 hidden nodes. To measure the performance of the proposed SGAs
by network topologies, we set up 4 architecture cases as follows: the number of hidden
layers is 1 or 2, and the number of hidden nodes in each layer is 3 or 5. The network col-
lected by DDQN is a fully connected network, and the number of the input and output
nodes of cart-pole balancing is 4 and 2, respectively. Therefore, the number of parame-
ters per architecture case are 23 (= 4× 3 + 3 + 3× 2 + 2), 37 (= 4× 5 + 5 + 5× 2 + 2),
35 (= 4× 3 + 3 + 3× 3 + 3 + 3× 2 + 2), and 67 (= 4× 5 + 5 + 5× 5 + 5 + 5× 2 + 2),
respectively. A total of 10,000 data were collected through DDQN learning.

2. Surrogate-assisted GA for the Cart-pole Balancing Problem: Following the stepwise
improvements proposed in Section 3.1.4, we designed surrogate models using the
surrogate modeling data. In Step 1, two classifiers and one regressor were combined
into multiple heuristic surrogates. The classifiers were designed as DNN-based, and
each decision boundary was set as 195 and the median value of the experimental
points exceeding 195. The first decision boundary of the classifiers, 195, was the
threshold of the previous version, CartPole-v0. The regressor of the initial experiment
was a DNN that is a nonlinear method commonly used in surrogates. However,
in the GA performance to be described later, DNN cannot search the solution that
allows it to achieve the maximum reward of 500 for all network architectures. To
improve our SGAs, we replaced the regressor with support vector regression (SVR).
SVR is a method that applies support vector machine to regression, and it adjusts the
regression line to adding as much data as possible inside the margin. In addition, SVR
is robust to outliers and overfitting through an ε-incentive loss function. In Step 2, the
learning data of the surrogate was adjusted through standardization. In Step 3, the
domain of the surrogate was reduced to 2D through PCA, and 10,000 experimental
points were added with the same number as the training data.

Table 2 lists the operators and parameters of the SGA used for the cart-pole balancing
problem. We used the surrogate models designed through stepwise improvements for
fitness evaluation and computed 30 runs in parallel. The fitness and simulation results
of 30 runs were confirmed, and their performances were compared according to the net-
work architecture and surrogate model. Our SGAs’ experiments were conducted in the
environment of Table 3.

Table 2. Operators and parameters of the proposed SGA for the cart-pole balancing problem.

Operator/Parameter Value

Population size 100
Number of generations 1000
Chromosome lengths 23/37/35/67

Selection method Roulette-wheel
Crossover method Extended-box
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Table 2. Cont.

Operator/Parameter Value

Mutation rate 1.5%
Replacement Elitism & Generational

Table 3. Experiments environments.

CPU (core) AMD Ryzen Threadripper 2990WX (32)
RAM 64 GB

Operating system Ubuntu 18.04 LTS
Programming language (version) Python (3.7.11)

3.2.3. Lunar Lander

The lunar lander is a classical rocket trajectory problem, wherein the trajectory of
the landing craft must be adjusted to ensure that it lands on the landing pad without
collision. As shown in Figure 5, the simulation was conducted using LunarLander-v2, a
Gym OpenAI Box2D gaming environment. It is evident that the state and action spaces
are more complicated than the cat-pole balancing environment, making the agent’s DNN
more complex. The state space is an 8D mixed vector comprising the lander coordinates,
speed, angle, angular speed, and ground attachment. The action space is a 4D discrete
vector comprising do nothing, fire left orientation engine, fire right orientation engine,
and fire main engine actions. The agent end condition was configured as follows: (1) the
lander touches the ground, (2) the lander is out of the specified x range, and (3) the time
step achieves 1000. If the lander reached the landing pad, the agent received a reward; if it
moved away, the reward was lost. Additional rewards could be scored based on whether
the leg of the lander was in contact with the ground. Finally, if the lander used an engine,
the agent lost the reward. The threshold for solving the lunar lander problem was that
the average reward of the simulation exceeded 200, which is evaluated as the optimal
solution in this environment. The environment characteristics of the lunar lander problem
is presented in Table 4. Lunar lander’s objective function as follows:

Maximize ∑T
t=1 EnvR(st, θ(st)) + F(sT′), (6)

where st+1 = EnvN(st, θ(st)), EnvR(su, θ(su)) = 0 for u ≥ t if st is not feasible, and we meet
the end condition, we set T′ as t. st is agent’s state vector at time step t. θ is an agent DNN,
returning an action vector that maximizes the cumulative rewards when st is an input.
The output of EnvR is a loss of the reward calculated through the input of agent’s actions
(Landers’ engine usage). EnvN takes a pair of action and state as input and returns the next
state vector at next time step. T is the maximum time step value, and 1000 is used in lunar
lander’s environment. F receives sT′ that satisfies the end condition as an input and returns
the agent’s reward.

SGA for the Lunar Lander Problem: Similar to the method described in Section 3.2.2,
in the lunar lander problem, we attempted to construct the agent’s DNN architecture in a
simple manner; however, the architecture that satisfied the threshold comprised 2 hidden
layers and 32 hidden nodes. The number of parameters of the designed DNN was 1476,
which was approximately 22 times higher than that of the structure with the largest number
of parameters in the experimental environment of the cart-pole balancing problem. This
may degrade computational speed and surrogate performance. Therefore, we measured the
Gini importance for all DNN parameters and used the top 100 parameters in the surrogate
model design. In the lunar lander experiment, we designed the surrogate model with Step
3 using SVR, which performed best for the cart-pole balancing problem. The same operator
and parameters used in the cart-balancing problem were used in the SGAs for the lunar
lander problem, and 30 runs were executed in parallel. In the case of the lunar lander
problem, even if optimization is performed through the proposed SGAs, it is necessary to
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set the remaining 1376 parameters for the simulation. To solve this problem, a group of
upper experimental points exceeding the threshold value of 200 was selected. We measured
the Euclidean distance of all experimental points of the upper group and the solutions
calculated through the SGAs. The simulation was conducted using the parameters of the
experimental point that showed the highest similarity.
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Table 4. Lunar lander problem environment.
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Observation shape Mixed (Continuous: 6; Bool: 2)

Continuous observation range ±[1.5, 1.5, 5, 5, 3.14, 5]

To help readers reimplement our study, the source codes about our SGAs are available
at the site: https://github.com/GoojungMyeon/Mathematics-Surrogate-assisted-Genetic-
algorithm (accessed on 20 November 2022).

4. Results and Discussion
4.1. Surrogate Modeling Data

The cumulative reward distribution for each architecture case is shown in Figure 6. The
experimental points that achieved the maximum cumulative reward of 500 were collected
for all architecture cases. In the simplest case (1, 3), the solution quality was worst, and
the most returns were lower than the decision threshold of 195 for the first classifier of the
surrogate model described in the cart-pole balancing problem.

4.2. Surrogate-Assisted GA for the Cart-Pole Balancing Problem

We trained and evaluated collecting data of the cart-pole balancing according to
stepwise improvements as shown in Table A2 (see Appendix B). In Step 2, wherein the
learning data of the surrogate was adjusted through standardization, improvements in
both the root mean square error (RMSE) and correlation coefficient were confirmed, except
in the (2, 3, 3) case. For all architectures, the RMSE values were improved compared with
Step 2, and for the (1, 5) case, the RMSE value in Steps 1–3 was improved the most to 19.2%.
Figure 7 shows the RMSE and correlation coefficient values of surrogate models according
to the architectures and stepwise improvements.

https://github.com/GoojungMyeon/Mathematics-Surrogate-assisted-Genetic-algorithm
https://github.com/GoojungMyeon/Mathematics-Surrogate-assisted-Genetic-algorithm
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Table 5 lists the performance results of the proposed SGA for the cart-pole balancing
problem according to the surrogate model and the network. It presents the fitness and
simulation results of 30 runs. In addition, the hypothesis test results between simulation
values according to the SGAs’ surrogate model are also shown. Since the simulation values
of SGA are nonparametric and independent, the method of a hypothesis test is Mann–
Whitney U; most fitness scores are overestimated compared to the simulation score. In Step
1, multiple surrogates were used, and the regressor was configured as DNN or SVR. When
the DNN regressor was used, the maximum cumulative reward could not be determined
in all the architecture cases. However, the agent DNN achieved a maximum cumulative
reward of 500 in all cases except (1, 3) when the SVR regressor was used. This suggests that
in the data distribution discussed in Section 4.1, the (1, 3) case achieved a low optimization
performance because many solutions did not satisfy the decision boundary of the first
classifier. The results obtained using the Step 2 surrogate model that applied input data
standardization were enhanced for all architectures. In the (1, 5) network, the simulation
scores of all runs were 500. The last step improved the results for all networks, and an
optimum value of 500 was obtained by all runs in the (1, 5) network. The p-value is a
significant probability, and it can be analyzed that the difference in variance between two
samples is significant when p-value is less than 0.05. When the regressor was changed
from DNN to SVR and improvement on Step 2 was applied, p-values was less than 0.5
except the (1, 3) case. Figure 8 shows the computing times of the proposed SGAs and the
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baseline DDQN for cart-pole balancing optimization. Through DDQN, which was used for
collecting experimental points, the time required for searching the maximum cumulative
reward was set to the baseline. Although the computing time of the SGAs increased when
the stepwise improvement was applied, it is shown that the computing time was reduced
in all architectures rather than in baseline. The computing time was reduced in all network
experiments using the proposed SGAs, and in the best optimization (1, 5) it was reduced
by approximately 38%.

Table 5. Results of the SGAs for the cart-pole balancing problem according to the network architecture
and surrogate model (from 30 runs).

Surrogate
Model Network

Fitness Simulation

Best Average STD Best Average STD p-Value

DNN
step 1

(1, 3) 762.602 748.419 77.334 9.480 9.359 0.070 -
(1, 5) 2636.006 2414.450 412.272 88.470 11.990 14.202 -

(2, 3, 3) 1936.146 1893.751 32.744 27.290 13.729 5.578 -
(2, 5, 5) 13,117.208 12,286.410 295.666 9.480 9.345 0.080 -

SVR
step 1

(1, 3) 682.976 682.510 0.276 9.570 9.357 0.075 7.56 × 10−1

(1, 5) 991.123 920.751 151.260 500.000 333.722 184.831 2.46 × 10−11

(2, 3, 3) 969.271 942.010 92.769 500.000 42.093 122.381 4.62 × 10−3

(2, 5, 5) 637.732 614.532 12.041 500.000 165.670 167.801 7.66 × 10−10

SVR
step 2

(1, 3) 649.203 649.139 0.044 13.820 11.937 0.773 2.98 × 10−11

(1, 5) 585.734 573.516 3.355 500.000 500.000 0.000 5.37 × 10−6

(2, 3, 3) 574.514 557.821 47.189 500.000 469.507 73.103 5.29 × 10−9

(2, 5, 5) 534.788 514.015 6.391 500.000 327.571 199.072 7.00 × 10−4

SVR
step 3

(1, 3) 649.197 649.145 0.036 25.850 13.065 2.677 9.26 × 10−3

(1, 5) 578.489 574.012 2.166 500.000 500.000 0.000 N.A.
(2, 3, 3) 574.635 567.215 17.360 500.000 491.200 20.261 1.22 × 10−1

(2, 5, 5) 534.798 510.536 6.585 500.000 259.955 201.400 1.80 × 10−1

Note: The results of “Fitness” were calculated by each SGA’s surrogate model, and the results of “Simulation”
were calculated by a real simulator of cart-pole balancing.
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Figure 8. Calculation times of the baseline DDQN and the proposed SGAs for cart-pole balancing optimization.

4.3. Results for the Lunar Lander Problem

Like the environment of the cart-pole balancing, our SGAs in the Lunar lander also
reduced computing time compared to the baseline. The baseline is the initial discovery time
of the achievement of a problem via DDQN for collecting experimental points. The average
computing time of 30 runs of our SGA was approximately 18 min and the calculation time
of the baseline was 363 min, which was improved approximately 95% over the baseline.
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Among the 30 runs, 24 exceeded the problem-solving threshold, and the best-performing
SGAs explored agent DNNs, which were approximately 4% better than the best solution of
the training data of the surrogate (Table 6). Figure 9 shows the best individual average for
each generation of the 30 runs.

Table 6. Simulation performance of the baseline and the proposed SGAs for the lunar lander problem
(from 30 runs).

Best Reward Mean Reward

Baseline 303.452 216.66 ± 5.056

Proposed SGAs Best
Mean

308.930 224.665 ± 5.657
290.352 155.297 ± 8.047
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5. Conclusions

In this study, we proposed novel SGAs for agent’s DNN parameter optimization and
conducted experiments to determine an optimal agent. The goal was to reduce computing
time over simulation-based methods and to identify an optimal agent DNN. We designed
a surrogate model to predict cumulative rewards for agent’s DNN parameters, wherein
we proposed three stepwise improvements to prevent convergence misleading, which
are disadvantages of existing surrogate-assisted methods. The first step involved using
multiple surrogates to prevent the convergence of the approximate performance and false
optimum. In the second step, data standardization was applied to prevent performance
degradation owing to outliers in the experimental points. Finally, random sampling with
PCA was applied to prevent performance degradation owing to the high-dimensional
nature and limited number of experimental points. The improvement in performance
owing to these stepwise improvements was confirmed through experiments in a cart-pole
balancing environment. We identified agents that achieved the maximum reward in all
SGAs except for the surrogate model that did not have good-quality experimental points,
and reduced the computing time by 38% compared to the DDQN. We also proposed using
SGAs in complex problem environments, such as the lunar lander. We proposed a strategy
to measure the importance of each parameter when the number of agent’s DNN parameters
is high and to design a surrogate model with only some parameters. Consequently, we
designed a surrogate model with only 100 parameters selected by Gini importance among
the existing 1476, and our SGAs’ performances were better than that of the baseline. The
computing time was reduced by approximately 95%, and the quality was even improved
by approximately 4%. Through the above experiments, we confirmed that our SGAs can be
applied to any discrete and deterministic environment of the action space such as mountain
car or Atari video games. However, since our SGAs are offline methods in which high-quality
experimental points must be preceded, their performance may be poor if the efficiency of
collecting experimental points is low.
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In future research, three types of expansion are possible: more complex problems,
online learning, and genetic process control. In this study, the action space employed was
discrete and deterministic. However, in future studies, it could be applied to a continuous
or stochastic action space for experimentation. Additionally, we will investigate whether or
not it is applicable to partially observed environments. In this study, the offline method
was adopted to collect experimental points; however, this method was inefficient when the
quality of the experimental points was poor or the collection cost was high. Therefore, in
future experiments, the online learning method of updating the surrogate-assisted for opti-
mization during genetic process will be applied. Finally, the performance improvement will
be confirmed through intelligent evolution control, which evaluate specific chromosomes
with a real fitness function in the population.
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Appendix A. Experiments for Surrogate-Assisted Genetic Algorithms According to the
Number of Surrogates Samples in the Cart-Pole Balancing

In this appendix, experiments were conducted to examine the appropriate number of
samples for the surrogates’ design in cart-pole balancing environment. When each surrogate
is applied to a GA, the performance is compared. Surrogates in these experiments were
designed with Step 3 SVR in Section 3.1.4. The SGAs for this pilot test used the operators
and parameters in Section 3 and performed 30 independent runs. The performances of
SGAs according to the number of samples are shown in Table A1. In all the cases, the
optimal solution with real fitness 500 was found. In addition, it is shown that the average
values among 30 runs of SGA increased as increasing of the sample’s number. Therefore,
we set the number of samples in our SGAs to 10,000.

Table A1. Performance of SGAs based on the number of samples in the cart-pole balancing.

The Number of
Samples

Fitness Simulation

Best Average STD. Best Average STD.

1000 554.068 551.114 2.077 500.000 437.360 138.333
3000 611.015 605.590 3.745 500.000 467.872 95.159
6000 548.681 543.419 2.957 500.000 469.741 82.721

10,000 578.489 574.012 2.166 500.000 500.000 0.000

Appendix B. Results of the Proposed Surrogates on Each Network Architecture with
Stepwise Improvement in the Cart-Pole Balancing

In this appendix, we provide performances of our surrogates on each network archi-
tecture with stepwise improvement in the cart-pole balancing. Table A2 shows root mean
square error (RMSE), mean percentage error (MPE), mean absolute percentage error (MAPE),
and Pearson coefficient (Coef.) values according to surrogate and network architecture.
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Table A2. Results of surrogate models in the cart-pole balancing.

Step 1-DNN

Network (1, 3)/23 (1, 5)/37 (2, 3, 3)/35 (2, 5, 5,)/67

Measurement RMSE MPE MAPE Coef. RMSE MPE MAPE Coef. RMSE MPE MAPE Coef. RMSE MPE MAPE Coef.

Test 93.17 −101.45 120.85 0.75 93.52 −52.90 70.39 0.71 82.89 −41.53 60.48 0.85 90.79 −29.88 46.44 0.82
Train 90.02 −86.51 106.05 0.77 82.83 −45.58 61.20 0.78 76.57 −39.54 56.16 0.87 71.74 −22.42 35.92 0.90

Step 1-SVR

Network (1, 3)/23 (1, 5)/37 (2, 3, 3)/35 (2, 5, 5,)/67

Measurement RMSE MPE MAPE Coef. RMSE MPE MAPE Coef. RMSE MPE MAPE Coef. RMSE MPE MAPE Coef.

Test 105.99 −95.89 120.37 0.67 104.70 −42.78 64.27 0.63 98.72 −51.71 69.44 0.79 99.72 −41.02 54.95 0.79
Train 105.29 −80.65 106.10 0.68 100.95 −37.04 57.84 0.66 98.09 −49.99 67.32 0.80 92.54 −38.60 51.81 0.82

Step 2-SVR

Network (1, 3)/23 (1, 5)/37 (2, 3, 3)/35 (2, 5, 5,)/67

Measurement RMSE MPE MAPE Coef. RMSE MPE MAPE Coef. RMSE MPE MAPE Coef. RMSE MPE MAPE Coef.

Test 88.92 −72.31 95.11 0.78 103.02 −52.18 80.33 0.72 103.00 −34.63 59.08 0.77 78.88 −46.47 66.19 0.91
Train 83.70 −65.83 89.29 0.79 102.12 −48.24 77.56 0.75 102.55 −34.22 57.86 0.78 77.48 −45.11 64.04 0.92

Step 3-SVR

Network (1, 3)/23 (1, 5)/37 (2, 3, 3)/35 (2, 5, 5,)/67

Measurement RMSE MPE MAPE Coef. RMSE MPE MAPE Coef. RMSE MPE MAPE Coef. RMSE MPE MAPE Coef.

Test 85.31 −65.79 87.02 0.79 84.04 −53.74 80.78 0.82 92.84 −27.47 47.75 0.82 75.16 −42.36 60.92 0.92
Train 80.73 −59.10 81.09 0.79 82.43 −50.60 78.17 0.81 92.40 −27.49 46.78 0.82 72.26 −41.16 58.71 0.92
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