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Abstract: Plankton occupy a vital place in the marine ecosystem due to their essential role. However
small or microscopic, their absence can bring the entire life process to a standstill. In this work,
we have proposed a prey–predator ecological model consisting of phytoplankton, zooplankton,
and fish, incorporating the cannibalistic nature of zooplankton harvesting the fish population. Due
to differences in their feeding habits, zooplankton are divided into two sub-classes: herbivorous
and carnivorous. The dynamic behavior of the model is examined for each of the possible steady
states. The stability criteria of the model have been analyzed from both local and global perspectives.
Hopf bifurcation analysis has been accomplished with the growth rate of carnivorous zooplank-
ton using cannibalism as a bifurcation parameter. To characterize the optimal control, we have
used Pontryagin’s maximum principle. Subsequently, the optimal system has been derived and
solved numerically using an iterative method with Runge–Kutta fourth-order scheme. Finally, to
facilitate the interpretation of our mathematical results, we have proceeded to investigate it using
numerical simulations.

Keywords: predator–prey fishery; cannibalism; harvesting; hopf bifurcation; global stability;
pontryagin’s maximum principle

MSC: 34D20

1. Introduction

Life consists of a series of implication and decomposition processes fueled by the
energy from highly energetic chemical bonds present in organic matter. In marine ecology,
organic matter is mainly generated by microscopic, unicellular plants, which are part of the
plankton [1–3]. Plankton is a fundamental pillar of many food web structures and controls
many ecosystems [4–7]. Zooplankton are essential in marine food webs, not only because
of their abundance and high diversity but also for their vital trophic ecosystem functions—
especially in the aquatic food web [2,8]. They are the main grazers of phytoplankton and the
main prey for many fish and other higher trophic levels [9–12]. The balance of the aquatic
food web is bound to be disturbed if the exploitation rate of marine fish rises unchecked, as
they are the main plankton balancers in the marine ecosystem [9,13,14]. Recently, we have
observed that the ecological system is often deeply altered by human parasitical activities,
such as the absorption of biological resources and harvest of the population, which are
commonly studied in fishery fields [13–16]. Thus, there is a rapidly growing interest in
modeling and analyzing biological systems with harvesting.

Phytoplankton are the ‘primary producers’, meaning they take inorganic materials
such as nitrogen and carbon and convert them into biomass through photosynthesis [2,3].
The main limiting factors for phytoplankton growth are nutrient availability and light;
on account of this, phytoplankton populations are restricted to the upper layers of lakes
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and oceans [5,6,9,10]. Zooplankton are tiny animals in the water bodies. Their main
food source is phytoplankton, microscopic plants that provide most of the matter and
energy in marine systems [11,13,14]. Zooplanktons are considered the most important link
between planktonic primary producers and large carnivorous, among them fish species
(Figure 1) subject to human exploitation [17,18]. Thus, the research on phytoplankton,
zooplankton, and fish dynamics is essential for our society due to their universal existence
and importance.

Phytoplankton

F
ish

Large predator

Figure 1. The marine ecosystem consists of energy producers (such as plants and phytoplankton)
and consumers (such as large and tiny plants- and meat-eaters).

Historically, Malthus [19] first proposed the population growth model in population
biology, and Verhulst [20] improved upon it to make it more applicable to the real world.
Lotka and Volterra both provided an independent explanation of how the cycle in biological
populations started [21,22]. In the study of the predator–prey model, the most important
thing to look at is the functional response, which is the rate at which predator populations
consume their prey. Different types of functional responses lead to different kinds of
dynamics between the populations that are interacting with each other [23–26]. To study
the dynamics of the predator–prey models, Holling developed three different types of
functional response, namely Type I, Type II, and Type III [27–29]. Holling type I–III
functional responses are clear examples of monotonic functions in the positive quadrant.
However, it has been seen and tested that there is also a non-monotonic function and that
when the concentration of nutrients is high, it may slow down the growth rate of a specific
organism. Andrews came up with a new form of the response function, which is called the
Monod–Haldane function [30]. It is also called the Holling type IV functional response, and
it has been used by several researchers to solve the problem of high concentration [31–34].
The important effect of the type II functional response is seen when numbers eaten per
predator are re-expressed as a proportion of the living prey population alive. The functional
response of herbivores is not as well known as those of carnivores. In actual application,
it has to be determined whether there is a type II or III response function because the
difference occurs at low density of prey [35–37].

Cannibalism among members of the same species is one of the major concerns in the
context of a prey–predator relationship [38–41]. Cannibalism is the act of one individual of a
species consuming all or part of another individual of the same species as food. To consume
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the same species or show cannibalistic behavior is a common ecological interaction in the
animal kingdom and has been recorded for more than 1500 species [42]. Several studies
have demonstrated that cannibalism has a variety of positive and negative repercussions
on the dynamics and longevity of populations [43–46]. These effects, among others, include
a potential for alternative stable states [47,48] and chaotic dynamics [49]. Due to the act
of cannibalism, there is a clear gain to the cannibalistic predator, but fully cannibalistic
predators are unable to sustain the population [50]. However, many cannibalistic models
ignore the energy that cannibals gain from cannibalism and are, essentially, "infanticide"
models [43,45,49]. Theoretical research suggests that the cannibal’s energy drain may have
a major bearing on both the longevity of the population and the lives of its members [44]. In
this context, in the present study, we incorporated the effect of cannibalism on the dynamics
of a prey–predator system governed by phytoplankton, zooplankton, and fish species.

The harvesting of a species is another key issue that arises within a prey–predator
system. Harvesting is the process of catching, taking, or removing (animals), especially
for food [51,52]. It is vital for social management and the protection of resources, both
from an economic and ecological point of view [14,53]. For the ecosystem to grow and
stay healthy in the 21st century, it is important to make good use of biotic resources. The
over-availability of prey or predator species, or both prey and predator species, can exploit
a system [15,16,54]. It is necessary to harvest the species at a certain level in order to
prevent the system from being exploited. Harvesting at the right time and in the right way
maximizes grain yield and minimizes grain losses and quality deterioration [54,55]. Many
people throughout the whole world are dependent on the harvesting of fish because it is a
favorite food source for human beings. Therefore, harvesting is necessary for the economic
development of a country. However, over or continuous harvesting of a particular species
may cause the extinction of that species. Hence, a suitable optimal control strategy is
necessary for the conservation of species [14,15,40,54].

The remaining parts of this paper are organized as follows: Next section deals with the
required assumption and model formulation with an ecological description of associated
model parameters and variables. The positivity and boundedness of all solutions of the
proposed model are tested in Section 3. The next section provides the existence of different
equilibrium points and their stability, as well as the global stability around the interior
equilibrium point. In Section 5, the Hopf bifurcation point is calculated with respect to
some important parameters. Section 6 deals with the optimal control theory, which is used
to determine the optimal harvesting rate, followed by Section 7, in which some numerical
simulations are presented. The paper is concluded by Section 8 with a detailed discussion of
the ecological prospect of each equilibrium point and remarks on harvesting for economic
improvement.

2. Formulation of the Model

The main goal of this section is to have a proper mathematical understanding to quan-
tify the effect of cannibalism and harvesting on plankton–fish interaction predator–prey
system. Before moving on to model formulation, we have described the model parameters
and variables in their ecological context to facilitate understanding the mathematical model.

2.1. Model Variables and Parameters

During the process of developing the model (1), in the following Table 1, the variables
and parameters have been taken into consideration, and their respective descriptions have
been provided.
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Table 1. Parameters introduced in the model with their ecological/biological description.

Parameter Ecological/Biological Description

P Total phytoplankton population.
Z1 Total herbivorous zooplankton population.
Z2 Total carnivorous zooplankton population.
F Total fish population.
r Intrinsic growth rate of phytoplankton.
K Environmental carrying capacity of phytoplankton.
b1 Capture rate.
m1 (Holling Type II) Half saturation constant.
α1 Conversion rate of herbivorous zooplankton.
c1 Capture rate.
n1 (Holling Type III) Half saturation constant.
d1 Death rate of herbivorous zooplankton.
β1 Conversion rate of carnivorous zooplankton.
e1 Efficiency of predation.
c2 Capture rate.
n2 (Holling Type II) Half saturation constant.
d2 Death rate of carnivorous zooplankton.
ξ Growth rate of carnivorous zooplankton due to cannibalism.
δ Rate of cannibalism.
γ1 Efficiency of conversion of herbivorous zooplankton to fish population.
γ2 Efficiency of conversion of carnivorous zooplankton to fish population.
d3 Death rate of fish.
q Catchability coefficient.
E Effort applied to harvest the fish species.

2.2. Assumptions and Model Formulation

To study the impact of cannibalism and harvesting on the plankton–fish interaction
predator–prey system, a three-species predator–prey interaction model has been considered
among phytoplankton (P), zooplankton (Z), and fish (F). Before giving our mathematical
model, we make the following assumptions:

(i) It is assumed in our proposed model that zooplankton species are divided into two
subclasses as (a) herbivorous zooplankton (Z1) and (b) carnivorous zooplankton (Z2),
because the zooplankton community at any trophic level is represented by herbivorous
and carnivorous according to their distinctive food habits.

(ii) In the absence of zooplankton, the phytoplankton population growth obeys the logistic
law with intrinsic growth rate r and the carrying capacity of the environment K.

(iii) It is assumed that only herbivorous zooplankton consumes phytoplankton by fol-
lowing the Holling type II response function with consumption rate b1 and a half
saturation constant m1. This response reflects the predator’s ability to handle and
process prey at a maximum rate. Many planktonic predators exhibit type II functional
responses, including zooplankton such as rotifers and small crustaceans. These organ-
isms can actively search for and capture prey, and their consumption rate typically
increases with prey density until a point of satiation is reached.

(iv) The fish species consumes both herbivorous zooplankton as well as carnivorous
zooplankton. The consumption of herbivorous zooplankton by fish is modeled as
Holling type II functional response with half saturation constant (n2). On the other
hand, the functional response for predation to carnivorous zooplankton by fish species
is assumed to be taken as the Holling type I response function. In the type I response,
the predator’s feeding rate increases linearly with the prey density until it reaches
a saturation point. However, the type II response shows an initial rapid increase in
the predator’s feeding rate, which eventually levels off as prey density continues
to increase. Predators (fish) typically respond to a decreasing density of prey by
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removing a constant (type I functional response) or increasing (type II functional
response) fraction of the remaining prey. Switching permits a predator, when given a
choice of alternate prey, to alter its functional response to prey in low abundance in
order to feed more effectively on prey in greater abundance. Under certain conditions,
this behavior can stabilize fluctuations in populations of prey by providing a refuge
from predation for rare prey.

(v) The consumption of carnivorous zooplankton to herbivorous zooplankton is modeled
as Holling type III response function with consumption rate c1 and half-saturation
constant n1. The representation of this type of functional response is more appropriate
for situations in which the predation rate per capita prey tends to become smaller as the
density of prey decreases, which may often occur if there are refuges for prey or there
is another predator for the same prey. A type III functional response is characterized by
a sigmoidal curve, where the predator’s consumption rate is initially slow at low prey
densities, then accelerates rapidly as prey density increases, and finally plateaus or
slows down again at high prey densities. Type III functional responses are commonly
observed in predators that exhibit prey-switching behavior or have complex foraging
strategies. In plankton ecosystems, some larger zooplankton species may display type
III functional responses.

(vi) Cannibalism is a biological phenomenon used by some species due to limited food
availability. Here cannibalism is considered on carnivorous zooplankton species
depending on both the herbivorous and carnivorous zooplankton. Thus, the food
available for carnivorous zooplankton is ( f1Z1 + f2Z2) with cannibalism rate δ. Due
to the act of cannibalism, there is a clear gain for the cannibalistic predator. This gain
results in an increase in reproduction in carnivorous zooplankton with reproduction
rate ξ. This, in turn, leads to a gain in the carnivorous zooplankton population which
is expressed by the term ξZ2.

Keeping the above assumptions in mind, our proposed model is formulated by the
following system of differential equations, and the outline of the whole scenario of the
model (1) is presented with the help of a schematic diagram (Figure 2):

FishZooplankton

Herbivorous

Carnivorous

d1Z1

𝛿Z2
2

𝑓1𝑍1 + 𝑓2𝑍2

rP(1 −
P

K
)

Phytoplankton

d3F

𝑐 1
Z 1

2
Z 2

𝑛 1
+
Z 1

2

𝜉Z2

qEF

P Phytoplankton, 𝐙𝟏 Herbivorous zooplankton, 𝐙𝟐 Carnivorous zooplankton, F Fish

Figure 2. Schematic representation of the plankton–fish interaction system (1).
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dP
dt = rP(1− P

K )−
b1PZ1
m1+P

dZ1
dt = α1b1PZ1

m1+P −
c1Z2

1 Z2
n1+Z2

1
− c2Z1F

n2+Z1
− d1Z1

dZ2
dt =

β1c1Z2
1 Z2

n1+Z2
1
− e1Z2F− δZ2

2
f1Z1+ f2Z2

+ ξZ2 − d2Z2

dF
dt = γ1c2Z1F

n2+Z1
+ γ2e1Z2F− d3F− qEF


(1)

with initial conditions P(0) ≥ 0, Z1(0) ≥ 0, Z2(0) ≥ 0, and F(0) ≥ 0. The description of
model parameters and variables with their ecological meaning are given in Table 1.

3. Positivity and Boundedness of Solutions

In this section, we discuss the positivity and boundedness of all solutions of our
proposed model (1). That a biological model’s solutions are both positive and bounded is
important because it shows that the system is meaningful from an ecological point of view.
Any solutions that start from a point inside the first quadrant always stay in that quadrant.
As a result, the test of positivity and boundedness of a biological model system (1) is
required, and we are eager to demonstrate it.

3.1. Positivity

Theorem 1. The solution
(

P(t), Z1(t), Z2(t), F(t)
)

of system (1) is positive for all t ≥ 0 if

P(0) > 0, Z1(0) > 0, Z2(0) > 0, and F(0) > 0.

Proof. To show the positivity of all system solutions (1), we have considered the following
differential equations of that system.

dP
dt

= rP(1− P
K
)− b1PZ1

m1 + P
(2)

dZ1

dt
=

α1b1PZ1

m1 + P
−

c1Z2
1 Z2

n1 + Z2
1
− c2Z1F

n2 + Z1
− d1Z1 (3)

dZ2

dt
=

β1c1Z2
1 Z2

n1 + Z2
1
− e1Z2F− d2Z2 + ξZ2 −

δZ2
2

f1Z1 + f2Z2
(4)

dF
dt

=
γ1c2Z1F
n2 + Z1

+ γ2e1Z2F− d3F− qEF (5)

Now, from the Equation (2), we see that the right-hand side of (2) is a continuous
function of the dependent variable, so after integrating and using the initial condition
P(0) > 0, we obtain

P(t) = P(0) exp
[ ∫ t

0

{
r(1− P(s)

K
)− b1Z1(s)

m1 + P(s)

}
ds
]

(6)

Similarly, we integrate the Equations (3)–(5) and using the initial conditions Z1(0) > 0,
Z1(0) > 0, and F(0) > 0, respectively, which give the following:

Z1(t) = Z1(0) exp
[ ∫ t

0

{
α1b1P(s)

m1 + P(s)
− c1Z1(s)Z2(s)

n1 + Z2
1(s)

− c2F(s)
n2 + Z1(s)− d1

}
ds
]

(7)

Z2(t) = Z2(0) exp
[ ∫ t

0

{
β1c1Z2

1(s)
n1 + Z2

1(s)
− e1F(s)− d2 + ξ − δZ2(s)

f1Z1(s)− f2Z2(s)

}
ds
]

(8)
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and

F(t) = F(0) exp
[ ∫ t

0

{
γ1c2Z1(s)
n2 + Z1(s)

− γ2e1Z2(s)− d3 − qE
}

ds
]

(9)

Because the part in the right-hand side of (6), (7), (8), and (9) are positive for all positive
initial conditions, hence all solutions of the system (1) that start from R4

+ also remain in

R4
+ =

{
P(0) > 0, Z1(0) > 0, Z2(0) > 0, F(0) > 0

}
for all t ≥ 0.

This completes the proof of the positivity of solutions of the system (1).

3.2. Boundedness

Theorem 2. All the solutions of the system (1) that satisfy the initial condition (P(0) ≥ 0,

Z1(0) ≥ 0, Z2(0) ≥ 0, F(0) ≥ 0) are uniformly bounded in the region Ω =
{
(P, Z1, Z2, F) ∈

R4
+ : 0 < P ≤ K, 0 < α1P + Z1 +

1
β1

Z2 +
1

γ1
F ≤ D

η

}
.

Proof. From the first equation of system (1) we have

dP
dt

= rP(1− P
K
)− b1PZ1

m1 + P

≤ rP(1− P
K
)

Using the standard comparison theorem [56], we obtain

P(t) ≤ K for all t ≥ 0

Now, to prove the boundedness of all solutions of our proposed model (1), we consider
the following function

W(t) = α1P(t) + Z1(t) +
1
β1

Z2(t) +
1

γ1
F(t) (10)

Calculating the time derivative of W, we obtain

dW(t)
dt

= α1
dP
dt

+
dZ1

dt
+

1
β1

dZ2

dt
+

1
γ1

dF
dt

= α1rP(1− P
K
)− d1Z1 −

e1

β1
Z2F− d2

β1
Z2 +

ξ

β1
Z2 −

δ

β1

Z2
2

f1Z1 + f2Z2

−γ2e1

γ1
Z2F− d3

γ1
F− qE

γ1
F

Without loss of generality, we assume that the number of individuals lost for cannibal-
ism is always greater than the newly individuals directly produced from cannibalism [50].
It is also assumed that the conversion of carnivorous zooplankton to fish due to preda-
tion is dominated by the loss of carnivorous zooplankton to avoid population explosion.
Therefore, we have

dW(t)
dt

≤ α1rP(1− P
K
)− d1Z1 −

d2

β1
Z2 −

d3

γ1
F− qE

γ1
F

Let us choose a η(> 0) such that

dW(t)
dt

+ ηW ≤ α1K(r + η)2

4r
− (d1 − η)Z1 −

1
β1

(d2 − η)Z2 −
1

γ1
(d3 + qE− η)F
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Now, we define η ≤ min{d1, d2, d3} and take D = α1K(r+η)2

4r . Then we have

dW(t)
dt

+ ηW(t) ≤ D

Therefore,

0 < W(t) ≤ D
η
+

(
W(0)− D

η

)
e−ηt

As t→ ∞, W(t)→ D
η

i.e., W(t) ≤ D
η

, since sup
t→∞

W(t) =
D
η

Hence all solutions of the system (1) are uniformly bounded.
This result implies that none of the interacting species grow abruptly over long

periods of time. Because of limited resources, the number/abundance of each species
is bounded.

4. Equilibria and Stability Analysis

In this section, different equilibrium points are determined. In addition, the stability
of the proposed system (1) is analyzed around these equilibrium points.

4.1. Equilibrium Points

The equilibrium points of the respective system (1) are necessary to calculate for the
study of the stability analysis of the system (1). Now, different possible equilibrium points
of the system (1) are given below :

(i) The trivial equilibrium E0(0, 0, 0, 0) always exists.
(ii) The zooplankton and fish free axial equilibrium E1(K, 0, 0, 0) always exists on the

boundary of the first octant.
(iii) The carnivorous zooplankton and fish free planar equilibrium E2(P̃, Z̃1, 0, 0), where

P̃ = d1m1
α1b1−d1

and Z̃1 = α1rm1{Kα1b1−d1(K+m1)}
K(α1b1−d1)2 .

Now, the planar equilibrium E2(P̃, Z̃1, 0, 0) exists if d1 < min{α1b1, α1b1(
K

K+m1
)},

which implies d1 < α1b1(
K

K+m1
). Therefore, the carnivorous zooplankton and fish free

equilibrium exists if the natural mortality rate of the herbivorous zooplankton is less
than a threshold value, which is determined by other biological parameters.

(iv) The fish free equilibrium E4(P̄, Z̄1, Z̄2, 0), where P̄ = m1{c1Z̄1Z̄2+d1(n1+Z̄1)
2}

(α1b1−d1)(n1+Z̄1
2)−c1Z̄1Z̄2

, Z̄1 =

r
b1
(1− P̄

K )(m1 + P̄) and Z̄2 = f1Z̄1{(d2−ξ)(n1+Z̄1
2)−β1c1Z̄1

2}
f2β1c1Z̄1

2−(n1+Z̄1
2){(d2−ξ) f2−δ}

.

Now, the equilibrium E4(P̄, Z̄1, Z̄2, 0) exists if P̄ < K, ξ < d2, b1 > 1
α1

( c1Z̄2
Z̄1

+ d1
)

and n1 >
( β1c1

d2−ξ − 1
)
. Therefore, the fish free equilibrium exists if the consumption

rate of herbivorous zooplankton to phytoplankton and the half-saturation constant is
greater than their respective threshold value, which is determined by other biological
parameters of the system (1).

(v) The carnivorous zooplankton free equilibrium E5(P̂, Ẑ1, 0, F̂), where

P̂ =
−(m1−K)+

√
(m1−K)2−4( b1 Ẑ1

r −m1)
2 , Ẑ1 = n2(d3+qE)

γ1c2−(d3+qE) , and F̂ = n2+Ẑ1
c2

( α1b1 P̂
m1+P̂

− d1)

Now, the equilibrium E5(P̂, Ẑ1, 0, F̂) exists if r > b1Ẑ1
m1

and γ1 > 1
c2
(d3 + qE). Therefore,

the carnivorous zooplankton free equilibrium exists if the intrinsic growth rate of
phytoplankton and conversion efficiency of herbivorous zooplankton to fish popu-
lation through predation is greater than their respective threshold value, which is
determined by other biological parameters.
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(vi) The interior equilibrium E∗(P∗, Z∗1 , Z∗2 , F∗), where P∗ = m1 H
α1b1−H , Z∗1 = r

b1
(1− P∗

K )(m1 +

P∗), Z∗2 = 1
γ2e1

{
(d3 + qE)− γ1c2Z∗1

n2+Z∗1

}
and F∗ = 1

e1
{(ξ− d2)+

β1c1Z∗21
n1+Z∗21

− δZ∗2
f1Z∗1+ f2Z∗2

}. It is

noted that, H =
c1Z∗1 Z∗2
m1+Z∗21

+ c2F∗
n2+Z∗1

+ d1. Now, the interior equilibrium E∗(P∗, Z∗1 , Z∗2 , F∗)

exists if K > P∗, α>
H
b1

, d3 >
γ1c2Z∗1
n2+Z∗1

− qE and ξ > d2 +
δZ∗2

f1Z∗1+ f2Z∗2
− β1c1Z∗21

n1+Z∗21
. Therefore,

the interior equilibrium E∗ exists if the conversion to the newly juvenile carnivorous
zooplankton is directly produced through cannibalism and the natural mortality rate
of fish are greater than their respective threshold values. These threshold values
are determined by other biological parameters associated with the system (1). Now,
from the existence condition of the interior equilibrium E∗ it is noted that the critical

threshold of ξ is obtained and is denoted by ξ∗ = d2 +
δZ∗2

f1Z∗1+ f2Z∗2
− β1c1Z∗21

n1+Z∗21

Remark 1. From the third equation of system (1), it is seen that the carnivorous zooplankton (Z2)
cannibalize on their juveniles at a rate δ and this cannibalism has a conversion factor ξ. Therefore,
if there is no predation occurring, then there is a possibility for carnivorous zooplankton to grow
individually, such as phytoplankton, due to cannibalism. That means herbivorous zooplankton and
fish free equilibrium E3(P, 0, Z2, 0) may occur. However, a biological restriction on the efficiency of
cannibalism is the number of juveniles lost to cannibalism is always greater than the new juveniles
directly produced from cannibalism, and fully cannibalistic predators are unable to sustain the
population [50]. Thus, from the third equation of the system (1), it is observed that the rate of
change in carnivorous zooplankton (Z2) with respect to time is negative. There is no predation
occurring because the gain in the zooplankton population is dominated by the loss of juveniles
due to cannibalism. Hence, the occurrence of herbivorous zooplankton and fish free equilibrium
E3(P, 0, Z2, 0) is nearly impossible in a biological context.

4.2. Stability Analysis

In this section, we analyze the local stability of the system (1) in the neighborhood of
the different equilibrium points.

Theorem 3. The trivial equilibrium point E0(0, 0, 0, 0) is always unstable.

Proof. The corresponding Jacobian matrix at E0 is given by

[J]E0 =


r 0 0 0
0 −d1 0 0
0 0 −d2 + ξ 0
0 0 0 −(d3 + qE)


The corresponding eigenvalues are r ,−d1, −(d2 − ξ), and −(d3 + qE). As one eigen-

value is strictly positive, another eigenvalue will also be positive if d2 < ξ. Therefore, the
trivial equilibrium is always unstable.

Theorem 4. The zooplankton and fish free equilibrium E1(K, 0, 0, 0) is locally asymptotically stable
if d2 > ξ and d1 > α1b1K

m1+K .

Proof. The corresponding Jacobian matrix at E1 is given by

[J]E1 =


−r − b1K

m1+K 0 0
0 α1b1K

m1+K − d1 0 0
0 0 −d2 + ξ 0
0 0 0 −(d3 + qE)


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The eigenvalues of [J]E1 are −r, α1b1K
m1+K − d1, −d2 + ξ, and −(d3 + qE). Hence, E1 is

locally asymptotically stable if (i) d2 > ξ and (ii) d1 > α1b1K
m1+K hold. E1 loses its stability when

either of the conditions (i) or (ii) fails. Therefore, the zooplankton and fish free equilibrium
E1 is locally asymptotically stable if the mortality rate of the herbivorous zooplankton and
the carnivorous zooplankton is greater than a threshold value, which is determined by
other parameters.

Theorem 5. The carnivorous zooplankton and fish free equilibrium E2(P̃, Z̃1, 0, 0) is locally asymp-

totically stable if r < Kb1m1Z̃1
(m1+P̃)2(K−2P̃) , d1 > α1b1 P̃

(m1+P̃) and ξ < d2 −
β1c1Z̃2

1

n1+Z̃1
2 .

Proof. The corresponding Jacobian matrix at E2 is given by

[J]E2 =


A1 −A2 0 0
A3 A4 −A5 −A6
0 0 A7 0
0 0 0 A8


where A1 = r(1− 2P̃

K )− b1m1Z̃1
(m1+P̃)2 , A2 = b1 P̃

(m1+P̃) , A3 = α1b1m1Z̃1
(m1+P̃)2 , A4 = α1b1 P̃

(m1+P̃) − d1, A5 =

c1Z̃1
2

n1+Z̃1
2 , A6 = c2Z̃1

n2+Z̃1
, A7 = β1c1Z̃1

2

n1+Z̃1
2 + ξ − d2, A8 = −(d3 + qE).

The eigenvalues of [J]E2 are r(1− 2P̃
K ) − b1m1Z̃1

(m1+P̃)2 , α1b1 P̃
(m1+P̃) − d1, β1c1Z̃1

2

n1+Z̃1
2 + ξ − d2 and

−(d3 + qE) Hence, E2 is locally asymptotically stable if (i) r < Kb1m1Z̃1
(m1+P̃)2(K−2P̃) , (ii) d1 >

α1b1 P̃
(m1+P̃) and (iii) ξ < d2 −

β1c1Z̃2
1

n1+Z̃1
2 hold. E2 loses its stability when any of the conditions (i),

(ii), or (iii) fails. Therefore, the carnivorous zooplankton and fish free equilibrium E2 are
locally asymptotically stable if the mortality rate of the herbivorous zooplankton is greater
than a threshold value, and the intrinsic growth rate of phytoplankton and the conversion
to the newly juvenile carnivorous zooplankton directly produced from cannibalism are less
than their respective threshold values. These threshold values are obtained from the other
parameters of the system (1). It is noted that the corresponding threshold values of r and ξ

are Kb1m1Z̃1
(m1+P̃)2(K−2P̃) and d2 −

β1c1Z̃2
1

n1+Z̃1
2 , respectively.

Theorem 6. The fish free equilibrium E4(P̄, Z̄1, Z̄2, 0) is locally asymptotically stable if A1 > 0 ,
C1 > 0 , D1 > 0 and A1B1C1 > C2

1 + A2
1D1.

Proof. The corresponding Jacobian matrix at E4 is given by

[J]E4 =


Q1 Q2 0 0
Q3 Q4 Q5 Q6
0 Q7 Q8 Q9
0 0 0 Q10


Now, the corresponding characteristic equation at E4 of the above Jacobian matrix is

λ4 + A1λ3 + B1λ2 + C1λ + D1 = 0

where the algebraic expression of A1, B1, C1, D1 and all other associated expression are
provided in Appendix A.

Thus, according to the Routh–Hurwitz criterion, the above characteristic equation has
negative eigenvalues or eigenvalues with negative real parts if A1 > 0 , C1 > 0 , D1 > 0
and A1B1C1 > C2

1 + A2
1D1. Therefore, the fish free equilibrium E4(P̄, Z̄1, Z̄2, 0) is locally

asymptotically stable if A1 > 0 , C1 > 0 , D1 > 0 and A1B1C1 > C2
1 + A2

1D1.
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Theorem 7. The carnivorous zooplankton free equilibrium E5(P̂, Ẑ1, 0, F̂) is locally asymptotically
stable if A2 > 0 , C2 > 0 , D2 > 0 and A2B2C2 > C2

2 + A2
2D2.

Proof. The corresponding Jacobian matrix at E5 is given by

[J]E5 =


M1 M2 0 0
M3 M4 M5 M6
0 0 M7 0
0 M8 M9 M10


Then, the corresponding characteristic equation at E5 of the above Jacobian matrix is

λ4 + A2λ3 + B2λ2 + C2λ + D2 = 0

where the algebraic expression of A2, B2, C2, D2 and all other associated expression are
provided in Appendix A.

Thus, according to Routh–Hurwitz criterion the above characteristic equation has
negative eigenvalues or eigenvalues with negative real parts if A2 > 0 , C2 > 0 , D2 > 0
and A2B2C2 > C2

2 + A2
2D2 which imply the carnivorous zooplankton free equilibrium

E5(P̂, Ẑ1, 0, F̂) is locally asymptotically stable if A2 > 0 , C2 > 0 , D2 > 0 and A2B2C2 >
C2

2 + A2
2D2.

Theorem 8. The interior equilibrium E∗(P∗, Z∗1 , Z∗2 , F∗) is locally asymptotically stable if A∗ > 0,
C∗ > 0 , D∗ > 0 and A∗B∗C∗ > C∗2 + A∗2D∗.

Proof. The corresponding Jacobian matrix at the interior equilibrium point E∗ is given by

[J]E∗ =


N1 N2 0 0
N3 N4 N5 N6
0 N7 N8 N9
0 N10 N11 N12


Now, the characteristic equation at E∗ of the above Jacobian matrix is

λ4 + A∗λ3 + B∗λ2 + C∗λ + D∗ = 0 (11)

where the algebraic expression of A∗, B∗, C∗, D∗ and all other associated expression are
provided in Appendix A.

Thus, according to Routh–Hurwitz criterion the above characteristic equation has
negative eigenvalues or eigenvalues with negative real parts if A∗ > 0, C∗ > 0, D∗ > 0 and
A∗B∗C∗ > C∗2 + A∗2D∗. Therefore, the interior equilibrium E∗(P∗, Z∗1 , Z∗2 , F∗) is locally
asymptotically stable if A∗ > 0, C∗ > 0, D∗ > 0 and A∗B∗C∗ > C∗2 + A∗2D∗.

The expressions for the components of E∗ cannot be obtained explicitly; hence, the
explicit parametric restrictions for the stability of E∗ cannot be obtained. We use numerical
examples to explain the stability of interior equilibrium. For this purpose, we choose
the parameter values r = 0.5, K = 30.0, b1 = 0.05, m1 = 2.0, α1 = 0.03, c1 = 0.5,
n1 = 4.0, c2 = 0.0002, n2 = 4.0, d1 = 0.0001, β1 = 0.05, e1 = 0.1, d2 = 0.00001, ξ = 0.01,
δ = 0.001, f1 = 1.0, f2 = 3.0, γ1 = 0.3, γ2 = 0.6, d3 = 0.001, q = 0.1, E = 0.01.
For this choice of parameter values, we obtain the unique interior equilibrium point
E∗ = (25.01, 0.33, 0.03, 0.027) and (11) becomes

λ4 + 6.3804λ3 + 21.3.16λ2 + 40.2474λ + 24.7218 = 0.

Here A∗, C∗ and D∗ are positive and A∗B∗C∗(= 5473.22) > {C∗2 + A∗2D∗} (=2626.11)
and the eigenvalues are −1.2877± 2.6425i, −2.7734 and −1.3016. Thus by Routh–Hurwitz
criteria, E∗ is locally asymptotically stable.
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4.3. Global Stability

In this section, global stability has been discussed by choosing a suitable Lyapunov
function of the system (1) around the interior equilibrium E∗(P∗, Z∗1 , Z∗2 , F∗). Linear stability
analysis tells us how a system behaves near an equilibrium point. It does not, however,
tell us anything about what happens farther away from equilibrium. A technique due to
Liapunov can be used to determine the stability of an equilibrium point in the large, i.e.,
near and far from the equilibrium point.

Definition 1. Let U be a region of phase space containing the equilibrium point x∗. Let V : U → R
be a continuous and differentiable function. V is a positive definite function for the point x∗ if it
satisfies the following two conditions: (i) V(x∗) = 0 and (ii) V(x) > 0 for x ∈ U − {x∗}.

Definition 2 (Globally Asymptotically Stable Equilibrium). If the Lyapunov function V is
globally positive definite and the time derivative of the Lyapunov function is globally negative
definite:

V̇(x) < 0 for ∀x ∈ Rn − {x∗}

then the equilibrium point x∗ is proven to be globally asymptotically stable.

Theorem 9. If α1, β1, γ1 and γ2 are less than unity, then

(i) The zooplankton and fish free axial equilibrium E1(K, 0, 0, 0) is globally asymptotically stable
if d1m1 > b1K and d2 > ξ.

(ii) The carnivorous zooplankton and fish free planar equilibrium E2(P̃, Z̃1, 0, 0) is globally asymp-
totically stable if r > b1KZ̃1 and d2 > ξ + c1 and d3 + qE > c2.

(iii) The fish free equilibrium E4(P̄, Z̄1, Z̄2, 0) is globally asymptotically stable if r > b1KZ̄1,
c1n1Z̄2 > c2 F̄ and d3 + qE > c2Z̄1 + e1Z̄2.

(iv) The carnivorous zooplankton free equilibrium E5(P̂, Ẑ1, 0, F̂) is globally asymptotically stable
if r > b1KẐ1 and d2 + γ2e1 F̂ > ξ.

Proof. The proof can be made with the help of Lyapunov–Lasalle’s invariance principle [57],
such as the proof of Theorem 10. Therefore, we have omitted the proof.

Theorem 10. The interior equilibrium E∗(P∗, Z∗1 , Z∗2 , F∗) is globally asymptotically stable if

α1m1 < (m1 + P∗), r
K >

b1Z∗1
(m1+P)(m1+P∗) , and c1Z∗2

c2F∗ (n1 − Z1Z∗1 ) >
(n1Z2

1)(n1Z∗1
2)

(n2+Z1)(n2+Z∗1 )
.

Proof. To prove the global stability of the proposed system (1), first, we construct a suitable
Lyapunov function about the interior equilibrium point E∗ = (P∗, Z∗1 , Z∗2 , F∗). There, we
consider the following function.

Π(P, Z1, Z2, F) = θ1

[
P− P∗ − P∗ln

P
P∗

]
+ θ2

[
Z1 − Z∗1 − Z∗1 ln

Z1

Z∗1

]
+θ3

[
Z2 − Z∗2 − Z∗2 ln

Z2

Z∗2

]
+ θ4

[
F− F∗ − F∗ln

F
F∗

]
where the Lyapunov function Π is globally positive definite. Now, differentiating Π with
respect to t along the solution of the system (1), we obtain

dΠ
dt

= θ1

(
1− P∗

P

)
dP
dt

+ θ2

(
1−

Z∗1
Z1

)
dZ1

dt
+ θ3

(
1− Z∗2

Z2

)
dZ2

dt
+ θ4

(
1− F∗

F

)
dF
dt

= θ1
dS1

dt
+ θ2

dS2

dt
+ θ3

dS3

dt
+ θ4

dS4

dt

Therefore, we have to compute dS1
dt , dS2

dt , dS3
dt , and dS4

dt .
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dS1
dt

=

(
1− P∗

P

)[
rP(1− P

K
)− b1PZ1

(m1 + P)

]
=

[
− r

K
+

b1Z∗1
(m1 + P)(m1 + P∗)

]
(P− P∗)2 − b1(m1 + P∗)

(m1 + P)(m1 + P∗)
(P− P∗)(Z1 − Z∗1 )

dS2
dt

=

(
1−

Z∗1
Z1

)[
α1b1PZ1
m1 + P

−
c1Z2

1 Z2

n1 + Z2
1
− c2Z1F

n2 + Z1
− d1Z1

]
=

[
c2F∗

(n2 + Z1)(n2 + Z∗1 )
+

(c1Z1Z∗1 Z∗2 − c1n1Z∗2 )
(n1 + Z2

1)(n1 + Z∗1
2)

]
(Z1 − Z∗1 )

2

+
α1b1m1

(m1 + P)(m1 + P∗)
(P− P∗)(Z1 − Z∗1 )−

c1Z1(n1 + Z∗1
2)

(n1 + Z2
1)(n1 + Z∗1

2)
(Z1 − Z∗1 )(Z2 − Z∗2 )

−
c2(n2 + Z∗1 )

(n2 + Z1)(n2 + Z∗1 )
(Z1 − Z∗1 )(F− F∗)

dS3

dt
=

(
1− Z∗2

Z2

)[
β1c1Z2

1 Z2

n1 + Z2
1
− e1Z2F− d2Z2 + ξZ2 −

δZ2
2

f1Z1 + f2Z2

]
= −

δ f1Z∗1
( f1Z1 + f2Z2)( f1Z∗1 + f2Z∗2 )

(Z2 − Z∗2 )
2

+

[
β1c1n1(Z1 + Z∗1 )

(n1 + Z2
1)(n1 + Z∗1

2)
+

δ f1Z∗2
( f1Z1 + f2Z2)( f1Z∗1 + f2Z∗2 )

]
(Z1 − Z∗1 )(Z2 − Z∗2 )

−e1(Z2 − Z∗2 )(F− F∗)

dS4

dt
=

(
1− F∗

F

)[
γ1c2Z1F
n2 + Z1

+ γ2e1Z2F− d3F− qEF
]

=
γ1c2n2

(n2 + Z1)(n2 + Z∗1 )
(Z1 − Z∗1 )(F− F∗) + γ2e1(Z2 − Z∗2 )(F− F∗)

Now,

dΠ
dt

= θ1

[
− r

K
+

b1Z∗1
(m1 + P)(m1 + P∗)

]
(P− P∗)2

+θ2

[
c2F∗

(n2 + Z1)(n2 + Z∗1 )
+

c1Z1Z∗1 Z∗2
(n1 + Z2

1)(n1 + Z∗1
2)
−

c1n1Z∗2
(n1 + Z2

1)(n1 + Z∗1
2)

]
(Z1 − Z∗1 )

2

−θ3
δ f1Z∗1

( f1Z1 + f2Z2)( f1Z∗1 + f2Z∗2 )
(Z2 − Z∗2 )

2

−
[

θ1
b1(m1 + P∗)

(m1 + P)(m1 + P∗)
− θ2

α1b1m1
(m1 + P)(m1 + P∗)

]
(P− P∗)(Z1 − Z∗1 )

+

[
θ3

{
β1c1n1(Z1 + Z∗1 )

(n1 + Z2
1)(n1 + Z∗1

2)
+

δ f1Z∗2
( f1Z1 + f2Z2)( f1Z∗1 + f2Z∗2 )

}
−θ2

c1Z1(n1 + Z∗1
2)

(n1 + Z2
1)(n1 + Z∗1

2)

]
(Z1 − Z∗1 )(Z2 − Z∗2 )

−
[

θ3e1 − θ4e1γ2

]
(Z2 − Z∗2 )(F− F∗)

+

[
θ4

γ1c2n2
(n2 + Z1)(n2 + Z∗1 )

− θ2
c2(n2 + Z∗1 )

(n2 + Z1)(n2 + Z∗1 )

]
(Z1 − Z∗1 )(F− F∗)



Mathematics 2023, 11, 3011 14 of 37

Let θ1 = 1 and θ2 = 1, then θ3 =
c1Z1(n1+Z∗1

2)( f1Z1+ f2Z2)( f1Z∗1+ f2Z∗2 )
β1c1n1(Z1+Z∗1 )( f1Z1+ f2Z2)( f1Z∗1+ f2Z∗2 )+δ f1Z∗2 (n1+Z2

1)(n1+Z∗1
2)

and θ4 =
n2+Z∗1
γ1n2

, then the coefficient of (Z1 − Z∗1 )(Z2 − Z∗2 ) and (Z1 − Z∗1 )(F− F∗) are van-
ish. The coefficient of (P− P∗)(Z1 − Z∗1 ) and (Z2 − Z∗2 )(F − F∗) are negative if α1m1 <

(m1 + P∗) and θ3
θ4

> γ2, respectively. The coefficient of (P − P∗)2 is strictly negative if
r
K >

b1Z∗1
(m1+P)(m1+P∗) and the coefficient of (Z1−Z∗1 )

2 is strictly negative if c1Z∗2
c2F∗ (n1−Z1Z∗1 ) >

(n1Z2
1)(n1Z∗1

2)
(n2+Z1)(n2+Z∗1 )

.

Hence, Π̇ is negative definite under the above conditions. Therefore, by Lyapunov–
Lasalle’s invariance principle [57], the interior equilibrium E∗(P∗, Z∗1 , Z∗2 , F∗) is globally

asymptotically stable if α1m1 < (m1 + P∗), r
K >

b1Z∗1
(m1+P)(m1+P∗) and c1Z∗2

c2F∗ (n1 − Z1Z∗1 ) >

(n1Z2
1)(n1Z∗1

2)
(n2+Z1)(n2+Z∗1 )

.

Note that the conditions for local and global stability of the interior equilibrium in a
dynamical system are related but have distinct implications. Here is an overview of their
connection:

Local Stability: Local stability refers to the behavior of a system in the neighborhood of
an equilibrium point. For an interior equilibrium point, its local stability is determined by
the eigenvalues of the Jacobian matrix evaluated at that point. Specifically, if all eigenvalues
have negative real parts, the equilibrium point is locally stable.

Global Stability: Global stability, on the other hand, pertains to the behavior of a
system across its entire state space. It implies that regardless of the initial conditions, the
system converges to the equilibrium point of interest. By establishing a Lyapunov function
that exhibits global properties, it provides information about the long-term behavior of
the system and whether trajectories starting from any initial condition will converge to the
equilibrium point.

In summary, local stability assesses the behavior near an equilibrium point based on
the eigenvalues of the Jacobian matrix. Global stability extends the analysis to the entire
state space and requires additional conditions, often established using Lyapunov functions,
to demonstrate convergence from any initial condition. Local stability is a prerequisite for
global stability, as a globally stable equilibrium must also be locally stable.

5. Hopf Bifurcation Analysis

The aim of this section is to investigate the Hopf bifurcation analysis of our proposed
system (1) around the positive interior equilibrium point. Different dynamical behavior
may occur in the mathematical model for the variation of model parameters. Bifurcation
analysis is a powerful tool in the study of dynamic systems, allowing us to understand
the qualitative changes that occur in the system’s behavior as parameters are varied. It
helps identify critical points, stability properties, and the existence of multiple solutions,
providing insights into the system’s stability, oscillations, and other complex phenomena.
Here we determine the stability of the system (1) with the variation of different parameters
such as ξ (conversion rate of carnivorous zooplankton due to cannibalism), n1 (Holling type
III half saturation constant), b1 (capture rate of herbivorous zooplankton to phytoplankton),
and e1 (predation rate of fish) as bifurcation parameters.

The bifurcation of a system refers to a qualitative change in the behavior of the
solutions of the equation as a parameter in the equation is varied. It occurs when the
parameter reaches a critical value at which the equilibrium points or the nature of the
solutions undergo a significant transformation. In the following theorem, we show that
when the conversion rate (ξ) of carnivorous zooplankton due to cannibalism exceeds the
critical value ξ = ξ∗ then the system (1) undergoes Hopf bifurcation around the positive
interior equilibrium point.
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Theorem 11. When the conversion rate ξ to the newly juvenile carnivorous zooplankton due to
cannibalism exceeds a critical value, the system (1) enters into Hopf bifurcation around the positive
interior equilibrium. The necessary and sufficient conditions for Hopf bifurcation to occur is that
there exists ξ = ξ∗ such that

(i) φ(ξ∗) ≡ A∗(ξ∗)B∗(ξ∗)C∗(ξ∗)− C∗2(ξ∗)− D∗(ξ∗)A∗2(ξ∗) = 0

(ii)
[

dRe(ρj(ξ))

dξ

]
ξ=ξ∗

6= 0

where λ is the root of the characteristic equation corresponding to the interior equilibrium point.

Proof. For ξ = ξ∗, we can write the characteristic equation λ4 + A∗λ3 + B∗λ2 + C∗λ +
D∗ = 0 as:

(λ2 +
C∗

A∗
)(λ2 + A∗λ +

A∗D∗

C∗
) = 0

If the roots of the above equation are ρi, (i = 1, 2, 3, 4) and the pair of purely imaginary
roots at ξ = ξ∗ are ρ1 and ρ2, then we have

ρ3 + ρ4 = −A∗ (12)

ω2
0 + ρ3ρ4 = B∗ (13)

ω2
0(ρ3 + ρ4) = −C∗ (14)

ω2
0ρ3ρ4 = D∗ (15)

where ω0 = Imρ1(ξ
∗). With the help of above ω0 =

√
C∗
A∗ . Now, if ρ3 and ρ4 are complex

conjugate, then from (12), it follows that 2Re(ρ3) = −A∗; if they are real roots then by (13)
and (14) we conclude that ρ3 < 0 and ρ4 < 0.

Now, we can verify the transversality condition[dRe(ρj(ξ))

dξ

]
ξ=ξ∗

6= 0, j = 3, 4.

With the help of the property of continuity of the roots of φ(ξ∗), there exists an open
interval (ξ∗ − ε, ξ∗ + ε) for some positive ε. Thus, for ξ ∈ (ξ∗ − ε, ξ∗ + ε), the characteristic
Equation (11) has no roots whose real parts are negative. Let ρ3 and ρ4 are complex
conjugate for ξ. Suppose their general forms in this neighborhood are

ρ3(ξ) = ψ1(ξ) + iψ2(ξ)
ρ4(ξ) = ψ1(ξ)− iψ2(ξ)

To verify the transversality condition
[

dRe(ρj(ξ))

db1

]
ξ=ξ∗

6= 0, j = 3, 4, substituting

ρj(ξ) = ψ1(ξ)± iψ2(ξ) , into the characteristic Equation (11) and calculating the derivative,
we have

χ1(ξ)ψ
′
1(ξ)− χ2(ξ)ψ

′
2(ξ) + χ3(ξ) = 0,

χ2(ξ)ψ
′
1(ξ) + χ1(ξ)ψ

′
2(ξ) + χ4(ξ) = 0.

where

χ1(ξ) = 4ψ3
1(ξ)− 12ψ1(ξ)ψ

2
2(ξ) + 3A∗(ξ)(ψ2

1(ξ)− ψ2
2(ξ)) + 2B∗(ξ)ψ1(ξ) + C∗(ξ),

χ2(ξ) = 12ψ2
1(ξ)ψ2(ξ)− 4ψ3

2(ξ) + 6A∗(ξ)ψ1(ξ)ψ2(ξ) + 2B∗(ξ)ψ2(ξ),
χ3(ξ) = (ψ3

1(ξ)− 3ψ1(ξ)ψ
2
2(ξ))A∗′(ξ)+ (ψ2

1(ξ)−ψ2
2(ξ))B∗′(ξ)+ψ1(ξ)C′(ξ)+D∗′(ξ),

χ4(ξ) = (3ψ2
1(ξ)ψ2(ξ)− ψ3

2(ξ))A∗′(ξ) + 2ψ1(ξ)ψ2(ξ)B∗′(ξ) + ψ2(ξ)C∗′(ξ).
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Determining that ψ1(ξ
∗) = 0 and ψ2(ξ

∗) =
√

C∗(ξ∗)
A∗(ξ∗) , for ξ = ξ∗, then we ob-

tain χ1(ξ
∗) = −2C∗, χ2(ξ

∗) = 2
√

C∗
A∗ (B∗ − 2C∗

A∗ ), χ3(ξ
∗) = D∗′ − B∗′C∗

A∗ and χ4(ξ
∗) =√

C∗
A∗ (C

∗′ − A∗′C∗
A∗ ).

Solving for ψ′1(ξ) at ξ = ξ∗, we have[dRe(ρj(ξ))

dξ

]
ξ=ξ∗

= ψ′1(ξ
∗)

= −χ2(ξ
∗)χ4(ξ

∗) + χ1(ξ
∗)χ3(ξ

∗)

χ2
1(ξ
∗) + χ2

2(ξ
∗)

=
2 C∗

A∗ (
A∗B∗−2C∗

A∗ )( A∗C∗′−A∗′C∗
A∗ )

4C∗2 + 4C∗
A∗

(A∗B∗−2C∗)2

A∗2

=
A∗2(A∗D∗′ − B∗′C∗)− (A∗B∗ − 2C∗)(A∗C∗′ − A∗′C∗)

2A∗3C∗ + 2(A∗B∗ − 2C∗)2 6= 0

if A∗2(A∗D∗′ − B∗′C∗)− (A∗B∗ − 2C∗)(A∗C∗′ − A∗′C∗) 6= 0.
Hence, the transversality condition holds if A∗2(A∗D∗′− B∗′C∗)− (A∗B∗− 2C∗)(A∗C∗′

−A∗′C∗) 6= 0 and thus the Hopf bifurcation occurs at ξ = ξ∗.
Therefore, in this system (1) the Hopf bifurcation occurs if A∗(ξ)B∗(ξ)C∗(ξ)−C∗2(ξ)−

D∗(ξ)A∗2(ξ) = 0 and
[

dRe(ρj(ξ))

dξ

]
ξ=ξ∗

6= 0, j = 3, 4.

5.1. Stability and Direction of Hopf Bifurcation

In this section, we analyze the stability and the direction of Hopf bifurcating periodic
solution by reducing the system of differential Equation (1) into normal form by following
the procedure prescribed by Hassard et al. [58]. Because of this, we introduced new
variables P = P∗ + w1, Z1 = Z∗1 + w2, Z2 = Z∗2 + w3 F = F∗ + w4, then the system (1) can
be reduced to the following form

Ẋ = AX + B (16)

where Ẋ denotes the time derivative of X. In addition, B and AX are the nonlinear and
linear parts of the system, respectively. Moreover,

X =


w1
w2
w3
w4

, A =


m11 −m12 0 0
m21 m22 −m23 −m24

0 m32 m33 −m34
0 m42 m43 m44

, B =


b11
b21
b31
b41


where the expression of m11, m12, m21, m22, m23, m24, m32, m33, m34, m42, m43, m44, b11, b21,
b31, b41 are provided in the Appendix A.

Now, from Theorem 8, we have the equation (λ2 + C∗
A∗ )(λ

2 + A∗λ + A∗D∗
C∗ ) = 0. It is

clear from the equation that λ1,2 = ±iω0, where ω0 =
√

C∗
A∗ and other two eigenvalues

have negative real part say −p1 and −p2.
Now, we attempt to find a transformation matrix G which reduces the matrix A in the

following form

G−1 AG =


0 −ω0 0 0

ω0 0 0 0
0 0 −p1 0
0 0 0 −p2


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and the corresponding non-singular matrix G is given by the following matrix

G =


G11 G12 G13 G14
G21 G22 G23 G24
G31 G32 G33 G34
G41 G42 G43 G44


where
G11 = 1, G12 = 0, G13 = m12{(m33+p1)(m44+p1)+m34m43}

(m11+p1)
, G14 = m12{(m33+p2)(m44+p2)+m34m43}

(m11+p2)

G21 = m11
m12

, G22 = − ω0
m12

, G23 = (m33 + p1)(m44 + p1) + m34m43,
G24 = (m33 + p2)(m44 + p2) + m34m43, G31 = m34m42 + m32m44,
G32 = −ω0m32, G33 = −{m34m42 + m32(m44 + p1)}, G34 = −{m34m42 + m32(m44 + p2)},
G41 = m33m42 −m32m43, G42 = −ω0m42, G43 = m32m43 −m42(m33 + p1),
G44 = m32m43 −m42(m33 + p2).

To fulfil the normal form of Equation (16), we use another change of variable, i.e.,
X = GY, where Y = (y1, y2, y3, y4)

T .
Equation (16) takes the following form after some algebraic calculation

Ẏ = ΛY + F (17)

where Λ = G−1 AG and F = G−1 f =


F1(y1, y2, y3, y4)
F2(y1, y2, y3, y4)
F3(y1, y2, y3, y4)
F4(y1, y2, y3, y4)

 and also f is of the form given

by f =


f1(y1, y2, y3, y4)
f2(y1, y2, y3, y4)
f3(y1, y2, y3, y4)
f4(y1, y2, y3, y4)

 where the expression of f1(y1, y2, y3, y4), f2(y1, y2, y3, y4),

f3(y1, y2, y3, y4) and f4(y1, y2, y3, y4) are provided in Appendix A.
Equation (17) is the normal form of (16) from which the direction and the stability

of Hopf bifurcation can be computed. The first term, AX, on the right-hand side of the
Equation (16) is linear, and the second term, B, on the right side of the Equation (16),
is nonlinear in y’s. To evaluate the direction of the periodic solution, we compute the
following quantities at ξ = ξ∗

g11 =
1
4

[
∂2F1
∂y1

2 +
∂2F1
∂y22 + i

(
∂2F2

∂y1
2 +

∂2F2

∂y22

)]
g02 =

1
4

[
∂2F1
∂y1

2 −
∂2F1
∂y22 − 2

∂2F2
∂y1∂y2

+ i
(

∂2F2

∂y1
2 −

∂2F2

∂y22 + 2
∂2F1

∂y1∂y2

)]
g20 =

1
4

[
∂2F1
∂y1

2 −
∂2F1
∂y22 + 2

∂2F2
∂y1∂y2

+ i
(

∂2F2

∂y1
2 −

∂2F2

∂y22 − 2
∂2F1

∂y1∂y2

)]
G21 =

1
8

[
∂3F1
∂y1

3 +
∂3F1

∂y1∂y22 +
∂3F2

∂y1
2∂y2

− ∂3F2

∂y23 + i
(

∂3F2

∂y1
3 +

∂3F2

∂y1∂y22 −
∂3F1

∂y1
2∂y2

− ∂3F1
∂y23

)]
Gj

110 =
1
2

[
∂2F1

∂y1∂yj
+

∂2F2
∂y2∂yj

+ i
(

∂2F2
∂y1∂yj

− ∂2F1
∂y2∂yj

)]
Gj

101 =
1
2

[
∂2F1

∂y1∂yj
− ∂2F2

∂y2∂yj
+ i
(

∂2F2
∂y1∂yj

+
∂2F1

∂y2∂yj

)]
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hj
11 =

1
4

[
∂2Fj

∂y1
2 +

∂2Fj

∂y22

]
hj

20 =
1
4

[
∂2Fj

∂y1
2 −

∂2Fj

∂y22 − i2
∂2Fj

∂y1∂y2

]
wj

11 =
hj

11
qj

, wj
20 =

hj
20

qj + 2iw0
, j = 1, 2

g21 = G21 + 2(G1
110w1

11 + G1
110w2

11) + (G1
101w1

20 + G2
101w2

20)

Now, we can compute the following quantities :

C1(0) =
i

2ω0

(
g11g20 − 2|g11|2 −

|g02|2
3

+
g21

2

)
µ2 = − Re{C1(0)}

Re{λ′(ξ∗)}

τ2 = − Im{C1(0)}+ µ2 Im{λ′(ξ∗)}
ω0

β2 = 2Re{C1(0)}

Thus, the Hopf bifurcation of the proposed system (1) at E∗ is non-degenerate and
supercritical provided the sign of µ2 is positive and subcritical if µ2 is negative. The
bifurcating periodic solutions exist for ξ > ξ∗(ξ < ξ∗); τ2 determines the period of the
bifurcating periodic solutions, the period increases (decreases) if τ2 > 0(τ2 < 0) and β2
determines the stability of bifurcating periodic solutions. The bifurcating periodic solutions
are orbitally asymptotically stable (unstable) if β2 < 0(β2 > 0).

6. Optimal Harvesting Policy

In this section, we analyze the optimal harvesting policy by maximizing the total
discounted net revenue from harvesting using the harvesting rate as a control parameter.

The main challenge in the commercial utilization of renewable resources, from an
economic perspective, is to choose the best trade-off between current and future harvests.
The commercial side of fishing is highlighted in this optimum control problem. It is a
thorough study of the optimal harvesting policy and the profit earned by harvesting. It
focuses on quadratic costs and the conservation of fish population by constraining the latter
to always stay above a critical threshold. The prime reason for using quadratic costs is that
it allows us to derive an analytical expression for the optimal harvest; the resulting solution
is different from the bang–bang solution, which is usually obtained in the case of a linear
cost function. It is assumed that price is a function that decreases with increasing biomass.
Thus, to maximize the total discounted net revenues from the fishery, the optimal control
problem can be formulated as:

L(E) =
∫ t f

t0

e−ηt[(s− hqEF)qEF− aE]dt (18)

where η is the annual discount rate which is fixed by harvesting agencies, s is the constant
price per unit biomass of fish, h is the economic constant, and a is the constant cost of
harvesting effort.

Suppose Eη is an optimal control with corresponding states Pη , Z1η , Z2η and Fη .
We take Bη(Pη , Z1η , Z2η , Fη) as the optimal equilibrium point. Therefore, we intend to

derive optimal control Eη , such that

L(Eη) = max{L(E) : E ∈ U}
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where U is the control set defined by U = {E : [t0, t f ] → [0, Emax]|. E is Lebesgue
measurable.

Now, the Hamiltonian of the optimal control problem is given by

H = (s− hqEF)qEF− aE

+ν1{rP(1− P
K
)− b1PZ1

m1 + P
}

+ν2{
α1b1PZ1

m1 + P
−

c1Z2
1 Z2

n1 + Z2
1
− c2Z1F

n2 + Z1
− d1Z1}

+ν3{
β1c1Z2

1 Z2

n1 + Z2
1
− e1Z2F− d2Z2 + ξZ2 −

δZ2
2

f1Z1 + f2Z2
}

+ν4{
γ1c2Z1F
n2 + Z1

+ γ2e1Z2F− d3F− qEF}

where νi, i = 1, 2, 3, 4 are the adjoint variables.
Here, the transversality condition gives νi(t f ) = 0, i = 1, 2, 3, 4.
Now, it is easy to find the characterization of the optimal control Eη .
On the set t : 0 < Eη(t) < Emax, we have

∂H
∂E

= sqF− 2hq2F2E− a− ν4qF

Thus at Bη(Pη , Z1η , Z2η , Fη), E = Eη(t) and ∂H
∂E = sqF− 2hq2F2E− a− ν4qF = 0 which

implies that,

sqFη − 2hq2F2
η Eη − a− ν4qFη = 0

i.e., Eη =
sqFη − a− ν4qFη

2hq2F2
η

Now, the adjoint equations at the point Bη(Pη , Z1η , Z2η , Fη) are as follows:

dν1

dt
= ην1 −

(
∂H
∂P

)
Bη

= ην1 −
[

ν1

{
r−

2rPη

K
−

b1m1Z1η

(m1 + Pη)2

}
+ ν2

{
α1b1m1Z1η

(m1 + Pη)2

}]
(19)

dν2

dt
= ην2 −

(
∂H
∂Z1

)
Bη

= ην2 −
[

ν1

{
−

b1Pη

(m1 + Pη)

}
+ ν2

{
α1b1Pη

(m1 + Pη)
−

2c1n1Z1η Z2η

(n1 + Z2
1η
)2
−

c2n2Fη

(n2 + Z1η )
2 − d1

}

+ν3

{2β1c1n1Z1η Z2η

(n1 + Z2
1η
)2

+
δ f1Z2

2η

( f1Z1η + f2Z2η )
2

}
+ ν4

{
γ1c2n2Fη

(n2 + Z1η )
2

}]
(20)
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dν3

dt
= ην3 −

(
∂H
∂Z2

)
Bη

= ην3 −
[

ν2

{
−

c1Z2
1η

(n1 + Z2
1η
)

}
+ ν3

{ β1c1Z2
1η

(n1 + Z2
1η
)
− e1Fη − d2 + ξ −

δ(2 f1Z1η Z2η + f2Z2
2η
)

( f1Z1η + f2Z2η )
2

}

+ν4

{
γ2e1Fη

}]
(21)

dν4

dt
= ην4 −

(
∂H
∂F

)
Bη

= ην4 −
[

sqE− 2hq2E2Fη + ν2

{
−

c2Z1η

(n2 + Z1η )

}
+ ν3

{
− e1Z2η

}
+ν4

{
γ1c2Z1η

(n2 + Z1η )
+ γ2e1Z2η − d3 − qE

}]
(22)

Equations (19)–(22) are the system of simultaneous differential equations of the first
order, and it is easy to find the analytical solution of the equation using the initial conditions
νi(t f ) = 0, i = 1, 2, 3, 4. In this regard, it should be noted that we have formulated
the optimal control by considering fishing effort as a control parameter. The optimal
control problem will be numerically solved with the help of the forward–backward sweep
technique of the fourth-order Runge–Kutta method to explore numerical simulations.

7. Numerical Simulation

In this section, we check the feasibility of our analysis pertaining to the stability condi-
tions of the system (1) numerically using MATLAB. By choosing the following parametric
values in model (1), we have drawn Figure 3 by taking r = 0.5, K = 30.0, b1 = 0.05,
m1 = 2.0, α1 = 0.03, c1 = 0.5, n1 = 4.0, c2 = 0.0002, n2 = 4.0, d1 = 0.0001, β1 = 0.05,
e1 = 0.1, d2 = 0.00001, ξ = 0.01, δ = 0.001, f1 = 1.0, f2 = 3.0, γ1 = 0.3, γ2 = 0.6,
d3 = 0.001, q = 0.1, E = 0.01. Figure 3 shows the evolution of phytoplankton, herbivorous
zooplankton, carnivorous zooplankton, and fish population with respect to time, and it
is observed from this figure that our proposed system (1) is locally asymptotically stable
around the interior equilibrium point E∗ = (25.01, 0.33, 0.03, 0.027).
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Figure 3. Stability of the interior equilibrium of the system (1).
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Figure 3 shows the local stability of the coexisting equilibrium point E∗. Now it is
noted that an equilibrium point of a dynamical system is locally stable if there is a slight
change in the value of the equilibrium point and takes the changed value as an initial
value, then the system will still converge to that equilibrium point. In this context, we have
incorporated the phase portrait diagram (Figure 4) of our system (1) to comprehend the
local stability of the coexisting equilibrium E∗ in a better way. In Figure 4, it is seen that if
we make a small change in the equilibrium point E∗ and consider the changed value of E∗

as an initial value, then the system (1) still converges to that equilibrium point E∗.
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Figure 4. Phase portrait diagram of the system (1) showing local stability of the coexisting equilibrium
point E∗.

Now, considering the following set of parameter values in the system (1), r = 3.0,
K = 30.0, b1 = 0.05, m1 = 2.0, α1 = 0.03, c1 = 0.5, c2 = 0.2, n2 = 2.0, d1 = 0.0001, β1 = 0.5,
e1 = 1.0, d2 = 0.001, ξ = 0.01, δ = 0.01, f1 = 1.0, f2 = 1.0, γ1 = 0.3, γ2 = 0.2, d3 = 0.01,
q = 0.1, E = 0.01, the bifurcation diagram of phytoplankton, herbivorous zooplankton,
carnivorous zooplankton, and fish population with respect to n1 (half saturation constant)
is shown in Figure 5.
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Figure 5. Bifurcation analysis with respect to n1 of the system (1).
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For a better understanding of the bifurcation scenario with respect to n1 as the bifur-
cating parameter, we have plotted the time series evaluation (see Figure 6) of the system (1)
and the phase portrait (see Figure 7) of the system (1) for n1 = 8 and the other parameters
value remains the same as Figure 5. This allows us to isolate the influence of n1 and observe
its impact on the system’s behavior over time. If we gradually increase the value of n1,
the system (1) enters a limit cycle oscillation from a stable position. Figure 8 (for the time
evolution) and Figure 9 (for the phase diagram) show limit cycle oscillation for n1 = 15
and the other parameters value remain same as Figure 5.
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Figure 6. Time evolution of the model system (1) with n1 = 8 and the other parameters value remain
same as Figure 5.
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space.
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Figure 8. Time evolution of the model system (1) with n1 = 15 and the other parameters value remain
the same as Figure 5.
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Figure 9. Phase portrait of the system (1) for n1 = 15 in (a) P− Z2 − F space and (b) Z1 − Z2 − F
space.

The bifurcation diagram of phytoplankton, herbivorous zooplankton, carnivorous
zooplankton, and fish population with respect to the capture rate (b1) of herbivorous
zooplankton to phytoplankton is shown in Figure 10 for r = 3.0, K = 30.0, m1 = 2.0,
α1 = 0.03, c1 = 0.5, n1 = 5.0, c2 = 0.2, n2 = 2.0, d1 = 0.0001, β1 = 0.5, e1 = 1.0, d2 = 0.001,
ξ = 0.01, δ = 0.01, f1 = 1, f2 = 1.0, γ1 = 0.3, γ2 = 0.2, d3 = 0.01, q = 0.1, E = 0.01. For
this set of parametric values, see Figure 10 with respect to b1 and the system (1) goes into
Hopf bifurcation when the value of b1 ∈ (0.07, 0.1), which is shown in Figure 10.
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Figure 10. Bifurcation analysis with respect to b1 of the system (1).

To enhance comprehension of the bifurcation scenario, specifically in relation to the
parameter n1 serving as the bifurcating parameter, we have generated a graphical represen-
tation of the time series analysis (see Figure 11) of the system (1) and the phase portrait
(see Figure 12) of the system (1) for b1 = 0.0488 and the other parameters value remain
same as Figure 10. As the value of b1 gradually increases, the system (1) transitions from a
stable position to a limit cycle oscillation. The time evolution is depicted in Figure 13, while
the corresponding phase diagram is illustrated in Figure 14. These figures demonstrate
the occurrence of a limit cycle oscillation when b1 is set to 0.5 while keeping the other
parameter values unchanged as shown in Figure 10.
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Figure 11. Time evolution of the model system (1) with b1 = 0.048 and the other parameters value
remain same as Figure 10.
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Figure 12. Phase portrait of the system (1) in (a) P− Z2 − F space and (b) Z1 − Z2 − F space for
b1 = 0.048.
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Figure 13. Time evolution of the model system (1) with b1 = 0.5 and the other parameters value
remain same as Figure 10.
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Figure 14. Phase portrait of the system (1) for b1 = 0.5 in (a) P− Z1 − Z2 space and (b) Z1 − Z2 − F
space.

Again, for this r = 3.0, K = 30.0, b1 = 0.05, m1 = 2.0, α1 = 0.03, c1 = 0.5, n1 = 5.0,
c2 = 0.01, n2 = 2.0, d1 = 0.0001, β1 = 2.0, d2 = 0.001, ξ = 0.01, δ = 0.01, f1 = 1.0,
f2 = 1.0, γ1 = 0.3, γ2 = 0.2, d3 = 0.01, q = 0.1, E = 0.01 set of parametric values,
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the bifurcation diagram corresponding to the system (1) of phytoplankton, herbivorous
zooplankton, carnivorous zooplankton, and fish population with respect to e1 (predation
efficiency of fish) has been shown in Figure 15. From this figure, it is observed that the
change of predation efficiency of fish e1 from 4 to 10, our model system goes into Hopf
bifurcation. Thus, from this figure, it can be concluded that the predation efficiency of fish
has a great impact on stabilizing the ecosystem of phytoplankton, herbivorous zooplankton,
carnivorous zooplankton, and fish population.
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Figure 15. Bifurcation diagram of the system (1) with respect to the predation efficiency (e1) of fish.

Now, the bifurcation diagram of phytoplankton, herbivorous zooplankton, carniv-
orous zooplankton, and fish population with respect to ξ (growth rate of carnivorous
zooplankton due to cannibalism) are presented in Figure 16 for r = 0.5, K = 25, b1 = 0.05,
m1 = 2.0, α1 = 0.03, c1 = 0.5, n1 = 7.0, c2 = 0.0002, n2 = 0.6, d1 = 0.0001, β1 = 0.5,
e1 = 0.2, d2 = 0.00001, δ = 0.001, f1 = 1.0, f2 = 3.0, γ1 = 0.3, γ2 = 0.6, d3 = 0.001, q = 0.1,
E = 0.01. From this figure, it is clearly seen that up to a certain value of ξ = ξ∗(= 0.172),
the system (1) remains stable but when the value of ξ is greater than the threshold value
ξ∗(= 0.172), then the system (1) goes into Hopf bifurcation. So, from Figure 16, it can be
concluded that continuous cannibalism or a higher rate of cannibalism among carnivorous
zooplankton may destabilize the ecosystem. Therefore, for the stable existence of phyto-
plankton, herbivorous zooplankton, carnivorous zooplankton, and fish population, we
should restrict the cannibalistic predation among the carnivorous zooplankton population.
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Figure 16. Bifurcation diagram of the system (1) with respect to the growth rate (ξ) of carnivorous
zooplankton due to cannibalism.

In order to gain a deeper understanding of the bifurcation scenario with respect to the
bifurcating parameter ξ, we conducted a comprehensive analysis using time evolution and
phase portrait representations. Figure 17 displays the time series evaluation and Figure 18
displays the phase portrait diagram of the system (1) for ξ = 0.01. To ensure consistency,
we kept all other parameter values the same as those presented in Figure 16. This allows us
to isolate the influence of ξ and observe its impact on the system’s behavior over time.
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Figure 17. Time evolution of the model system (1) with ξ = 0.01 and the other parameters value
remain same as Figure 16.
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Figure 18. Phase portrait of the system (1) for ξ = 0.01 in (a) P− Z1 − Z2 space and (b) Z1 − Z2 − F
space.

As we gradually increase the value of ξ, an interesting phenomenon unfolds within
the system (1). Initially, the system is in a stable position, exhibiting no significant oscil-
lations. However, as we continue to raise the value of ξ, a remarkable transition occurs,
leading to the emergence of a limit cycle oscillation. Figures 19 and 20 serve as visual
evidence of the fascinating phenomenon observed in the system (1). These figures vividly
demonstrate the transition from a stable position to a limit cycle oscillation as the value of ξ
is gradually increased and set at ξ = 0.2. The time evolution graph in Figure 19 showcases
the emergence of oscillations, while the phase diagram in Figure 20 visually represents the
closed-loop trajectory that characterizes the limit cycle.
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Figure 19. Time evolution of the model system (1) with ξ = 0.2 and the other parameters value
remain same as Figure 16.

In Figure 21, we have plotted the bifurcation diagram of the phytoplankton population,
herbivorous zooplankton, carnivorous zooplankton, and fish population by considering
the following set of parameter values r = 0.5, k = 25, b1 = 0.05, m1 = 2.0, α1 = 0.03, c1 =
0.5, n1 = 4.0, c2 = 0.0002, n2 = 4.0, d1 = 0.0001, β1 = 0.05, e1 = 0.1, d2 = 0.008, ξ =
0.01, δ = 0.001, f1 = 1, f2 = 3, γ1 = 0.3, γ2 = 0.6, d3 = 0.002, q = 0.09 and the harvesting
effort (E) as a bifurcation parameter. It is clear from the figure that system (1) enters into a
Hopf bifurcation when the value of harvesting effort crosses its critical value.



Mathematics 2023, 11, 3011 29 of 37

0

10

20

P
30

0.050.10.15

Z
1

0.20.250.30.350.4

2

3

4

0

1

Z
2

(a)

00.511.522.5

Z
2

33.540.4
0.3

Z
1

0.2
0.1

7

6

5

4

3

2

1

0
0

F

(b)

Figure 20. Phase portrait of the system (1) for ξ = 0.2 in (a) P− Z1 − Z2 space and (b) Z1 − Z2 − F
space.

On taking the values of catchability coefficient (q) for the fish population as 0.003,
0.1, 0.2, 0.3, 0.4 and 0.5, respectively, and keeping other parametric values same as r = 0.5,
k = 25, b1 = 0.05, m1 = 2.0, α1 = 0.03, c1 = 0.5, n1 = 4.0, c2 = 0.0002, n2 = 4.0, d1 = 0.0001,
β1 = 0.05, e1 = 0.1, d2 = 0.008, ξ = 0.01, δ = 0.001, f1 = 1, f2 = 3, γ1 = 0.3, γ2 = 0.6,
d3 = 0.002, E = 0.03 it is found that the system shows stable behavior for the lower value of
the catchability coefficient for the fish population. However, a higher value of catchability
coefficient leads the system (1) to an unstable state from its stable steady-state behavior (Ref
Figures 22 and 23). Thus it is clear from our investigation that the catchability coefficient
for the fish population plays an important role in the stability of the system and also the
survival of the populations.
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Figure 21. Bifurcation diagram of (a) Phytoplankton population, (b) Herbivorous zooplankton, (c)
Carnivorous zooplankton and (d) Fish population, respectively, of system (1) with respect to the
harvesting effort (E). Note that, the red line consists of points indicating the global minimum points
and the blue line consists points indicating the global maximum points of periodic solutions to show
the oscillatory behavior of the system.
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Figure 22. Variations in (i) phytoplankton population and (ii) herbivorous zooplankton population
for different values of catchability coefficient (q) for the fish population.
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Figure 23. Variations in (i) carnivorous zooplankton population and (ii) fish population for different
values of catchability coefficient (q) for fish population.

8. Conclusions

In the present paper, a three species prey–predator interaction mathematical model
among phytoplankton, zooplankton, and fish has been developed. In addition, harvesting
is taking into account on fish species for the conservation of fish species and the economic
development of a country. Now the most important thing, the effect of the cannibalistic
nature of carnivorous zooplankton, has been newly considered. Here, zooplankton species
are divided into two subclasses, herbivorous zooplankton and carnivorous zooplankton, ac-
cording to their distinction of food habits. After that, the mathematical model is formulated
according to the assumptions. Then, the different equilibrium points are calculated, and
the local stability as well as global stability (only around the interior equilibrium point) of
our prescribed model around these equilibrium points have been discussed. From the theo-
retical stability analysis, it is found that the stability of our proposed model is conditionally
stable by depending on several parameters associated with the system, such as conversion
rate of herbivorous zooplankton (α1), rate of cannibalism (δ), growth rate of carnivorous
zooplankton due to cannibalism (ξ), catchability coefficient of fish (q), etc. After that, the
condition, along with stability and direction of Hopf bifurcation, has been investigated.
From the numerical simulation, it is clearly seen that Holling III half-saturation constant
(n1), the growth rate of carnivorous zooplankton due to cannibalism (ξ), the efficiency of
predation of fish (e1) and capture rate of herbivorous zooplankton to phytoplankton (b1)
increase then the system (1) remains stable up to the respective critical value related to
those parameters but when the value of those parameters crosses their respective critical
value then the system (1) shows oscillatory behavior.

There is strong evidence [59] in an ecological system that there is a clear gain of energy
to the cannibalistic predator (carnivorous zooplankton) from the act of cannibalism. From
this study, the gain results in an increase in reproduction in the carnivorous zooplankton
population (Z2) and continuous cannibalism or higher rate of cannibalism among carnivo-
rous zooplankton may destabilize the whole plankton–fish dynamics. From Figure 16, it is
observed that for a value of growth rate of carnivorous zooplankton due to cannibalism
(ξ) around 0.172, the system (1) remains stable but after the threshold value of ξ system (1)
shows oscillatory behavior.

The whole ecological system is generally altered by human activities. Here, we have
described a harvesting strategy that results in maximizing the profit as well as the system
does not lead to extinction. For this reason, we have obtained the equation of optimal
harvesting with the help of Pontryagin’s maximum principle. From our study, we conclude
that as harvesting increases, the fish species may become extinct. In addition, it is found that
the half-saturation constant n1 in the functional response of consumption of herbivorous
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zooplankton by carnivorous zooplankton has an important effect on the stability of the
system. It is observed that if the capture rate of herbivorous zooplankton to phytoplankton
b1 varies from 0.07 to 0.1 then our proposed system becomes unstable. So, it can be
concluded that this parameter has a significant role in the stability of the system.

This study shows that the catchability coefficient for fish population play an important
role in the stability of the system and also the survival of the populations. The bifurcation
diagram of the phytoplankton population, herbivorous zooplankton, carnivorous zoo-
plankton, and fish population of the system (1) shows that the system enters into a Hopf
bifurcation when the value of harvesting effort crosses its critical value. In addition, it is
observed that predation efficiency (e1) of fish to consume carnivorous zooplankton changes
from 4 to 10, then our proposed system loses its stability. Hence, we can conclude that
the parameter e1 can change the dynamics of the proposed plankton–fish predator–prey
system.

In conclusion, the study of prey–predator dynamics in marine ecosystems is crucial for
understanding and managing the delicate balance of these complex systems. The research
conducted thus far has provided valuable insights into the intricate interplay between prey
and predators, highlighting the importance of maintaining healthy predator populations
for ecosystem stability. However, there are several promising scopes for future research in
this field. These include: (i) Impact of Climate Change: Climate change is expected to have
profound effects on marine ecosystems, including shifts in temperature, ocean acidification,
and altered food availability [60]. Future research should investigate how these changes
will impact prey–predator interactions, including potential mismatches in timing between
prey availability and predator breeding seasons. (ii) Non-consumptive Effects: While the
focus of prey–predator interactions often revolves around consumption, there is growing
recognition of non-consumptive effects, such as fear-induced alterations in prey behavior
that can have cascading effects on the entire ecosystem [61–63]. Future studies should
explore these non-consumptive effects and their implications for predator–prey dynamics.
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Appendix A

• The algebraic expression for A1, B1, C1, D1 used in Theorem 6:

A1 = −(Q1 + Q4 + Q8 + Q10)
B1 = (Q8Q10 + Q1Q4 −Q2Q3 −Q5Q7 + Q1Q8 + Q1Q10 + Q4Q8 + Q4Q10)
C1 = −{Q8Q10(Q1 + Q4) + Q1Q4(Q8 + Q10)−Q2Q3(Q8 + Q10)−Q5Q7(Q1 + Q10)}
D1 = (Q1Q4Q8Q10 −Q2Q3Q8Q10 −Q1Q5Q7Q10)
where

Q1 = r(1− 2P̄
K )− b1m1Z̄1

(m1+P̄)2

Q2 = − b1 P̄
(m1+P̄)

Q3 = α1b1m1Z̄1
(m1+P̄)2

Q4 = α1b1 P̄
(m1+P̄) −

2c1n1Z̄1Z̄2

(n1+Z̄1
2)2
− d1

Q5 = − c1Z̄1
2

(n1+Z̄1
2)

Q6 = − c2Z̄1
(n2+Z̄1)
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Q7 = 2β1c1n1Z̄1Z̄2

(n1+Z̄1
2)2

+ δ f1Z̄2
2

( f1Z̄1+ f2Z̄2)2

Q8 = β1c1Z̄1
2

(n1+Z̄1
2)
− d2 + ξ − δ(2 f1Z̄1Z̄2+ f2Z̄2

2)
( f1Z̄1+ f2Z̄2)2

Q9 = −e1Z̄2

Q10 = γ1c2Z̄1
(n2+Z̄1)

+ γ2e1Z̄2 − d3 − qE.

• The algebraic expression for A2, B2, C2, D2 used in Theorem 7:

A2 = −(M1 + M4 + M7 + M10)
B2 = (M7M10 + M1M4 −M6M8 −M2M3 + M1M7 + M1M10 + M4M7 + M4M10)
C2 = −{M7M10(M1 + M4)+ M1M4(M7 + M10)−M6M8(M1 + M7)−M2M3(M7 + M10)}
D2 = (M1M4M7M10 −M1M6M7M8 −M2M3M7M10)
where

M1 = r(1− 2P̂
K )− b1m1Ẑ1

(m1+P̂)2

M2 = − b1 P̂
(m1+P̂)

M3 = α1b1m1Ẑ1
(m1+P̂)2

M4 = α1b1 P̂
(m1+P̂)

− c2n2 F̂
(n2+Ẑ1)2 − d1

M5 = − c1Ẑ1
2

(n1+Ẑ1
2
)

M6 = − c2Ẑ1
(n2+Ẑ1)

M7 = β1c1Ẑ1
2

(n1+Ẑ1
2
)
− e1 F̂− d2 + ξ

M8 = γ1c2n2 F̂
(n2+Ẑ1)2

M9 = γ2e1 F̂
M10 = γ1c2Ẑ1

(n2+Ẑ1)
− d3 − qE

• The algebraic expression for A∗, B∗, C∗, D∗ used in Theorem 8:

A∗ = −(N1 + N4 + N8 + N12).
B∗ = (N1N4 + N8N12 + N1N8 + N1N12 + N4N8 + N4N12 − N9N11 − N5N7 − N6N10 − N2N3)

C∗ = −(N1N4N8 + N1N4N12 + N1N8N12 + N4N8N12 + N5N9N10 + N6N7N11 − N1N9N11

−N4N9N11 − N1N5N7 − N5N7N12 − N1N6N10 − N6N8N10 − N2N3N8 − N2N3N12)

D∗ = (N1N4N8N12 + N1N5N9N10 + N1N6N7N11 + N2N3N9N11 − N1N4N9N11 − N1N5N7N12

−N1N6N8N10 − N2N3N8N12)

where
N1 = r(1− 2P∗

K )− b1m1Z∗1
(m1+P∗)2

N2 = − b1P∗
(m1+P∗)

N3 =
α1b1m1Z∗1
(m1+P∗)2

N4 = α1b1P∗
(m1+P∗) −

2c1n1Z∗1 Z∗2
(n1+Z∗1

2)2 − c2n2F∗
(n2+Z∗1 )

2 − d1

N5 = − c1Z∗1
2

(n1+Z∗1
2)

N6 = − c2Z∗1
(n2+Z∗1 )

N7 =
2β1c1n1Z∗1 Z∗2
(n1+Z∗1

2)2 +
δ f1Z∗2

2

( f1Z∗1+ f2Z∗2 )
2 .

N8 =
β1c1Z∗1

2

(n1+Z∗1
2)
− e1F∗ − d2 + ξ − δ(2 f1Z∗1 Z∗2+ f2Z∗2

2)

( f1Z∗1+ f2Z∗2 )
2 .

N9 = −e1Z∗2 .
N10 = γ1c2n2F∗

(n2+Z∗1 )
2 .

N11 = γ2e1F∗.
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N12 =
γ1c2Z∗1
(n2+Z∗1 )

+ γ2e1Z∗2 − d3 − qE

• Elements of matrices A, B, and X are used in Section 5.1:

The following mathematical expressions for the corresponding elements of matrices
A, B, and X are used in Section 5.1.

m11 = r(1− 2P
K

)− b1m1Z1

(m1 + P)2

m12 = − b1P
(m1 + P)

m21 =
α1b1m1Z1

(m1 + P)2

m22 =
α1b1P

(m1 + P)
− 2c1n1Z1Z2

(n1 + Z2
1)

2
− c2n2F

(n2 + Z1)2 − d1

m23 = −
c1Z2

1
(n1 + Z2

1)

m24 = − c2Z1

(n2 + Z1)

m32 =
2β1c1n1Z1Z2

(n1 + Z2
1)

2
+

δ f1Z2
2

( f1Z1 + f2Z2)2

m33 =
β1c1Z2

1
(n1 + Z2

1)
− e1F− d2 + ξ −

δ(2 f1Z1Z2 + f2Z2
2)

( f1Z1 + f2Z2)2

m34 = −e1Z2

m42 =
γ1c2n2F

(n2 + Z1)2

m43 = γ2e1F

m44 =
γ1c2Z1

(n2 + Z1)
+ γ2e1Z2 − d3 − qE

b11 = w2
1(

r
K
+ b1m1Z∗1 H3

1)− w1w2b1m1H2
1 − w3

1b1m1Z3H4
1 + w2

1w2b1m1H3
1

b21 = −w2
1α1b1m1Z∗1 H3

1 + w1w2α1b1m1H2
1 + w3

1α1b1m1Z∗1 H4
1 − w2

1w2α1b1m1H3
1

−w2
2(c1n1Z∗2 (n1 − 3Z∗1

2)H3
2 + c2n2F∗H3

3)− 2w2w3c1n1Z∗1 H2
2

+w3
2(4c1n1Z∗1 Z∗2 (n1 − Z∗1

2)H4
2 − c2n2F∗H4

3)− w2
2w3c1n1(n1 − 3Z∗1

2)H3
2

−w2w4c2n2H3
3 + w2

2w4c2n2H3
3

b31 = w2
2β1c1n1Z∗2 (n1 − 3Z∗1

2)H3
2 + w2w32β1c1n1Z∗1 H2

2 − w3
24β1c1n1Z∗1 Z∗2 (n1 − Z∗1

2)H4
2

+w2
2w3β1c1n1(n1 − 3Z∗1

2)H3
2 − e1w3w4 − w2

2δZ∗2
2 f 2

1 H3
4 + w2w32δ f 2

1 Z∗1 Z∗2 H3
4

−w2
3δ f 2

1 Z∗1
2H3

4 + w3
2δZ∗2

2 f 3
1 H4

4 − w2
2w3δ f 2

1 Z∗2 (2 f1Z∗1 − f2Z∗2 )H4
4

+w2w2
3δ f 2

1 Z∗1 ( f1Z∗1 − 2 f2Z∗2 )H4
4 + w3

3δZ∗1 f 2
1 f2H4

4

b41 = −w2
2γ1c2n2F∗H3

3 + w2w4γ1c2n2H2
3 + w3

2γ1c2n2F∗H4
3 − w2

2w4γ1c2n2H3
3 + w3w4γ1e1

where H1 = 1
m1+P∗ , H2 = 1

n1+Z∗1
2 , H3 = 1

n2+Z∗1
, H4 = 1

f1Z∗1+ f2Z∗2

• Expression of the functions f1(y1, y2, y3, y4), f2(y1, y2, y3, y4), f3(y1, y2, y3, y4) and
f4(y1, y2, y3, y4) used in Section 5.1:

f1(y1, y2, y3, y4) = (y1 + G13y3 + G14y4)
2( r

K + b1m1Z∗1 H3
1)

− (y1 + G13y3 + G14y4)(G21y1 + G22y2 + G23y3 + G24y4)b1m1H2
1

− (y1 + G13y3 + G14y4)
3b1m1Z3H4

1
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+ (y1 + G13y3 + G14y4)
2(G21y1 + G22y2 + G23y3 + G24y4)b1m1H3

1

f2(y1, y2, y3, y4) = −(y1 + G13y3 + G14y4)
2α1b1m1Z∗1 H3

1
+ (y1 + G13y3 + G14y4)(G21y1 + G22y2 + G23y3 + G24y4)α1b1m1H2

1
+ (y1 + G13y3 + G14y4)

3α1b1m1Z∗1 H4
1

− (y1 + G13y3 + G14y4)
2(G21y1 + G22y2 + G23y3 + G24y4)α1b1m1H3

1
− (G21y1 + G22y2 + G23y3 + G24y4)

2(c1n1Z∗2 (n1 − 3Z∗1
2)H3

2 + c2n2F∗H3
3)

− 2(G21y1 + G22y2 + G23y3 + G24y4)(G31y1 + G32y2 + G33y3 + G34y4)c1n1Z∗1 H2
2

+ (G21y1 + G22y2 + G23y3 + G24y4)
3(4c1n1Z∗1 Z∗2 (n1 − Z∗1

2)H4
2 − c2n2F∗H4

3)
− (G21y1 + G22y2 + G23y3 + G24y4)

2(G31y1 + G32y2 + G33y3 + G34y4)c1n1(n1 − 3Z∗1
2)H3

2
− (G21y1 + G22y2 + G23y3 + G24y4)(G41y1 + G42y2 + G43y3 + G44y4)c2n2H3

3
+ (G21y1 + G22y2 + G23y3 + G24y4)

2(G41y1 + G42y2 + G43y3 + G44y4)c2n2H3
3

f3(y1, y2, y3, y4) = (G21y1 + G22y2 + G23y3 + G24y4)
2β1c1n1Z∗2 (n1 − 3Z∗1

2)H3
2

+ (G21y1 + G22y2 + G23y3 + G24y4)(G31y1 + G32y2 + G33y3 + G34y4)2β1c1n1Z∗1 H2
2

− (G21y1 + G22y2 + G23y3 + G24y4)
34β1c1n1Z∗1 Z∗2 (n1 − Z∗1

2)H4
2

+ (G21y1 + G22y2 + G23y3 + G24y4)
2(G31y1 + G32y2 + G33y3 + G34y4)β1c1n1(n1 − 3Z∗1

2)H3
2

− (G31y1 + G32y2 + G33y3 + G34y4)(G41y1 + G42y2 + G43y3 + G44y4)e1
− (G21y1 + G22y2 + G23y3 + G24y4)

2δZ∗2
2 f 2

1 H3
4

+ (G21y1 + G22y2 + G23y3 + G24y4)(G31y1 + G32y2 + G33y3 + G34y4)2δ f 2
1 Z∗1 Z∗2 H3

4
− (G31y1 + G32y2 + G33y3 + G34y4)

2δ f 2
1 Z∗1

2H3
4

+ (G21y1 + G22y2 + G23y3 + G24y4)
3δZ∗2

2 f 3
1 H4

4
− (G21y1 + G22y2 + G23y3 + G24y4)

2(G31y1 + G32y2 + G33y3 + G34y4)δ f 2
1 Z∗2 (2 f1Z∗1 − f2Z∗2 )H4

4
+ (G21y1 + G22y2 + G23y3 + G24y4)(G31y1 + G32y2 + G33y3 + G34y4)

2δ f 2
1 Z∗1 ( f1Z∗1 − 2 f2Z∗2 )H4

4
+ (G31y1 + G32y2 + G33y3 + G34y4)

3δZ∗1 f 2
1 f2H4

4

f4(y1, y2, y3, y4) = −(G21y1 + G22y2 + G23y3 + G24y4)
2γ1c2n2F∗H3

3
+ (G21y1 + G22y2 + G23y3 + G24y4)(G41y1 + G42y2 + G43y3 + G44y4)γ1c2n2H2

3
+ (G21y1 + G22y2 + G23y3 + G24y4)

3γ1c2n2F∗H4
3

− (G21y1 + G22y2 + G23y3 + G24y4)
2(G41y1 + G42y2 + G43y3 + G44y4)γ1c2n2H3

3
+ (G31y1 + G32y2 + G33y3 + G34y4)(G41y1 + G42y2 + G43y3 + G44y4)γ1e1
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