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#### Abstract

Spare parts management has gained significant attention in recent years due to the considerable costs associated with backorders or excess inventory. This article addresses the challenge of determining the optimal number of spare parts to stock, assuming that the parts can be repaired. When an item fails, it is promptly sent for repair in a workshop. The time between failures and the repair time are assumed to follow an exponential distribution, although it should be noted that the results could be adapted to other distributions as well. This study introduces a heuristic method to find the optimal inventory level that minimizes the total cost, considering holding inventory, backorder, and repair costs. The research offers a valuable decision-making framework for determining the number of spare parts needed to minimize inventory costs, based on just two parameters: (1) the ratio of time to repair and time to failure, and (2) the ratio of the inventory holding cost of a spare part per day to the daily cost of an idle machine. To the best of our knowledge, there are no similar methodologies in the existing literature. The proposed method is straightforward to implement, employing graphs and simple computations. Therefore, it is anticipated to be highly beneficial for practitioners seeking a quick and reliable estimator of the optimal number of spare parts to stock for critical components.
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## 1. Introduction

The primary purpose of an inventory control policy is to optimize the total cost resulting from combining holding costs, ordering costs, and costs associated with shortages. In order to minimize these costs, inventory policies regularly provide answers to the questions: "What items should be stocked?", "How much is the order quantity?", and "How much of each item should be kept in stock?" [1]. Although inventory management is a common problem in most organizations, this does not mean that inventory control is a simple or easy problem to solve. Manufacturers keep a lot of raw materials, work-inprocess, and finished goods in inventory. In addition, they also have a huge amount of inventories of equipment, machines, and spare parts, among other things. Many inventory models have been developed, the complexity of which depends on the assumptions the
decision maker must consider about demand, the physical limitations of warehouses, or cost structure [2].

Within inventory systems, one research topic is related to spare parts. Spare parts inventories have a very different function from intermediate or final products, which must satisfy customer needs [3]. It has often been thought that spare parts inventories cannot be managed by traditional models or methods, since these inventories do not possess the conditions for their application. This is because the consumption pattern is sporadic (irregular and small), replenishment response times are long, and acquisition costs are high [4].

The management of spare parts inventories is essential to maintain the competitiveness of any company. In industrial plants, operating and maintenance costs account for more than $60 \%$ of overall costs [5], while costs related to spare parts alone account for 25-30\%. Thus, correctly choosing the parts that must be in the spare parts inventory, establishing an order policy for these parts, and establishing a storage system for them greatly impacts the profitability and the equipment availability of a factory [6].

The importance of spare parts management is highlighted in $[7,8]$ by using data on aircraft maintenance. Billions of dollars are spent on spare parts to reduce the expensive cost of idle aircraft, which can be as high as $\$ 100,000$ per hour. If the needed part is not readily available, the engineer must place an order with the manufacturer of the aircraft with the associated and usually very high emergency ordering cost. A method to optimize maintenance parameters, motivated by significant savings, is proposed in [9]. The maintenance cost due to production interruption is minimized, contributing to reducing the total cost, which can be as high as $70 \%$ of the production cost.

Determining the optimal number of spare parts to keep is a difficult problem that involves several cost and distribution parameters. This research work proposes a methodology that, starting with five parameters, identifies the two most relevant ones that make it easy to find an optimal solution for the stated problem. In this paper, the context is that one or several machines have one important component whose failure may have catastrophic consequences if no spare part is available. When the component fails, the machine can be kept in operating condition if a spare component is available. The broken component is immediately taken to a maintenance shop for repair. If the newly installed component fails while the broken component is being repaired and no more spare parts are available, the machine stops, interrupting the operation and forcing emergency measures to be taken, with the corresponding extraordinarily high costs. Although keeping one spare part (like the spare tire in automobiles) may be enough, in some cases, especially when the cost of an idle machine is very high, it may be convenient to stock more than one spare component in inventory. However, having one or more spare components may also be costly if the failure rate of these components is low or if the consequences of failure are not important. This paper presents two related cases: one machine and several identical machines. The first case is found in almost every company, while the second is found, for example, in companies with several identical production/assembly lines and in transportation companies, which usually have several identical transport units.

The document is organized into five sections. Section 2 provides a literature review related to spare parts management, specifically focusing on the methods used to determine spare parts inventory strategies. Section 3 describes the construction of transition matrices for this problem, considering both single and multiple machine cases. In Section 4, the costs are analyzed, and several numerical examples are solved using a heuristic algorithm. Finally, Section 5 presents the conclusions, a summary of the results, and potential avenues for further research.

## 2. Literature Review

There are several reasons why the establishment of an inventory policy for spare parts is essential:
(1) Customers have very high expectations regarding after-sales services; delays in repair due to a lack of spare parts adversely affect customer satisfaction [10-12].
(2) While a significant portion of the items are in high demand, the vast majority of spare parts have a sporadic demand that is difficult to model [13,14].
(3) While a large number of finished goods inventory models consider the use of the normal distribution appropriate for approximating demand and calculating safety stock in inventory control $[15,16]$, much of the literature on spare parts considers the use of the exponential distribution appropriate for representing the useful life of parts [17,18].
(4) There is a fairly widespread consensus that in the creation of policies for spare parts inventories, traditional methods cannot be used because the conditions for their application are not met [14].
(5) Short product life cycles lead to an increasing number of active codes and increase the risk of obsolescence [4].
The complexity of spare parts inventory analysis is acknowledged in [19], where a decision support system to find an appropriate inventory policy is proposed. First, the number of items is filtered out to reduce the dimension of the problem. Then, for the selected items, the support system uses the Analytical Hierarchy Process (AHP) to classify the items into one of four categories. Categories A and B include the "no-stock" and the "single-item inventory" strategies, which generally apply to slow-moving items. The decision to assign an item to a class is made using subjective factors such as the criticality level for production loss associated with the absence of a spare part when the item fails. In [6], a classification-optimization methodology to find the spare parts to be stocked is used. The methodology uses VED (vital, essential, desirable) to classify the parts and the AHP to determine criticality factors, which are later included in a binary optimization model along with a budget constraint to find the spare parts that should be stocked. Another classification approach via supervised machine learning classifiers is described in [20]. According to [21,22], the demand in our model is intermittent (infrequent), non-erratic (the demand size is not highly variable), not lumpy (the demand is infrequent, but it is not highly variable), and slow (the demand for spare parts is infrequent and can be considered as a type C item).

A comprehensive cost effect is investigated in [23] by using a genetic algorithm. The costs included in the analysis are the holding cost, the ordering cost of a regular order, the ordering cost of an emergency order, the backorder cost, and the preventive maintenance cost. This methodology is applied to an automotive factory with an expected reduction in maintenance cost of $53 \%$. The ( $\mathrm{s}, \mathrm{S}$ ) inventory was used in the analysis, and the proposed optimal inventory policy turned out to be slightly different from the policy used by the factory.

Several approaches have been used to solve the spare parts inventory problem for repairable items. In [24], the problem is modeled as $M / M / k$ and $M / G / k$ systems to find the number of spare parts to attain a given fill rate. In [25], an MIP model to decide whether a part should be discarded or repaired is proposed. In [26], Lau et al. deal with the passivation phenomenon and find an expression to compute the operational availability of a multi-echelon repairable item. The failure rate and the repair time of an item are considered in [27], with the stated objective of finding the number of repairable spares needed to minimize the expected number of backorders, The cost of spare parts is considered as a budget constraint, but other relevant costs like maintenance, backorder, and holding inventory costs are not considered. In [28], a new belief Markov chain model is proposed by combining the Dempster-Shafer evidence theory with Markov chains in inventory prediction. Nurhasanah et al. [29] use transition matrices to compute the reliability of spare parts and to predict demands. With the estimated demands, they compute the EOQs and the reorder points for the required parts inventory using Markov chains, taking into account that this probability can decrease according to time. Durán et al. [30] introduced a long-term costing model that incorporates a capacity analysis, reliability functions, and risk factors
for the cost management of logistics activities, particularly in MRO structures for spare parts management. Baghizadeh [31] introduced an inventory model for essential spare parts based on a Markov chain process model for the situation of supplier interruption. Kim et al. [32] proposed demand forecasting models for spare parts by applying artificial intelligence. Other relevant research works [33-36] can also be consulted by the readers.

## 3. Problem Description and the Analysis of the Transition Matrices

### 3.1. Problem Description

The system under consideration involves a machine with a critical component whose failure causes the machine to immediately stop functioning until either the faulty component is replaced by a spare component or the failed component is repaired. The company has the capacity to maintain $n$ spare components that can be utilized as replacements ( $n$ spare parts are available).

To manage the spare components, the company incurs various daily costs:

- $\quad C_{H}$, representing the daily cost of holding a spare part in inventory and keeping it in good condition.
- $\quad C_{B}$, indicating the daily cost incurred when a spare part is not available when needed (backorder cost).
- $\quad C_{R}$, representing the daily cost associated with repairing a faulty component.

The primary objective is to determine the optimal number of spare components to be stocked in inventory to minimize the total inventory cost, considering the costs associated with holding inventory, backorders, and component repairs.

### 3.2. The Case of a Single Machine with Exponential Failure and Repair Times

As a first case, suppose that the time between failures of this component follows an exponential distribution with parameter $\lambda_{F}$. Similarly, the repair time follows an exponential distribution with parameter $\lambda_{R}$.

To solve this problem, the first step is to represent the problem as a Markov chain. The states of the Markov chain are defined based on the number of components that are in good condition on a given day. For instance, if the company has two spares for the component, the system can be in state 3 , indicating that the machine is operational and both spare parts are available in good condition. State 2 represents a scenario where the machine is operational, one spare part is available, and the other one is being repaired in the workshop. State 1 indicates that the machine is functioning but both spare parts are undergoing repairs. Finally, state 0 signifies that all three components are under repair in the workshop and the machine is idle, causing a production interruption at a cost, $C_{B}$.

If we consider the daily possibilities of transition of the states that describe the foregoing scenario, we arrive at Figure 1.


Figure 1. State transitions in a Markov chain with a working machine and two spare components.
Notice that an implicit assumption in the diagram is that multiple components can be repaired at the same time. Therefore, it is possible to reach states 2 and 3 from state 0 in a single step. On the other hand, since there is only one machine in operation, only one component can fail in a day. Therefore, if no machine is repaired, only states $i$ and $i-1$ can be reached from state $i$ in one step.

Let $R$ be the probability that a component that is broken down today will be in good condition tomorrow, and let F be the probability that a component that is in good
condition today will fail tomorrow. Then, using the exponential distribution, the transition probabilities of the Markov chain can be obtained as shown in Table 1.

Table 1. Description of the calculation of the transition probabilities between the different states.

| State | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | $[1-R]^{3}$ | $3[1-R]^{2} R$ | $3[1-R] R^{2}$ | $R^{3}$ |
| 1 | $[1-R]^{2} F$ | $[1-R]^{2}[1-F]+2[1-R] R F$ | $R^{2} F+2[1-R] R[1-F]$ | $R^{2}[1-F]$ |
| 2 | 0 | $F[1-R]$ | $R F+[1-R][1-F]$ | $R[1-F]$ |
| 3 | 0 | 0 | $F$ | $1-F$ |

Table 1 details the probabilities of transition from one state to another. For instance, when the system is in state 0 , there are no machine breakdowns, and the transition probabilities are calculated based on the number of machines that can be repaired using a binomial distribution with a success probability of R.

In state 1, it is possible to assume that some machine could present a failure. If the machine fails (with probability F ) and no machine is repaired that day (with probability $[1-R]^{2}$ ), then the probability of transitioning from state 1 to state 0 is the multiplication of $\mathrm{F}[1-\mathrm{R}]^{2}$. When the system is in state 1 , the probability of transitioning from state 1 to state 1 involves two possibilities. First, the machine does not fail (with probability [1-F]), and none of the machines are repaired (with probability $[1-R]^{2}$ ). Second, the machine fails (with probability F ), but one of the other machines is repaired (with probability 2 R [1-R]). Considering these two possibilities, the expression representing the probability of transitioning from state 1 to state 1 is $[1-F][1-R]^{2}+2 F R[1-R]$.

The calculations for the other probabilities in Table 1 involve the consideration of the failure or repair of the system components.

For example, suppose the failure rate of a certain component is once every 200 days and the average time this component spends being repaired is 20 days. Then, $R=0.04877$, and $F=0.00499$.

The one-step transition matrix is shown in Table 2.

Table 2. Transition probabilities for the problem of a machine in operation with two spare parts.

| State | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0.86071 | 0.13239 | 0.00679 | 0.00012 |
| 1 | 0.00451 | 0.90079 | 0.09233 | 0.00237 |
| 2 | 0.00000 | 0.00474 | 0.94673 | 0.04853 |
| 3 | 0.00000 | 0.00000 | 0.00499 | 0.99501 |

The corresponding steady states obtained from the analysis are presented in Table 3. Additionally, the results of a simulation conducted in the ARENA software for a duration of one million days are also shown in Table 3.

Table 3. Steady-state probabilities.

| State | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ |
| :---: | :---: | :---: | :---: | :---: |
| Markov Chain | 0.00015 | 0.00463 | 0.09255 | 0.90268 |
| Simulation | 0.00015 | 0.00455 | 0.09090 | 0.90439 |

As can be seen, the results of the simulation and the computed steady-state probabilities are similar.

We performed 50 chi-square tests to determine the possibility of significant differences between the two methods. We experimented with different numbers of components in use,
different numbers of spare parts, different times between failure, and different times to repair. In none of the cases was it possible to determine significant differences. The results of both methods are extremely similar. The corresponding steady-state probability values in the two methods differ by less than eleven-thousandths in $99 \%$ of the cases.

We also performed tests to determine if the steady-state probabilities remain constant when the ratio of time to repair to the time between failures is similar. That is, in the example above, we observe that the time to repair is 20 days, while the time between failures is 200 days, so the ratio is $r=\frac{\frac{1}{\lambda_{R}}}{\frac{1}{\lambda_{F}}}=20 / 200=0.1$. The assumption is that the steadystate probabilities for ratios of 0.1 should be very similar. Table 4 shows the steady-state probabilities for several pairs of time between orders and time to repair (days) where the ratio $r$ is 0.1 .

Table 4. Probabilities with $\mathrm{r}=0.1$ and different failure rates.

|  | State |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ |
| Time Between Failures: 200 <br> Time to Repair: 20 | 0.00015 | 0.00462 | 0.09255 | 0.90268 |
| Time Between Failures: 500 <br> Time to Repair: 50 | 0.00015 | 0.00457 | 0.09131 | 0.90398 |
| Time Between Failures: 1000 <br> Time to Repair: 100 | 0.00015 | 0.00455 | 0.09089 | 0.90441 |
| Time Between Failures: 1500 <br> Time to Repair: 150 | 0.00015 | 0.00454 | 0.09076 | 0.90455 |
| Time Between Failures: 2500 <br> Time to Repair: 250 | 0.00015 | 0.00453 | 0.09065 | 0.90467 |
| Time Between Failures: 5000 <br> Time to Repair: 500 | 0.00015 | 0.00452 | 0.09057 | 0.90476 |
| Time Between Failures: 10,000 <br> Time to Repair: 1000 | 0.00015 | 0.00452 | 0.09053 | 0.90480 |

The results obtained in Table 4 should not seem strange, since the results are equivalent to considering the same failure rate with different time measurements. For example, the relationship 200 days, 20 days, should be equivalent to having a relationship in hours ( $4800 \mathrm{~h}, 480 \mathrm{~h}$ ), and the results are expected to be equivalent.

As can be seen, the steady-state probabilities for different times between failures and times to repair, with the same $r$, are very similar.

### 3.3. Two or More Machines in Operation

The difference between this case and the case of a single machine in operation is that we now have the possibility that two machines can suffer damage in a single day. For example, let us consider the case where there are two machines operating, each one with a critical component, and three spare critical components. By considering the daily transition possibilities of the states that reflect these components, we arrive at Figure 2.


Figure 2. Possible transitions in a Markov chain with two machines in operation and three spare components.

In Figure 2, the possibility that all faulty components can be repaired at the same time is considered. This is why there is a possibility that state 5 can be reached from state 0 in a single step. Additionally, since it is possible for two machines to be in operation on a single day, and both components could experience failures, if neither machine is repaired, state 0 can be reached directly from state 2 in a single step.

Let $R$ be the probability that a component that failed today will be in good condition tomorrow, and let F be the probability that a component that is in good condition today will fail tomorrow. Then, the transition probabilities of the Markov chain can be obtained using the equations in Table 5.

Table 5. Description for the calculation of the probabilities of transition between the different states for the case of two operating machines.

| State | 0 | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $[1-R]^{5}$ | $5[1-\mathrm{R}]^{4} \mathrm{R}$ | $10[1-R]^{3} \mathrm{R}^{2}$ | $10[1-R]^{2} \mathrm{R}^{3}$ | $5[1-\mathrm{R}] \mathrm{R}^{4}$ | $\mathrm{R}^{5}$ |
| 1 | $[1-R]^{4} \mathrm{~F}$ | $\begin{gathered} {[1-\mathrm{R}]^{4}[1-\mathrm{F}]+4} \\ {[1-\mathrm{R}]^{3} \mathrm{RF}} \end{gathered}$ | $\begin{aligned} & 4[1-\mathrm{R}]^{3} \mathrm{R}[1-\mathrm{F}] \\ & +6[1-\mathrm{R}]^{2} \mathrm{R}^{2} \mathrm{~F} \end{aligned}$ | $\begin{gathered} 6[1-R]^{2} R^{2}[1-F]+ \\ 4[1-R] R^{3} F \end{gathered}$ | $\begin{gathered} 4[1-R] R^{3}[1-F]+R^{4} \\ F \end{gathered}$ | $\mathrm{R}^{4}[1-\mathrm{F}]$ |
| 2 | $[1-R]^{3} \mathrm{~F}^{2}$ | $\begin{gathered} 2[1-R]^{3} \mathrm{~F}[1-\mathrm{F}] \\ +3[1-R]^{2} \mathrm{R} \mathrm{~F}^{2} \end{gathered}$ | $\begin{gathered} 3[1-R] R^{2} \mathrm{~F}^{2}+6[1 \\ -\mathrm{R}]^{2} \mathrm{RF}[1-\mathrm{F}]+ \\ {[1-\mathrm{R}]^{3}[1-\mathrm{F}]^{2}} \end{gathered}$ | $\begin{gathered} R^{3} \mathrm{~F}^{2}+6[1-\mathrm{R}] \mathrm{R}^{2} \mathrm{~F} \\ {[1-\mathrm{F}]+3[1-\mathrm{R}]^{2} \mathrm{R}} \\ {[1-\mathrm{F}]^{2}} \end{gathered}$ | $\begin{gathered} 2 R^{3} F[1-F]+3[1-R] \\ R^{2}[1-F]^{2} \end{gathered}$ | $\mathrm{R}^{3}[1-\mathrm{F}]^{2}$ |
| 3 | 0 | $[1-R]^{2} \mathrm{~F}^{2}$ | $\begin{aligned} & 2[1-R]^{2} F[1-F] \\ & \quad+2[1-R] R F^{2} \end{aligned}$ | $\begin{gathered} \mathrm{R}^{2} \mathrm{~F}^{2}+ \\ 4[1-\mathrm{R}] \mathrm{R} \mathrm{~F}[1-\mathrm{F}]+ \\ {[1-\mathrm{R}]^{2}[1-\mathrm{F}]^{2}} \end{gathered}$ | $\begin{gathered} 2 R^{2}[1-F] F+2[1-R] \\ R[1-F]^{2} \end{gathered}$ | $R^{2}[1-F]^{2}$ |
| 4 | 0 | 0 | $[1-R] F^{2}$ | $\begin{gathered} 2[1-\mathrm{R}] \mathrm{F}[1-\mathrm{F}]+\mathrm{R} \\ \mathrm{~F}^{2} \end{gathered}$ | $\begin{gathered} {[1-R][1-F]^{2}+2 R F} \\ {[1-F]} \end{gathered}$ | $\mathrm{R}[1-\mathrm{F}]^{2}$ |
| 5 | 0 | 0 | 0 | $\mathrm{F}^{2}$ | $2 \mathrm{~F}[1-\mathrm{F}]$ | $[1-\mathrm{F}]^{2}$ |

The process of constructing Table 5 closely resembles that of Table 1. However, in this case, we must consider the probabilities of more than one machine failing in the next iteration. For instance, if the system is in state 2 and we want to calculate the probability that the system will be in state 3 in the next iteration, we need to consider the following possibilities:
(1) Neither of the two operating machines fails and is shut down, and one of the other three machines is repaired.
(2) One of the operating machines fails, but two of the machines under repair are restored.
(3) Both operating machines fail, but the three machines that were in the repair process are restored.
Each of these scenarios has a corresponding probability associated with it, and by summing up these probabilities, we can determine the overall probability of transitioning from state 2 to state 3 . Similarly, for other states and transitions, we need to consider all the possible combinations of machine failures and repairs to obtain the transition probabilities accurately.

For example, suppose the failure rate of a certain component is once every 200 days and the average time that component spends on the shop floor until it is repaired is 20 days. Then $R=0.04877$, while $F=0.00499$

The matrix that represents the transition probabilities is given in Table 6.

Table 6. Transition probabilities for the problem of two machines in operation with three spare parts.

| State | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0.77880 | 0.19965 | 0.02047 | 0.00105 | 0.00003 | 0.00000 |
| 1 | 0.00408 | 0.81548 | 0.16714 | 0.01285 | 0.00044 | 0.00001 |
| 2 | 0.00002 | 0.00855 | 0.85346 | 0.13114 | 0.00672 | 0.00011 |
| 3 | 0.00000 | 0.00002 | 0.00898 | 0.89676 | 0.09188 | 0.00235 |
| 4 | 0.00000 | 0.00000 | 0.00002 | 0.00944 | 0.94225 | 0.04829 |
| 5 | 0.00000 | 0.00000 | 0.00000 | 0.00002 | 0.00993 | 0.99005 |

Table 7 presents the results of a simulation performed in the ARENA software for one million days.

Table 7. Steady-state probabilities for the case of two machines.

| State | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Markov Chain | 0.00000 | 0.00006 | 0.00113 | 0.01691 | 0.16708 | 0.81482 |
| Simulation | 0.00001 | 0.00003 | 0.00101 | 0.01586 | 0.16195 | 0.82112 |

As can be seen, the results of the simulation and those obtained through the transition matrix are similar.

Again, 50 chi-square tests were performed to determine the possibility of significant differences between the two methods. We experimented with different numbers of components in use, different numbers of spare parts, and different failure and repair rates. In no case is it possible to determine significant differences. The results under both methods are extremely similar, and the differences between the two methods in $99 \%$ of cases differ by less than one-hundredth.

Moreover, we also performed tests to determine if the steady-state probabilities remain constant when the ratio of the repair rate to the failure rate is equivalent. That is, in the example above, we observed that the time to repair is 20 days, while the time between failures is 200 days, so the ratio $=20 / 200=0.1$. The assumption is that the results for a failure ratio that is equivalent to 0.1 should be very similar.

As in the case of a single machine, when the ratios $r$ are alike, the steady-state probabilities are very similar.

### 3.4. The Case of Machines with Exponential Failure Time and Other Distributions of Repair Times

A fundamental factor to consider when modeling a process using Markov chains is that the evolution of the process in the future depends only on the present state and does not depend on the history; this property is called "memoryless", and it is not a common property in the probability distributions. In fact, the memoryless property occurs in only two distributions: the geometric distribution and the exponential distribution [37]. This is the fundamental reason for assuming that both repair times and failure times are exponentially distributed.

Moreover, the assumption that component failure times are exponentially distributed is not a strange or unrealistic assumption; see, for example, [38,39]. On the other hand, repair times are also modeled according to the exponential and other types of distributions [39,40]. In this research, some simulation tests were run assuming that the repair times are constant, normal, uniform, and triangular. It is important to remark that the steady-state results obtained by the theoretical transition matrices are very similar to the results obtained by the simulation, considering that $0<r \leq<=0.4$. It is also important to note that the lower the value of the ratio $r$, the more similar the results obtained through the simulation and those obtained from the steady-state values are.

As an example, Table 8 shows that the results obtained by the simulation and the results obtained by the Markov chain are very similar. In this case, it is assumed that the failure times are distributed exponentially, with $\lambda_{F}=1 / 200$, and the repair times are normally distributed with a mean of 80 days. We carried out the simulations considering different variances and ran the simulations for one million days.

Table 8. Steady-state probabilities with $r=0.4$ and different failure rates for the case of two operating machines.

| State | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ | $\mathbf{7}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Markov Chain | 0.29958 | 0.36175 | 0.21796 | 0.08736 | 0.02621 | 0.00626 | 0.00084 | 0.00005 |
| $\operatorname{Sim} N(80,2)$ | 0.30306 | 0.36535 | 0.20817 | 0.08660 | 0.02880 | 0.00693 | 0.00109 | 0.00000 |
| $\operatorname{Sim} N(80,10)$ | 0.30412 | 0.36478 | 0.20608 | 0.08761 | 0.02927 | 0.00718 | 0.00093 | 0.00003 |
| $\operatorname{Sim} N(80,20)$ | 0.30550 | 0.36335 | 0.20412 | 0.09016 | 0.02880 | 0.00725 | 0.00079 | 0.00004 |
| $\operatorname{Sim} N(80,40)$ | 0.30224 | 0.36227 | 0.20793 | 0.09110 | 0.02847 | 0.00723 | 0.00067 | 0.00009 |

In Table 8, the first row describes the steady-state probabilities considering two operating machines and five spare machines. The other lines describe the simulation results considering normal distributions with mean 80 and different standard deviations. As can be seen in the table, the results obtained in the case of the normal distribution differ from the results obtained by modeling the Markov chain by less than eleven-thousandths.

Furthermore, when the results of the steady-state probabilities are compared to other repair times that follow a uniform or triangular distribution, or these repair times are constant, the differences between the simulations and the Markov chain modeling are even smaller. The only condition requested is that the average repair times must generate the same ratio $r$ that is being used in the Markov chain.

Overall, the simulation results closely align with the Markov chain modeling results, indicating the reliability and accuracy of the proposed approach in analyzing the system's behavior under various repair time distributions. The close correspondence between the results validates the suitability of the Markov chain model for spare parts management, even when considering different repair time probability distributions.

We performed 100 chi-square tests to determine the possibility of significant differences between the two methods. We experimented with different distributions, different numbers of components in use, different numbers of spare parts, different times between failures, and different times to repair. Similarly to the case of the exponential distribution, in none of the cases was it possible to determine significant differences.

Based on the results that have been obtained in this section, it can be argued that the results can be extended to constant repair times, and repair times with normal, uniform and triangular distributions. These findings are similar to those obtained in [37], where it is stated that "simple Markov models with exponential repair-time densities can be used and will give the same results as more complicated non-exponential repair-time densities".

### 3.5. The Case of a Single Machine with Weibull Distribution Failure Time and Other Distributions of Repair Times

One of the most widely accepted distributions of failure times is the Weibull distribution [41,42]. When we use the Weibull distribution for the time between failures in the simulation, the steady-state probabilities obtained by the Markov chain differ from the results obtained by the simulation when $0.1<r$, that is, the results are only reliable if $0<r \leq 0.1$. Although the results seem quite limited, if we consider a component with an average failure time of one year, a corresponding repair time of 36 days or less is quite adequate.

## 4. Cost Analysis and Construction of Solution Frontiers

### 4.1. Analyzing the Costs of the Model for the Case of a Single Machine

Obtaining steady-state probabilities is critical to obtaining the total costs of a policy. For example, suppose we have a company that operates a machine. This machine has a component whose value is $\$ 10,000$. If the machine stops working one day, the company has a loss of $\$ 400,000$. On the other hand, if a component fails, it is sent to a workshop and the daily cost of repair is $\$ 100$ per day. The annual cost of keeping a component in inventory is $30 \%$ of the value of the component. The failure rate of this component is once every 250 days, and the average repair time is 25 days. Finally, suppose a year has 300 business days.

Notation:
$C_{H}=$ Maintenance cost per unit per day
$C_{B}=$ Daily cost when the machine is idle
$C_{R}=$ Daily repair cost
$P_{i}=$ The steady-state probability of state $i$
The relevant information for the scenario described above is as follows:
$C_{H}=0.30(10,000) / 300=\$ 10 /$ day, $C_{B}=\$ 400,000 /$ day, and $C_{R}=\$ 100 /$ day.
In this case, we can obtain the costs of a policy of having two spare components as follows (we approximate the results to the rate in Table 2 that most closely resembles the coefficients of the problem, that is, we take the steady-state probabilities of a 200-day time between failures and a 20-day time to repair).

Note that when the system is in state 3, there will be two units in inventory; when the system is in state 2 , there will be one unit in inventory; and when the system is in state 1 or state 0 , there will be no units in inventory. Therefore, the maintenance cost per day can be approximated as $\$ 10\left(P_{2}+2 P_{3}\right)=\$ 18.98 /$ day .

On the other hand, the cost of not having an available, operational component (backorder) occurs only when the system is in state 0 , so the daily cost for a backorder is determined by the number $\$ 400,000 P_{0}=\$ 60.00 /$ day .

Finally, note that if the system is in states $3,2,1$, or 0 , there will be $0,1,2$, or 3 units being repaired, respectively. The daily cost of repairs will be $\$ 100\left(3 P_{0}+2 P_{1}+P_{2}\right)=\$ 10.21$.

Therefore, the total cost of the policy of having two replacement parts is the sum of $\$ 18.98, \$ 60.00$, and $\$ 10.21$, that is, $\$ 89.19 /$ day.

Let us consider the possibility of analyzing the behavior of the cost function with these parameters $\left(C_{H}=10, C_{B}=400,000, C_{R}=100\right)$. To do this, we will follow a specific methodology where we keep two of these costs fixed and then study how the values of one of them modify the shape of the graph.

In other words, we will hold two of the costs (say $C_{H}$ and $C_{B}$ ) constant while varying the value of the third cost (in this case, $C_{R}$ ). By doing so, we can observe how changes in the value of the third cost influence the total cost function and its graphical representation.

This approach allows us to investigate the individual impact of each cost parameter on the total cost function and gain insights into how they interact with one another to determine the overall cost structure. Through this sensitivity analysis, it is possible to gain valuable insights into which parameters have the most significant impact on the cost function and, consequently, on the optimal solution to the problem. This understanding will help with making informed decisions and fine-tuning the parameters to optimize the cost and achieve the best possible solution for the given scenario.

Figure 3 shows the total cost as a function of $C_{H}, C_{B}$, and $C_{R}$. The horizontal axis is the number of spare parts considered, and the vertical axis is the total cost of the policy. The values of $C_{H}$ and $C_{B}$ are kept constant, while the graph shows the behavior of the costs for the different values of $C_{R}$.


Figure 3. Cost behavior with different $C_{R}$ values.
The values of $C_{R}$ vary from 0 to 1000 . The variation in different $C_{R}$ values is reflected through vertical axis translations, but the shape of the curve remains unchanged. As a result, the optimal value for the number of spare parts remains constant at three, regardless of the $C_{R}$ value. This important conclusion indicates that the value of the $C_{R}$ parameter does not affect the optimal number of spare parts. This finding is significant because it demonstrates that the $C_{R}$ value does not impact the decision regarding the number of spare parts required.

In Figure $4, C_{H}$ and $C_{R}$ are constants. The graph shows the behavior of the total cost for different values of $C_{B}$ in a range of 50,000 to $1,000,000$. Note that for small values of $C_{B}$, the optimal number of spare parts could be two units, while for values of 100,000 onwards, the optimal number of spare parts is three units. In this case, it is possible to affirm that the value of $C_{B}$ modifies the behavior of the graph.

In Figure 5, the values of $C_{B}$ and $C_{R}$ are held constant, while the graphs illustrate the cost behavior for various values of $C_{H}$ (ranging from 2 to 80 ). Notably, the shape of the curves in Figure 5 differs from those in Figures 3 and 4 . Specifically, when $C_{H}$ is set to 2 , the optimal solution is to store three spare components. In contrast, when $C_{H}$ is set to 80, the optimal solution is to keep two spare components. This observation highlights the sensitivity of the optimal solution to changes in the value of $C_{H}$. As $C_{H}$ increases, the optimal number of spare components decreases. Conversely, as $C_{H}$ decreases, the optimal number of spare components increases.

As can be seen, although $C_{B}, C_{H}$, and $C_{R}$ produce alterations in the total cost curves, the value of $C_{R}$ only seems to cause a translation of the curve on the vertical axis, which does not affect the optimal number of spare machines. For this reason, we can consider that the objective function depends on four variables, namely $\lambda_{R}, \lambda_{F}, C_{B}$, and $C_{H}$, and use another graphical approach to simplify the analysis by integrating the four variables into two, $r$ and $\mathrm{c}=C_{B} / C_{H}$.


Figure 4. Cost behavior with different $C_{B}$ values.


Figure 5. Cost behavior with different $C_{H}$ values.
Suppose we have a scenario where $1 / \lambda_{R}=30,1 / \lambda_{F}=250, C_{B}=\$ 50,000$, and $C_{H}=\$ 20$. This scenario should be equivalent to a problem where $1 / \lambda_{R}=120,1 / \lambda_{F}=1000, C_{B}=\$ 2500$, and $C_{H}=\$ 1$, since in both cases, $r=0.12$ and $c=2500$. Figure 6 shows the corresponding graphs for the two cases. In both figures, the vertical axis represents the total cost function and the horizontal axis corresponds to the number of replacement units. Despite the
higher costs being evident in the figure on the left, what we want to emphasize is that both figures exhibit the same shape, and the optimal solution in both cases is to have two spare components. In other words, the problems solved are equivalent, although the values of the costs and times differ between the problems.


Figure 6. Behavior of total costs considering that $r$ and $c$ are equivalent.
Using this characteristic, the optimal number of spare parts can be obtained considering only two variables, $c$ and $r$.

As can be assumed, if the values of $r$ and $c$ are small (that is, if the repair time is very small with respect to the failure rate and the cost of a missing part is small in relation to the cost of having a part in inventory), the number of spare parts should also be small.

### 4.2. Building the Model Solution

In the case of a single machine, we constructed a graph (Figure 7) to easily find the optimal number of spare parts for a given pair of values $c$ and $r$. Figure 7 is constructed considering that $r$ can vary on the horizontal axis in the interval $(0,0.4]$ and the variable $c$ can vary on the vertical axis in the interval $(0,10,000)$.


Figure 7. The optimal number of spare parts for different values of $r$ and $c$. The horizontal axis represents the values of $r$, while the vertical axis represents the values of $c$.

In the blue section, the optimal number of spare parts is 0 ; in the orange section, the optimal number of spare parts is 1 ; in the gray section, the optimal number of spare parts is 2 ; and in the yellow section, the optimal number of spare parts is 3 .

Based on this diagram, we found the values of $c$ and $r$ where the costs of having 0 spare parts and 1 spare part were the same. Then, we found the values of $c$ and $r$ where the costs of having 1 and 2 spare parts were the same, and so on. The range of $r$ values we considered is $(0,0.4)$, while the values of $c$ vary in the range $(0,1,000,000]$. Once the points
were obtained, a regression was performed to obtain fitted equations for these curves. The results are shown in Figure 8. The horizontal axis represents the values of $r$, while the vertical axis represents the values of $c$.

Frontiers


Figure 8. Cost frontiers in the case of a single machine.
As can be seen, the $R^{2}$ values obtained from these equations are very close to 1. Therefore, we conclude that the equations can be used for decision making with almost no risk.

For the selected intervals of $c$ and $r$, the frontiers are defined by the curves:

1. Frontier 0-1: $c=1.2018 r^{-0.944}$
2. Frontier 1-2: $c=3.3336 r^{-1.857}$
3. Frontier 2-3: $c=10.563 r^{-2.829}$
4. Frontier 3-4: $c=45.833 r^{-3.769}$
5. Frontier 4-5: $c=251.33 r^{-4.692}$
6. Frontier 5-6: $c=1656.0 r^{-5.603}$

Once these equations have been obtained, the Algorithm 1 is developed for obtaining the optimal number of spare parts is the following:

```
Algorithm 1 Finding the optimal number of spare parts
Step 1. Compute \(c_{0}=C_{B} / C_{H}\) and \(r=\frac{\frac{1}{\lambda_{R}}}{\frac{1}{\lambda_{F}}}\)
Step 2. Set \(i=1\)
Step 3. Using \(r\), evaluate \(c\) using frontier equation \(i\).
Step 4. If \(c>c_{0}\), proceed to step 5 . Otherwise, set \(i=i+1\) and go back to step 3 .
Step 5. Obtain the optimal value of spare parts.
Consider again the example where \(\lambda_{R}=1 / 30, \lambda_{F}=1 / 250 C_{H}=20\) and \(C_{B}=50,000\). Now,
Step 1. \(c_{0}=C_{B} / C_{H}=2500\) y \(r=0.120\)
Step 2. \(i=1\)
Step 3. \(F(0-1): c=1.2018(0.120)^{-0.944}=8.89\)
Step 4. \(8.89<2500 ; i=2\)
Step 3. F \((1-2): c=3.3336(0.120)^{-1.857}=170.95\)
Step 4. \(170.95<2500 ; i=3\)
Step 3. F \((2-3): c=10.563(0.120)^{-2.829}=4253.86\)
Step 4. \(4253.86>2500\)
Step 5. The optimal number of spare parts is 2 , the lower limit of the interval (2-3).
```


### 4.3. Analyzing the Costs of the Model for the Case of $n$ Machines

Let us now consider the calculation of costs in the case of two machines running and considering three spare machines. For example, suppose we have a company that operates with two machines and these machines have a component whose value is $\$ 10,000$. If one machine stops working one day, the company has a loss of $\$ 400,000$. When a component fails, it is sent to a workshop and the daily cost of repair is $\$ 100$ per day. The annual cost of keeping a component in inventory is $30 \%$ of the value of the component. The failure rate of this component is once every 250 days, and the average repair time is 25 days. Finally, suppose a year has 300 business days. Transforming this problem to daily costs yields the following values:
$C_{H}=$ Maintenance cost per unit per day $=0.30(10,000) / 300=\$ 10 /$ day
$C_{B}=\$ 400,000 /$ day
$C_{R}=\$ 100 /$ day
In this case, we can obtain the costs of a policy of keeping two spare components as follows (we will approximate the results to the rate in Table 6 that most closely resembles the coefficients of the problem, that is, in this case, we take the steady-state probabilities of a 200-day failure time rate and a 20 -day repair rate).

Note that when the system is in state 3, there will be one unit in inventory; when the system is in state 4 , there will be two units in inventory; when the system is in state 5 , there will be three units in inventory; and if the system is in state 2 , state 1 , or state 0 , there will be no units in inventory. Therefore, the maintenance cost per day is $\$ 10\left(P_{3}+2 P_{4}+3 P_{5}\right)=\$ 27.96$.

When the system is in state 1 , there is one stockout, and when the system is in state 0 , there are two stockouts. Therefore, the expected backorder cost is $\$ 400,000\left(P_{1}+2 P_{0}\right)=\$ 23.03$.

Finally, if the system is in state 5 , state 4 , or state 3 , there will be no units, one unit, and two units being repaired, respectively. Then, the daily cost of repairs can be calculated as $\$ 100\left(5 P_{0}+4 P_{1}+3 P_{2}+2 P_{3}+P_{4}\right)=\$ 20.36$.

By adding the three costs shown above, we determine that the total daily cost of this policy will be $\$ 71.36$.

Just like in the case of a single machine, we will analyze how each of the different costs affects the total cost graph. By examining the impact of individual cost parameters, we can gain a comprehensive understanding of their influence on the overall cost function and optimize the decision-making process for spare parts management.

In Figure 9, the horizontal axis is the number of spare parts, and the vertical axis is the cost of the policy. It has been decided to leave as constant the values of $C_{H}$ and $C_{B}$, while the graph shows the behavior of the costs for different values of $C_{R}$.

In this graph, we have taken the values corresponding to this example, and we have varied the value of $C_{R}$ in the range from 0 to 1000 . Note that the shape of the curve is not altered by the different values of $C_{R}$ and therefore, in all cases, the optimal value for the number of spare parts is four machines. The value of $C_{R}$ only causes a translation of the curve on the vertical axis, which does not affect the optimal number of spare machines. Despite the different values of $C_{R}$, the shape of the curve remains the same, and the optimal number of spare machines consistently remains four.

In Figure 10, the values of $C_{H}$ and $C_{R}$ are fixed, while the graph shows the behavior of the costs for different values of $C_{B}$. Note that the shapes of Figure 10 are different from the shapes in Figure 9 and that even in the first two cases ( $C_{B}=50,000, C_{B}=100,000$ ), the optimal solution is to have three spare parts, whereas if $C_{B} \geq 200,000$, the optimal solution is to have four spare parts.


Figure 9. Cost behavior with different values of $C_{R}$ for the case of two machines.


Figure 10. Cost behavior with different values of $C_{B}$ for the case of two machines.
Finally, in Figure 11, the values of $C_{B}$ and $C_{R}$ are fixed. The graph shows the behavior of the costs for the different values of $C_{H}$. Note that now the curves' shapes in Figure 11 are again modified compared to Figures 9 and 10. In the first cases ( $C_{H}=2, C_{H}=5, C_{H}=10$ ), the optimal solution is to have four spare parts, while in the last cases $\left(C_{H}>=20\right)$, the optimal solution is to have three spare parts.


Figure 11. Cost behavior with different values of $C_{H}$ for the case of two machines.
It can be observed that, although the three costs produce alterations in the total cost curves, the value of $C_{R}$ only seems to have a translation effect on the curves on the vertical axis, which does not affect the optimal number of spare components.

As in the case of a single machine, a graph is constructed to find the optimal number of spare parts. The idea is the same as before: to find the values of $c$ and $r$ where the costs of having 0 spare parts and 1 spare part would be the same. Then, those points having 1 and 2 spare parts were the same, and so on. The range of $r$ values is considered in the range $(0,0.4)$, while the values of $c$ vary in the range $(0,1,000,000]$. Once the points were obtained, a regression was performed to obtain the fitted equation of these points. The results are shown in Figure 12. As in Figure 7, the dotted curves represent the fitted equations, and the solid curves represent the observed values.


Figure 12. Frontier curves for the case of two operating machines.

As can be seen, the $R^{2}$ values obtained from these equations are very close to 1 . Therefore, equations can be used for decision making.

The graphs and the corresponding fitted equations can be easily found for any number of machines. When the equations are obtained, the procedure for determining the optimal number of spare parts is the same as in the case of a single machine.

Since $R^{2}>0.99$ in all fitted equations, the number of spare parts suggested by this method should be the optimal solution in more than $99 \%$ of cases, and in the few cases where a difference from the optimal number of spare parts is found, the difference between the two costs is very small.

Even though the graphs are limited in the intervals $0<r<0.4$ and $0<c<500,000$, the regression equations are calculated in the ranges $0<r<0.5$ and $0<\mathrm{c}<1,000,000$.

The frontier equations for the cases from one to five machines are shown in Table 9. These equations can be used to plot the curves, which will allow decision-makers to easily find the optimal solution.

Table 9. Frontier equations.

|  | Number of Machines |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Frontier | 1 | 2 | 3 | 4 | 5 |
| Frontier 0-1 | $\begin{gathered} c=1.2018 \\ r^{-0.944} \end{gathered}$ | $\begin{gathered} c=0.4920 \\ r^{-0.998} \end{gathered}$ | $\begin{gathered} c=0.2752 \\ r^{-1.043} \end{gathered}$ | $\begin{gathered} c=0.1611 \\ r^{-1.113} \end{gathered}$ | $\begin{gathered} c=0.1075 \\ r^{-1.160} \end{gathered}$ |
| Frontier 1-2 | $\begin{gathered} c=3.3336 \\ r^{-1.857} \end{gathered}$ | $\begin{gathered} c=0.9849 \\ r^{-1.811} \end{gathered}$ | $\begin{gathered} c=0.5134 \\ r^{-1.769} \end{gathered}$ | $\begin{gathered} c=0.2879 \\ r^{-1.779} \end{gathered}$ | $\begin{gathered} c=0.1995 \\ r^{-1.761} \end{gathered}$ |
| Frontier 2-3 | $\begin{gathered} c=10.563 \\ r^{-2.829} \end{gathered}$ | $\begin{gathered} c=1.7727 \\ r^{-2.748} \end{gathered}$ | $\begin{gathered} c=0.7375 \\ r^{-2.658} \end{gathered}$ | $\begin{gathered} c=0.3524 \\ r^{-2.633} \end{gathered}$ | $\begin{gathered} c=0.2370 \\ r^{-2.558} \end{gathered}$ |
| Frontier $3-4$ | $\begin{gathered} c=45.833 \\ r-1.769 \end{gathered}$ | $\begin{gathered} c=4.1599 \\ r^{-1.653} \end{gathered}$ | $\begin{gathered} c=1.3626 \\ r^{-3.497} \end{gathered}$ | $\begin{gathered} c=0.4766 \\ r^{-3.501} \end{gathered}$ | $\begin{gathered} c=0.2931 \\ r^{-3.385} \end{gathered}$ |
| Frontier 4-5 | $\begin{gathered} c=251.33 \\ r^{-4.692} \end{gathered}$ | $\begin{gathered} c=11.97 \\ r^{-4.552} \end{gathered}$ | $\begin{gathered} c=3.1677 \\ r^{-4.297} \end{gathered}$ | $\begin{gathered} c=0.7549 \\ r^{-4.366} \end{gathered}$ | $\begin{gathered} c=0.4377 \\ r^{-4.177} \end{gathered}$ |
| Frontier 5-6 | $\begin{gathered} c=1656 \\ r^{-5.603} \end{gathered}$ | $\begin{gathered} c=41.16 \\ r^{-5.441} \end{gathered}$ | $\begin{gathered} c=9.0753 \\ r-5.056 \end{gathered}$ | $\begin{gathered} c=1.3954 \\ r^{-5.227} \end{gathered}$ | $\begin{gathered} c=0.7683 \\ r^{-4.950} \end{gathered}$ |
| Frontier 6-7 |  | $\begin{gathered} c=164.76 \\ r^{-6.319} \end{gathered}$ | $\begin{gathered} c=34.984 \\ r^{-5.681} \end{gathered}$ | $\begin{gathered} c=2.9798 \\ r^{-6.080} \end{gathered}$ | $\begin{gathered} c=1.6729 \\ r^{-5.655} \end{gathered}$ |
| Frontier 7-8 |  |  | $\begin{gathered} c=171.99 \\ r^{-6.180} \end{gathered}$ | $\begin{gathered} c=7.1632 \\ r^{-6.932} \end{gathered}$ | $\begin{gathered} c=4.3101 \\ r^{-6.311} \end{gathered}$ |
| Frontier 8-9 |  |  |  | $\begin{gathered} c=19.384 \\ r^{-7.771} \end{gathered}$ | $\begin{gathered} c=4.1265 \\ r^{-7.626} \end{gathered}$ |
| Frontier $9-10$ |  |  |  | $\begin{gathered} c=57.260 \\ r^{-8.614} \end{gathered}$ | $\begin{gathered} c=10.068 \\ r^{-8.451} \end{gathered}$ |

The graph of the boundary equations indeed proves to be a valuable tool in obtaining the solution easily. For instance, consider the case of two machines with $r=0.10$ and $c=100,000$. If we plot the point $(0.10,100,000)$ on Figure 12 , we can observe that this point lies between the Frontier 3-4 (yellow line) and the Frontier 4-5 (blue line). Therefore, the optimal number of spare machines should be four. In fact, the expected value of total cost with three spare units is $\$ 104.91$, the expected value of total cost with five spare units is $\$ 68.12$, and the expected value of total cost with four spare units is $\$ 60.30$.

In addition, all those cases in which the points are between the yellow line and the blue line have as a solution that the optimal number of spare parts will be four. This has the consequence that in the vast majority of cases, the solution can be obtained visually from the figure, and it is only necessary to execute the algorithm when the point to be evaluated is very close to one of the borderlines. The graph provides an intuitive representation of the optimal inventory strategy based on the given cost parameters.

This visual approach is highly advantageous, as it allows for quick and efficient decision making. However, in cases where points are located near the frontier lines, executing the algorithm becomes essential to precisely determine the optimal number of spare machines. By combining both visual analysis and algorithmic evaluation, the boundary equations graph becomes a powerful tool for spare parts inventory management, facilitating accurate decision making and minimizing computational efforts.

## 5. Conclusions and Future Research

### 5.1. Conclusions

This document presents a study focused on modeling a spare parts inventory system using the Markov chain approach. To assess the accuracy of this modeling, various simulations were conducted, and the steady-state results of the system were validated. The simulations and Markov chains show significant similarities, confirming the tool's effectiveness in representing the spare parts inventory system.

The study considers three costs in the system: the cost of holding a spare part in inventory $(\mathrm{CH})$, the cost of a missing part (CB), and the cost of repairing parts in the workshop (CR). The analysis indicates that CR impacts the cost behavior, leading to a translation of the vertical axis in the graph. However, it does not alter the graph's shape or behavior, suggesting that the repair cost is not critical in determining the optimal number of spare parts.

The study highlights the analysis of four crucial variables that require consideration: the failure rate of parts in the system, the repair rate of parts in the workshop, the cost of maintaining a part in inventory, and the cost of a missing part. These variables significantly influence the performance and profitability of the spare parts inventory system.

By incorporating these variables into the system model, it becomes possible to establish boundaries where the policy of having $n$ spare parts is equivalent to the policy of $(\mathrm{n}+1)$ spare parts. The cost curves corresponding to these boundaries can be effectively modeled using exponential functions. Leveraging these models, one can easily determine the optimal policy for an inventory system across various values of the variables examined in the study.

The ability to plot cost curves with exponential functions simplifies the decisionmaking process, enabling quick and accurate identification of the most profitable inventory strategy. By thoroughly analyzing the impact of each variable on the cost function, organizations can make informed decisions to minimize costs and ensure optimal spare parts management.

### 5.2. Limitations and Future Research

The model's scope is limited to spare parts that can be repaired and assumes the possibility of multiple spare parts being repaired simultaneously.

It is convenient for analyzing the operation of a chain in the case of business models where spare parts are requested by external customers, and these parts become lost sales, or they can be supplied through backorders.

It would also be desirable to use the methodology to consider different costs, such as economic penalties or the obsolescence of some parts.
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