
Citation: Chernyshova, G.; Veshneva,

I.; Firsova, A.; Makarova, E.L.;

Makarova, E.A. Methodology for

Assessing the Risks of Regional

Competitiveness Based on the

Kolmogorov–Chapman Equations.

Mathematics 2023, 11, 4206. https://

doi.org/10.3390/math11194206

Academic Editor: Yu-Wang Chen

Received: 29 August 2023

Revised: 26 September 2023

Accepted: 7 October 2023

Published: 9 October 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

mathematics

Article

Methodology for Assessing the Risks of Regional
Competitiveness Based on the Kolmogorov–Chapman Equations
Galina Chernyshova 1 , Irina Veshneva 1, Anna Firsova 2,* , Elena L. Makarova 3 and Elena A. Makarova 4

1 Faculty of Computer Science and Information Technologies, Saratov State University, 83, Astrakhanskaya Str.,
410600 Saratov, Russia; cherny111@mail.ru (G.C.); veshnevaiv@sgu.ru (I.V.)

2 Faculty of Economics, Saratov State University, 83, Astrakhanskaya Str., 410600 Saratov, Russia
3 Institute of Management in Economic, Environmental and Social Systems, Southern Federal University,

105/42, Bolshaya Sadovaya Str., 344006 Rostov-on-Don, Russia; elmakarova@sfedu.ru
4 Faculty of Psychology, Pedagogies and Defectology, Don State Technical University, 1, Gagarin Sq.,

344000 Rostov-on-Don, Russia; helen_makarova@mail.ru
* Correspondence: a.firsova@rambler.ru

Abstract: The relevance of research on competitiveness at the meso level is related to the contemporary
views of a region as an essential element of the economic space. The development of forecasting
and analytical methods at the regional level of the economy is a key task in the process of strategic
decision making. This article proposes a method of quantitative assessment of the risks of regional
competitiveness. The novelty of this approach is based on both a fixed-point risk assessment and
scenario-based predictive analysis. A hierarchical structure of indicators of competitiveness of regions
is offered. A method based on the Kolmogorov–Chapman equations was used for the predictive
estimation of risks of regional competitiveness. The integrated risk assessment is performed using
the modified fuzzy ELECTRE II method. A web application has been implemented to assess the
risks of competitiveness of Russian regions. The functionality of this application provides the use
of multi-criteria decision-making methods based on a fuzzy logic approach to estimate risks at a
specified time, calculating the probability of risk events and their combinations in the following
periods and visualizing the results. Approbation of the technique was carried out for 78 Russian
regions for various scenarios. The analysis of the results obtained provides an opportunity to identify
the riskiest factors of regional competitiveness and to distinguish regions with different risk levels.

Keywords: regional competitiveness; risks; mathematical modeling; multi-criteria decision-making
methods; fuzzy techniques; Kolmogorov–Chapman equations; decision support system

MSC: 68U35

1. Introduction

One of the core problems of socio-economic development in large federal states in the
modern world is the increasing scale of spatial socio-economic differentiation.

In theoretical and practical studies dealing with issues of assessing the competitiveness
of regions for the purposes of public administration and economic development regulation,
significant attention is paid today to the balance of regional economic systems and the
equalization of regional socio-economic conditions.

Spatial aspects of the development of Russian regions are represented by the totality
of constituent entities that make up the territory of Russia, differing in terms of natural
conditions, the availability of raw materials and minerals, population density, the quality
of labor resources, production structures, the state of the social sphere and the financial
infrastructure, as well as distance from highly developed industrial and cultural centers,
constituting various relations between the center and the periphery.
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At the same time, at the current level of economic development, it is impossible to
equalize all regions, since the influence of internal and external environmental factors is not
amenable to government regulation. It is impossible to analyze the dynamics of a country’s
economic development if we consider regions to be homogeneous units that have the same
impact on the economy and that require the same managerial influences and financing
according to the same algorithms.

The unevenness and heterogeneity, in particular, of Russian regions are due to the
large-scale, complex nature of the geographical space and natural and climatic resources, as
well as the historically established territorial locations of economic growth points (industry
and mining) in the central regions and in the Urals, agriculture in the south of the country,
and mineral deposits in the north.

In this context, the problem of assessing the competitiveness of regions requires a
detailed analysis to take into account all these factors by government authorities when
forming economic policy.

The competitiveness of regions is seen not only as a way to identify relative differ-
ences in the pace of socio-economic development but also as an opportunity to shape the
trajectories of regions’ economic development.

The concept of competitiveness at the meso level suggests different approaches to mea-
suring regional competitiveness, allowing it to be related to the factors underlying regional
development [1–3]. A common method for quantifying the competitiveness of regions is rating
based on a certain set of factors [4]. Based on this approach, international [5–7] and domestic
ratings of regions [8] are formed.

However, the use of mathematical modeling and relevant intellectual methods for the
quantitative assessment of competitiveness risks at the regional level remains a debatable
issue. To form an integral assessment of complex regional systems, the frequently used
methods of weighted summation are not enough. In this case, it is necessary to take into
account the complex dynamic nature of the interaction of competitiveness factors.

Traditional risk analysis consists of quantitative and qualitative analysis methods. An
important advantage of quantitative analysis methods is increasing the objectivity of the
risk assessment process in complex multifactor systems. The main methods of quantitative
risk assessment include scenario analysis, decision tree risk analysis, sensitivity analysis,
and the Monte Carlo method. However, the use of these methods is focused on the relative
cost of the consequences of risks and requires preliminary probabilistic risk assessments.

The authors propose the use of a hybrid technique using a complex structure similar
to Fault Tree Analysis (FTA) for interrelated risk factors of various types. This will make it
possible to perform a predictive analysis of the risk impact on the competitiveness of regions.
In this methodology, fuzzy models provide the ability to use qualitative assessments of risk
factors under uncertainty.

The notion of competitiveness at the country level dominates the studies in the context
of the Porter thesis [9] that countries, like companies, compete in international markets for
their fair share. The concept is based on studies from ten countries and argues that the key
to national wealth and competitive advantage is the collective productivity of enterprises.
National and regional environments support this performance. The Diamond Framework
combines horizontal and vertical integration. The horizontal aspect is formed by the threat
of substituting products or services, the threat of established competitors, and the threat of
new entrants. Crossing the vertical occurs through the forces of suppliers and customers
who can achieve a change in the business environment in their favor.

There are two principal approaches: the management school, which supports the
notion of country-level competitiveness, and the economic school, which ignores Porter’s
notion of country-level competitiveness. Representatives of the management school believe
that Porter’s work, structured by the concept of competitiveness, explained the inter-
national competitiveness of countries for the first time and made it possible to create a
multi-level theory that connects enterprises, industries, and nations [10]. Some authors
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claim that Porter’s theory looks very plausible but believe that this theory has never been
thoroughly tested [11].

Representatives of this approach put forward the statement that it is necessary to create
a partnership between the government and businesses to develop a competitive advantage
for a country. Based on early works proving that the products produced in a country are of
decisive importance for competitiveness [12], the authors of several works [13–15] show
that the manufacturing sector is the engine of a country’s competitiveness growth.

Researchers are actively looking for new approaches, which are mostly based on
well-known models, such as, for example, the Leontiev model [16], a system of meso
levels and integral indicators [17], data analysis by classical statistical methods [18], the
development of neural network models [19], the Cobb–Douglas model [20], and methods
for assessing innovation potential as the sum of the average values of the statistical values
of monitored indicators [21]. To predict the integral indicator of regional competitiveness,
models based on the logistic equation are used [22]. Fuzzy logic methods are also used for
the development of an economic and mathematical model for assessing the level of food
security, taking into account import substitution [23].

Analysis of competitiveness studies based on the system dynamics model shows that
this methodology is used as a unifying approach to show how several theories about the
productivity of territories developed over the past 20 years can be integrated [24]. The
study in [25] brings together ideas of knowledge management, strategic management,
as well as theories of social networks, social identity, and social exchange, to provide a
comprehensive understanding of socio-political dynamics. In particular, it is argued that
the competitiveness of regional clusters may be threatened by the development of heteroge-
neous macrocultures, unequal social identities, power imbalances, market rationalization,
lack of non-trade interdependencies, and overwhelming negative externalities. However,
the study lacks methods of mathematical modeling and forecasting; it is of a controversial
nature. The model links the development of market shares at home and abroad with three
sets of factors: the ability to compete in technology, the ability to compete in the supply
(capacity), and the ability to compete in terms of prices [26]. In this work, a system of
differential equations is built, and the main factors of competitiveness are technology and
logistics. The study in [27] focuses on national competitiveness and the sustainable inte-
gration of catching-up economies. The authors argue that for catching-up economies with
limited economic and technological capabilities, internationalization plays a particularly
important role in developing long-term competitiveness. Different methods of analysis are
used, e.g., a generalized double diamond model or a game theory approach.

Most often, the Kolmogorov–Chapman equations are used to solve practical problems
of analyzing the states of technical systems. However, Markov models are used for dy-
namic modeling in the fields of economics and finance. Numerical solutions based on the
Kolmogorov–Chapman equations allow us to obtain an effective solution in many cases. To
analyze changes in the price of an asset, it is proposed to use statistical dynamics methods.

The change in the price of an asset as a stochastic process can be represented by the
Kolmogorov–Chapman integral equation, assuming that the process is Markovian [28].

To assess the risks associated with securities, a numerical solution is used with the
Kolmogorov–Chapman equations [29]. An alternative model for assessing credit and
financial risk using two-state Markov chains applies stochastic processes to account for
uncertainty in market conditions [30]. Aggregative models using hidden Markov chains
are used to dynamically assess the business climate and industry characteristics [31].

For example, Markov chains have been applied to the analysis of socio-economic
processes to model refugee crises, with a focus on the local migration of people at the
regional level [32].

The theory of Markov processes is applied in the literature on economic income
forecasting but imposes limitations on the process of data generation. The study in [33],
based on an analysis of incomes in 48 bordering states of the U.S. from 1929 to 2000,
shows that the process is not a Markov one. However, this is too long a period to match
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the mathematical model to real objects. Obvious social upheavals, such as the Second
World War, cannot be factored into such a model. It is believed that the application of
Markov models is possible for relatively short periods of stable development of the socio-
economic system.

An empirical analysis of the development of Italian regions for the period of 1952–1995
was carried out using the Markov chain approach [34]. Approaches, methods, and algorithms
using the concept of Markov models for assessing the risks of loss of competitiveness with
various scenarios in the example of Russian regions have been further developed [35–37].

The purpose of this study is to systematize the research results accumulated by the
authors and to develop methods and algorithms for assessing the dynamics of regional
competitiveness, taking into account a complex of social and economic factors. The practical
significance of the study is to provide diagnostics of the level of risks of competitiveness of
socio-economic systems in the example of Russian regions.

The novelty of the proposed technique consists of constructing a mathematical model
based on the resulting causal graph of indicators and its minimal cut set. As a result,
it is possible to perform a scenario analysis of the impact of various risk factors on the
competitiveness of regions, to identify reference objects, and to analyze the sustainability
of the development of the region from the point of view of its competitiveness.

The practical results of the proposed methodology should include the use of com-
petitiveness risk assessment based on a hierarchical system of indicators for analyzing
and forecasting the development of the region. A quantitative assessment of competitive-
ness risks will significantly improve the efficiency and quality of regional competitiveness
management. Thus, the information basis will be provided for the development of an
intelligent information system for scenario assessment of the risks of the region’s competi-
tiveness. The developed application can be effectively used in strategic planning and the
substantiation of decisions to improve the competitiveness of the region and will allow for
monitoring and assessing the level of regional competitiveness over time and in comparison
with other regions. On this basis, proposals can be formed to improve the management
of socio-economic activities of the regions, aimed at modernizing and diversifying the
regional economy.

The present article is organized as follows. The introduction presents a theoretical
review of the literature and the main objectives of the study. Section 2 describes the main
models and methods used in the competitiveness risk assessment methodology. Section 3
contains a description of the data and the empirical results of the modeling steps. Section 4
presents a discussion of the results.

2. Materials and Methods
2.1. Applications of Kolmogorov–Chapman Equations

The information and analytical base of the study is formed based on available open
sources of information, the collection of additional information to identify possible strate-
gies to increase the competitiveness of regions, and the identification of risks associated
with maintaining and developing regional competitiveness [35,36]. Data from open [38,39]
and commercial sources [40] were used.

Solving the problem of mathematical modeling of the dynamics of the competitiveness
risks of the region presents significant difficulties due to the presence of a large number of
factors and complex causal relationships between them. Therefore, a new approach is used
to solve the problem. Based on the decomposition of separate key factors in the current
conditions, it allows us to obtain the required solution [41,42].

In the process of modeling for the construction of a causal graph for the evaluation
of competitiveness risks, a set of indicators of socio-economic development has been
proposed, which are actively used in studies of regional competitiveness. The root level
of the tree corresponds to an integral assessment of regional competitiveness. At the next
level of the hierarchy, two categories of indicators are distinguished, namely, transaction
and transformation factors. Allocation of the category of transaction and transformational
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indicators for the identification of competitiveness risk factors is a distinctive feature of the
study of regional competitiveness.

The applied method of forming the event tree makes it possible to identify semantically
connected groups of indicators. An assessment of the development of the transactional
sector is necessary for a systemic analysis of regional competitiveness, without which the
long-term progress of the region is difficult. As transformational indicators at the next
level of the event tree, technical, social, and natural resource risk indicators are specified.
The category of transaction indicators includes institution, information, and innovation
indicators of competitiveness risks. Leaf vertices of graphs correspond to risk factors of
regional competitiveness.

Based on the statistical analysis of the initial data obtained from open and commercial
information systems, causal tree graphs were formed. Such graphs model the scheme of
interconnections of structural elements and events.

Individual risk factors for regional competitiveness in the tree of causal relationships
represent types of impacts. The identified factors associated with the failures of individual
system elements form a path (scenario variant) graph from the prerequisites of the undesir-
able event. The tree uses elementary blocks (logic operations and event symbols) that link
individual events. The groups of interrelated indicators are combined by logical operations
of conjunction and disjunction into synthetic indicators of consequences.

Tree analysis involves finding minimal cuts of events that determine the possibility of
failure of the system as a whole. For the graph, possible combinations of critical events are
identified that form fragments of the graph for the implementation of the root event (loss
of competitiveness of the region).

The minimal cut is the set of leaf vertices of the causal graph, united on the basis of
binary relations, and forming a subgraph of the causal graph, leading to the implementation
of the root event. For each minimal cut, the states of the regional socio-economic system are
identified, corresponding to various combinations of critical events that determine the risks
of the region’s competitiveness. Then, a network structure of possible transitions between
these states is built. For the resulting structure of possible states, the corresponding system
of Kolmogorov–Chapman differential equations is determined [35]. As a result of solving
the system of differential equations by numerical methods, it is possible to determine the
probabilities of risk realization in the nodes of the state graph at given points in time.

For a minimal cut of dimension m, the set S of system states contains s = 2m − 1
elements. In matrix form, the corresponding system of equations has the following form:

dPi(t)
dt

= G·


P0(t)
P1(t)
. . .

Ps(t)

, (1)

where Pi(t) is the probability that system elements are in state i at time t, and G = {gij} is an
infinitesimal transition matrix whose size is (s + 1)× (s + 1). The matrix G is formed on
the basis of the state graph.

For each i-th state, i = 0, . . ., s, it is necessary to compose a differential equation:

dPi(t)
dt

=
s

∑
k=0

gkiPk(t)−
s

∑
k=0

gikPi(t), (2)

where the elements gij of the matrix G correspond to the probabilities of transition from
state i to state j. The diagonal element is gii = −∑k,k 6=i gik, i = 0, . . ., s.

In the given study, the transition matrix G is formed on the basis of the Poisson
parameters for the implementation of events corresponding to the elements of the minimal
cut: dr is the level of risks, lr is the level of control impact for individual indicators,
r = 1, . . ., m.

For example, for the minimal cut with 5 elements, the system of Kolmogorov–Chapman
equations is:
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dPr0(t)
dt

= (−l1 − l2 − l3 − l4 − l5)Pr0(t) + d1Pr1(t) + d2Pr2(t) + d3Pr3(t) + d4Pr4(t) + d5Pr5(t) (3)

dPr1(t)
dt

= l1Pr0(t) + (−d1 − d2 − d3 − d4 − d5)Pr1(t) + d2Pr6(t) + d3Pr7(t) + d4Pr8(t) + d5Pr9(t) (4)

dPr2(t)
dt

= l2Pr0(t) + d3Pr10(t) + d4Pr11(t) + d5Pr12(t) + (−d2 − l1 − l3 − l4 − l5)Pr2(t) + d1Pr6(t) (5)

. . .

dPr31(t)
dt

= l5Pr26(t) + l4Pr27(t) + l3Pr28(t) + l2Pr29(t) + l1Pr30(t) + (−d1 − d2 − d3 − d4 − d5)Pr31(t) (34)

This method reduces the size of the equation system and reduces the time for numerical
solutions for different combinations of loss risks of competitiveness.

2.2. Applying Multi-Criteria Evaluation Method Fuzzy ELECTRE II

Multi-criteria decision methods (MMDM) are methods whose purpose is to rank
different decision options. Ultimately, it is necessary to identify and prioritize the available
solutions. Analysis in some algorithms includes the modification of a matrix of comparisons
of decision options and criteria. Decision options should be ranked taking into account the
significance of the criteria.

Multi-criteria decision-making methods are actively evolving and are widely used in
various application areas. AHP, ANP, SMART, MACBETH, TOPSIS, ELECTRE, PROMETHEE,
NAIADE, ORESTE, REGIME, ARGUS, TACTIC, MELCHIOR, and PAMSSEM methods
provide a variety of approaches to selecting effective alternatives. This is especially notice-
able in economic research [43]. For a long time, the focus has been on methods based on the
relational concept, taking into account outranking relations. Such methods traditionally in-
clude ELECTRE. A significant feature of the methods from the ELECTRE group is that they
are not based on classical utility theory; they use relative valuations of alternatives. Binary
relations of dominance are built on a multitude of alternatives. The ELECTRE II method
uses consistency and inconsistency indices, and there are several levels for these indices.
This method ranks alternatives based on threshold levels of consistency and inconsistency.

The mathematical theory of optimization has created a set of methods that help,
with computer support, to effectively make decisions with fixed and known parameters
that characterize the process under study, as well as in the case when the parameters are
random variables. However, the main difficulties arise when the parameters turn out to
be indeterminate, and when, at the same time, they strongly influence the results of the
solution. Approximate—but at the same time, effective—ways of analyzing complex, poorly
formalized systems that cannot be accurately described quantitatively rely on the use of
linguistic variables and fuzzy algorithms (fuzzy AHP, fuzzy ELECTRE, fuzzy VIKOR, fuzzy
MACBETH, fuzzy TOPSIS, fuzzy PROMETHEE, and their various modifications) [44].

The fuzzy ELECTRE II method allows for using not only quantitative but also quali-
tative criteria values, using fuzzy numbers to make accurate and consistent decisions to
reduce the subjectivity of the assessment [45,46]. The standard fuzzy ELECTRE II algorithm
uses one metric when evaluating alternatives, such as Euclidean distance or Hamming
distance. The choice of metric when ranking alternatives is essential to this approach.
The proposed ranking algorithm uses various metrics (Euclidean, Hamming, Manhattan,
Hausdorff, Bray–Curtis, Tanimoto–Jaccard, Zhuravlev) [37]. The final rating is based on
the results obtained for individual metrics.

2.3. Development of an Application for the Implementation of a Comprehensive Methodology of the
Risk Assessment Methodology

A systemic multifactorial assessment of competitiveness risks takes into account the
specifics of regional statistics open data. The functional capabilities of the application
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include working with two models: an algorithm based on multi-criteria decision-making
methods (MMDM) and a method based on the Kolmogorov–Chapman equations. The
implemented approach is shown in Figure 1.
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For the first model, the functionality includes generating a list of regions and evalua-
tion criteria, ranking regions using the modified fuzzy ELECTRE II method, and presenting
the result as a ranked list of regions. For the second method, the minimal cut set of the
causal graph is selected. The implementation of the leaf vertices is guaranteed to lead to
the occurrence of an event that is the vertex of the graph—the loss of competitiveness of the
region. Then, the levels of risks and control actions are introduced for the synthetic vertices
of the cause-and-effect graph. These vertices are introduced to create a systemic hierarchical
structure that is being investigated. The time interval is set to be limited to scenario model-
ing of the probability of risks for individual indicators. The solution for the resulting system
of differential equations is carried out by numerical methods, namely, the Runge–Kutta
method with automatic step adjustment. The application allows for displaying probability
graphs for critical events and their combinations over a specified period.

The web application was developed on the Python platform with an extended set
of libraries (Itertools, Matplotlib, PyPlot, Math, NumPy, SciPy, Tkinter). The Python
programming language was chosen since there is a wide range of tools, including modules
for implementing various mathematical models and methods, as well as visualization tools.
The object-relational database management system PostgreSQL was used. PostgreSQL has
a rich ecosystem of tools available, allowing it to be used in a variety of scenarios. The
Django framework was used to implement a scalable web application, and the Bootstrap
framework was chosen for front-end development.

3. Results
3.1. Data Collection

The choice of factors for assessing the dynamics of competitiveness risks involves the
inclusion of a large number of different socio-economic indicators of competitiveness that
allow for the comprehensive coverage of such a complex object as a region. At the same
time, it was necessary to take into account the availability of relevant statistical data in
open sources. Based on the analysis of existing works on regional competitiveness, a set
of indicators was proposed that relates to all aspects of regional competitiveness, taking
into account the specifics of national statistics [36]. Our indicators correspond to those of
other existing studies but differ in hierarchical structure. This made it possible to take into
account the complex interrelation of risk factors affecting the competitiveness of regions.
This provides a more complete and accurate system and allows for a broader and more
complex analysis of current and future situations.

For a systematic analysis of competitiveness risks at the regional level, such a hierar-
chical structure of factors is proposed (Figure 2): regional competitiveness (E0); transfor-
mational (E1), transactional (E2), technical (E3), and social factors (E4); natural resources
(E5); institutional (E6), informational (E7), and innovative factors (E8). At the next level,
an extended set of indicators is applied: the use of fixed assets (E9); the development of
transport infrastructure (E10); population income level (E11); demographics (E12); quality of
life (E13); mining (E14); the area of agricultural land (E15); endowment with forest resources
(E16); electricity generation (E17); environmental issues (E18); the share of unprofitable orga-
nizations (E19); the level of taxation (E20); unfair competition (E21); the number of personal
computers (E22); use of the Internet in organizations (E23); the use of electronic document
management systems in organizations (E24); research and development personnel (E25);
internal spending on research and development (E26); the costs of innovative activities of
organizations (E27); the volume of innovative goods (E28); the cost of fixed assets (E29); the
degree of depreciation of fixed assets (E30); railway track density (E31); the density of paved
roads (E32); per capita cash income (E33); population with incomes below the subsistence
level (E34); the number of officially unemployed (E35); life expectancy (E36); the coefficient
of natural population growth (E37); the migration gain coefficient (E38); improvement
of living conditions of the population (E39); the number of physicians per 10,000 people
(E40); the number of reported crimes (E41); the emissions of polluting products (E42); the
discharge of polluted wastewater into water bodies (E43).
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To construct the model, the study proposes an extended set of 29 indicators of re-
gional statistics, providing a systemic multifactorial assessment of competitiveness risks of
Russian regions.

In the process of testing the developed application for assessing regional competi-
tiveness, minimal cuts s1 and s2 were considered: E19 − E20 − E21 − E28 − E30, E25 − E26 −
E27 − E29 − E30. Minimal cut E19 − E20 − E21 − E28 − E30 includes material and technical
risk factors: the share of unprofitable organizations (E19); the level of taxation (E20); unfair
competition (E21); the volume of innovative goods (E28); the degree of depreciation of fixed
assets (E30). Minimal cut E25 − E26 − E27 − E29 − E30 allows for evaluating economic risk
factors such as the number of personnel involved in research and development (E25); inter-
nal costs for research and development (E26); costs of innovative activities of organizations
(E27); and the degree of depreciation of fixed assets (E30).

The values of the indicators are available in the open regional statistics [38,39] for 2020.
The data standardization procedure was carried out as part of the risk analysis, taking into
account the direction of the factor (an increase in the value of the indicator increases the risk
of competitiveness or helps to reduce the associated risks). For quantitative inputs, the data
were normalized using the minimax method. In the process of applying the multi-criteria
method, the values of indicators of the competitiveness risk of regions were discretized.

3.2. Estimation Based on the Kolmogorov–Chapman Equations

As a result of the application of the developed application modules, the probabilities
of critical combinations of risk events for Russian regions were estimated using a model
based on the Kolmogorov–Chapman equations. As an example, consider the results of
modeling the dynamics of competitiveness risks for four regions (Republic of Adygea,
Republic of Bashkortostan, Nizhny Novgorod Region, Tomsk Region).

For scenario modeling, in this case, we proposed the minimal cuts E19 − E20 − E21 −
E28− E30 and E25− E26− E27− E29− E30. For the indicated five-element cuts, the probabilities
Pri(t), i = 0, . . . , 31 for t ≤ 2 were calculated. The studied scenarios correspond to significantly
different combinations of sets of crisis impacts and corresponding risk countermeasures. In this
case, for E19− E20− E21− E28− E30, the following values of the algorithm parameters based on
the Kolmogorov–Chapman equations were used: l1 = 0.004; l2 = 0.04; l3 = 0.06; l4 = 0.2;
l5 = 0.001; d1 = 0.8; d2 = 0.5; d3 = 0.6; d4 = 0.7; d5 = 0.7. Such a scenario
corresponds to a low intensity of crisis impacts and a high intensity of parrying impacts on
these risk factors.

For the minimal cut E25−E26−E27−E29−E30, the following parameter values are applied:
l1 = 0.1; l2 = 0.3; l3 = 0.2; l4 = 0.2; l5 = 0.001; d1 = 0.03; d2 = 0.5; d3 = 0.5; d4 = 0.3;
d5 = 0.6. Such a scenario corresponds to a low intensity of crisis impacts and an average
intensity of parrying impacts on these risk factors.
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In the first case, critical events are associated with the risks of worsening indicators
E19, E20, E21, E28, E30; possibility value Pr0(t) corresponds the situation when none
of the specified events occurs; Pr1(t), Pr2(t), Pr3(t), Pr4(t), Pr5(t) are the possibilities
of events related to the deterioration of indicators E19, E20, E21, E28, E30, respectively;
Pr6(t), Pr7(t), . . . , Pr24(t) are the possibilities of events occurring that are related to the
deterioration of pairs of various indicators; Pr26(t), Pr27(t), . . . , Pr30(t) are the possibilities
of events occurring that are related to the deterioration of combinations of three different
indicators; Pr31(t) is the possibility of the event that occurs with the deterioration of all
indicators E19, E20, E21, E28, E30. The visualization of the constructed dynamic model
is presented below (Figure 3). The diagram shows the values Pri(t), i = 0, . . . , 5 for the
four regions under study.
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Figure 3. The probabilities of risks for competitiveness factors from the minimal cut E19 − E20 −
E21 − E28 − E30 for regions: (a) the Republic of Adygea; (b) the Republic of Bashkortostan; (c) Nizhny
Novgorod Region; (d) Tomsk Region.

In the second case, for the minimal cut E25 − E26 − E27 − E29 − E30, critical events
are associated with the risks of deterioration in indicators E25, E26, E27, E29, E30. Pr0(t)
corresponds to individual states of the regional system—none of these events occurs.
Pr1(t), Pr2(t), Pr3(t), Pr4(t), Pr5(t) are the possibilities of events related to the dete-
rioration of indicators E25, E26, E27, E29, E30, respectively; Pr6(t), Pr7(t), . . . , Pr24(t)
are the possibilities of events occurring that are related to the deterioration of pairs of
various indicators; Pr26(t), Pr27(t), . . . , Pr30(t) are the possibilities of events occur-
ring that are related to the deterioration of combinations of three different indicators;
Pr31(t) is the possibility that an event is associated with the deterioration of all indicators
E25, E26, E27, E29, E30. For the minimal cut E25− E26− E27− E29− E30, the diagram shows
the values Pri(t), i = 0, . . . , 5 for the four indicated regions (Figure 4).
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The study examined 78 regions of the Russian Federation, taking into account the
available data on selected sets of indicators. In addition, Moscow is not included in the
list of regions, because this subject of the Russian Federation, according to most of these
indicators, is a clear outlier.

For a comprehensive risk assessment of the regions, the average values M and the
standard error SE according to the calculated data for individual competitiveness factors
are used. As an example, the estimates obtained for the risk factors included in the
section E19 − E20 − E21 − E28 − E30 (Figure 5) and E25 − E26 − E27 − E29 − E30 (Figure 6)
are presented.

Analysis of the scenario per the factors from the minimal cut E19−E20 − E21 − E28 − E30
allows us to identify E28 as the riskiest factor. In the case of a predictive assessment of
competitiveness risk factors by the minimal cut E25− E26− E27− E29− E30, the large value
of E25 indicates that the greatest risks of regional competitiveness are associated with
this factor.

3.3. Results of Applying the Method ELECTRE II

The application of MMDM fuzzy ELECTRE II with the help of the presented appli-
cation ensures the ranking of regions by the level of risks of competitiveness for 2020.
Two examples of scenarios for analyzing the risks of regional competitiveness following the
minimal cut are considered: E19 − E20 − E21 − E28 − E30 and E25 − E26 − E27 − E29 − E30.
Table 1 shows the results of assessing the models for the quantitative risk assessment of
regional competitiveness at a fixed point in time (2020).
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Table 1. Assessment of regional competitiveness risks using models based on the Kolmogorov–
Chapman equations and MMDM.

Region

Model for the
Minimal Cut Set
E19−E20−E21−
E28−E30, P0(t)

Model for the
Minimal Cut Set
E25−E26−E27−
E29−E30, P0(t)

MMDM Model for
the Minimal Cut Set

E19−E20−E21−
E28−E30

MMDM Model for
the Minimal Cut Set

E25−E26−E27−
E29−E30

Moscow Region 0.0875 0.2842 0.113 0.121

Samara Region 0.0630 0.3396 0.105 0.158

Novosibirsk Region 0.1917 0.6730 0.139 0.147

St. Petersburg 0.1593 0.6498 0.189 0.100

Rostov Region 0.1587 0.6431 0.159 0.133

Republic of Tatarstan 0.2181 0.6568 0.162 0.130
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Table 1. Cont.

Region

Model for the
Minimal Cut Set
E19−E20−E21−
E28−E30, P0(t)

Model for the
Minimal Cut Set
E25−E26−E27−
E29−E30, P0(t)

MMDM Model for
the Minimal Cut Set

E19−E20−E21−
E28−E30

MMDM Model for
the Minimal Cut Set

E25−E26−E27−
E29−E30

Irkutsk Region 0.1476 0.5400 0.138 0.165

Vladimir Region 0.1787 0.6629 0.12 0.195

Leningrad Region 0.2433 0.4417 0.19 0.156

Voronezh Region 0.0626 0.4130 0.214 0.136

Tula Region 0.0331 0.0246 0.183 0.172

Tomsk Region 0.0681 0.6497 0.122 0.236

Khabarovsk Territory 0.1110 0.6395 0.188 0.174

Primorye Territory 0.1103 0.6629 0.2 0.170

Volgograd Region 0.0696 0.3598 0.117 0.253

Krasnodar Region 0.1765 0.6836 0.239 0.138

Republic of Bashkortostan 0.0156 0.0522 0.21 0.171

Tyumen Region 0.1384 0.4794 0.234 0.161

Chelyabinsk Region 0.1792 0.6421 0.251 0.154

Sverdlovsk Region 0.0607 0.5849 0.261 0.149

Altai Territory 0.1122 0.6488 0.132 0.282

Kaluga Region 0.1957 0.6274 0.253 0.166

Stavropol Territory 0.2542 0.7296 0.144 0.276

Kemerovo Region 0.0880 0.3186 0.195 0.230

Republic of Sakha (Yakutia) 0.1662 0.5462 0.222 0.207

Kaliningrad Region 0.1812 0.4062 0.192 0.240

Komi Republic 0.0456 0.3175 0.173 0.272

Tver Region 0.2898 0.9659 0.179 0.278

Kamchatka Territory 0.2505 0.6658 0.211 0.254

Vologda Region 0.1620 0.6245 0.118 0.352

Novgorod Region 0.1795 0.6998 0.133 0.340

Murmansk Region 0.1105 0.4440 0.241 0.241

Udmurt Republic 0.0663 0.1921 0.135 0.348

Orenburg Region 0.1211 0.4335 0.121 0.365

Krasnoyarsk Territory 0.1012 0.5704 0.367 0.127

Belgorod Region 0.1680 0.4974 0.259 0.237

Yamalo-Nenets Autonomous Area 0.0555 0.3470 0.115 0.390

Nizhny Novgorod Region 0.1480 0.6441 0.364 0.144

Amur Region 0.1507 0.8586 0.213 0.296

Saratov Region 0.0700 0.4498 0.285 0.232

Orel Region 0.2438 0.8253 0.141 0.380

Kabardino-Balkarian Republic 0.1236 0.8152 0.154 0.378

Republic of North Ossetia-Alania 0.1451 0.6672 0.174 0.381

Karachay-Cherkess Republic 0.1215 0.3778 0.145 0.410

Bryansk Region 0.0762 0.3639 0.221 0.335
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Table 1. Cont.

Region

Model for the
Minimal Cut Set
E19−E20−E21−
E28−E30, P0(t)

Model for the
Minimal Cut Set
E25−E26−E27−
E29−E30, P0(t)

MMDM Model for
the Minimal Cut Set

E19−E20−E21−
E28−E30

MMDM Model for
the Minimal Cut Set

E25−E26−E27−
E29−E30

Penza Region 0.1918 0.6257 0.318 0.242

Perm Territory 0.0494 0.3612 0.393 0.169

Sakhalin Region 0.0642 0.6039 0.246 0.321

Yaroslavl Region 0.2066 0.7163 0.33 0.252

Omsk Region 0.1482 0.8085 0.398 0.200

Smolensk Region 0.0467 0.4854 0.266 0.347

Kirov Region 0.1801 0.6500 0.321 0.305

Kursk Region 0.0427 0.3127 0.316 0.313

Lipetsk Region 0.1221 0.4891 0.314 0.316

Tambov Region 0.1396 0.5984 0.267 0.368

Chuvash Republic 0.0500 0.3122 0.269 0.370

Arkhangelsk Region 0.1921 0.5994 0.339 0.300

Republic of Buryatia 0.0251 0.2762 0.381 0.260

Ryazan Oblast 0.0848 0.6982 0.313 0.342

Magadan Region 0.0707 0.5405 0.302 0.357

Trans-Baikal Territory 0.1444 0.5122 0.358 0.301

Republic of Tuva 0.1673 0.8719 0.275 0.385

Ulyanovsk Region 0.2786 0.8013 0.387 0.281

Pskov Region 0.0413 0.4056 0.116 0.564

Altai Territory 0.1328 0.4791 0.18 0.500

Republic of Karelia 0.0482 0.4180 0.352 0.341

Republic of Dagestan 0.2099 0.6056 0.326 0.367

Astrakhan Region 0.1202 0.5450 0.371 0.334

Republic of Mordovia 0.1228 0.8201 0.332 0.380

Kostroma Region 0.2049 0.6775 0.203 0.552

Ivanovo Region 0.1186 0.5317 0.395 0.376

Republic of Adygea 0.0902 0.9193 0.232 0.570

Republic of Kalmykia 0.1739 0.6886 0.229 0.582

Kurgan Region 0.1801 0.6648 0.327 0.490

Nenets Autonomous Territory 0.1559 0.4384 0.31 0.578

Republic of Khakassia 0.2886 0.7466 0.384 0.510

Mari El Republic 0.2838 0.7463 0.347 0.589

Republic of Ingushetia 0.1103 0.5711 0.369 0.579

The leaders of the rating (Table 1), such as the Moscow Region, Samara Region,
Novosibirsk Region, St. Petersburg, Rostov Region, the Republic of Tatarstan, Irkutsk
Region, Vladimir Region, etc., are stable leading regions with the most efficient regional
economies formed in the largest agglomerations, with leading research and innovation
centers. These are large financial and industrial centers, as well as regions of raw materials.
Historically, these regions have had geographical and administrative advantages, and as a
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result, they are territorial locations of industrial production, they have developed research
clusters, and they also have an innovative infrastructure. Being large donor regions, these
regions consolidate significant financial resources that are invested in innovations and
technological developments.

The outsider regions of the list, such as the Republic of Adygea, the Republic of
Kalmykia, Kurgan Region, Nenets Autonomous Territory, the Republic of Khakassia, the
Republic of Mari El, and the Republic of Ingushetia, are geographically small regions with
a low degree of industrialization and a predominance of the agricultural sector.

The distribution of regions based on the MMDM by the risk level is presented for the
cut set E19 − E20 − E21 − E28 − E30 (Figure 7) and the cut set E25 − E26 − E27 − E29 − E30
(Figure 8). For the studied list of regions, the analysis of risk factors E19, E20, E21, E28, E30
shows that 32% of regions have a high level of competitiveness risks.
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For risk factors E25, E26, E27, E29, E30, 40% of regions have a low level of competitive-
ness risks.

Thus, the analysis of the totality of regions shows that the set of indicators E25, E26, E27,
E29, E30, associated with innovative factors, represents more probable risks of regional
competitiveness than E19, E20, E21, E28, E30.
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As a result of the analysis of the obtained quantitative estimates, an idea is formed
about the level of risks for individual factors of competitiveness at the regional level; regions
with different levels of risks are identified to support strategic decision making.

4. Discussion and Conclusions

There are no generally accepted methods for assessing competitiveness risks for
complex socio-economic systems at the regional level. Many researchers present methods
for systematizing empirical data and analyzing their dynamics using the Kolmogorov–
Chapman equations [47,48]. However, this approach has been used to assess risks in
technical systems.

This article proposes an integrated approach for assessing and predicting the risks of
complex socio-economic systems at the regional level based on the Kolmogorov–Chapman
equations. The causal graph of competitiveness risk indicators has leaf vertices obtained
from statistical data [5,6,38,39,49]. When systematizing the data, technical, social, natural re-
source, institutional, informational, and innovative synthetic nodes for groups of indicators
were introduced. Higher levels of data systematization in the analysis include synthetic
nodes of logical links for groups of transactional and transformational indicators. To reduce
the high dimensionality of the state graph, minimal cut sets are used, representing groups
of events, the confluence of which leads to the implementation of the root integral vertex,
corresponding to the risk of losing the competitiveness of the region.

For the actual task of ranking regions according to the level of competitiveness, it
is proposed to apply multi-criteria decision-making methods based on fuzzy logic. The
modified fuzzy ELECTRE II method is proposed as a toolkit. The following metrics
were used in the evaluation process: Euclidean, Hamming, Hausdorff, Tonimoto–Jaccard,
Zhuravlev, Manhattan, and Bray–Curtis. The final rating was based on the results obtained
for individual metrics. An integrated assessment of competitiveness factors with the help
of MMDM provides the calculation of an integral indicator for various periods, ranking
regions, and analysis of the dynamics of regional competitiveness.

The assessment of the competitive potential of regions and the application of appropri-
ate control actions require relevant methods that increase the objectivity of decisions made
under conditions of risk and uncertainty. The use of MMDM provides for both quantitative
and qualitative assessment of the studied risk factors. Possible combinations of various
risks and countermeasures are associated with the consideration of a significant number of
different scenarios, which leads to the need to use special software.

To implement the ability to calculate an integrated assessment of the innovative
competitiveness of regions, using the example of the regions of the Russian Federation,
a set of problem-oriented programs has been developed. The development was carried
out on the Python 3.8.3 platform using the PostgreSQL database management system. The
software product implements the methodology presented in this research.

For comparison, 78 regions of the Russian Federation were used, for which data
for 2020 are presented in open sources. The resulting final scores and the dynamics
of competitiveness make it possible to identify the leading regions in terms of selected
risk factors.

The applied significance of the study consists of the possibility to use a modern assess-
ment of the dynamics and the potential of regional development to determine the priorities
of public administration in order to increase the competitiveness of regional entities.

This article presents models for analyzing scenarios for the dynamics of regional
competitiveness risks based on the Kolmogorov–Chapman system of equations. Analysis
of socio-economic systems based on these equations is possible only on a limited time
scale. The applied models cannot take into account the possibility of the cross-influence of
indicators on each other. At the same time, the demand for the development of principles
for managing complex systems is high [50].

Further development of methods for assessing the risks of regional competitiveness
based on mathematical modeling using statistical data is permissible by developing models
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taking into account the mutual influence of indicators. In subsequent works, it is intended
that each indicator obtained on the basis of the results of official statistics be presented as a
node in a network of interrelated indicators. Then, it is possible to create structures such as
the quantum-like states described in [30].

Such methods of processing statistical data will make it possible to obtain results of
the modeling of economic processes that are qualitatively different from those used in
modern research, taking into account both internal interactions and the ability to study
non-stationary changes in socio-economic processes.

As a direction for further research, it is necessary to indicate the expansion of the
information base of the study by including current time periods, taking into account the
possibility of obtaining additional initial data necessary for assessing various aspects of
regional competitiveness. In addition, various scenarios should be considered within the
framework of dynamic modeling of regional development risks from the point of view of
their competitiveness, which will increase the objectivity and efficiency of strategic decision
making to increase competitiveness.
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