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#### Abstract

This paper studies the estimation problem for semi-varying coefficient heteroscedastic instrumental variable models with missing responses. First, we propose the adjusted estimators for unknown parameters and smooth functional coefficients utilizing the ordinary profile least square method and instrumental variable adjustment technique with complete data. Second, we present an adjusted estimator of the stochastic error variance by employing the Nadaraya-Watson kernel estimation technique. Third, we apply the inverse probability-weighted method and instrumental variable adjustment technique to construct the adaptive-weighted adjusted estimators for unknown parameters and smooth functional coefficients. The asymptotic properties of our proposed estimators are established under some regularity conditions. Finally, numerous simulation studies and a real data analysis are conducted to examine the finite sample performance of the proposed estimators.
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## 1. Introduction

As an important category of statistical regression models, the varying-coefficient partially linear model possesses strong explanatory power and flexibility. It has been used widely in scientific research, such as econometrics, biomedicine and engineering technology. Its general mathematical expression is:

$$
\begin{equation*}
Y=\boldsymbol{X}^{\top} \boldsymbol{\theta}(U)+\mathbf{Z}^{\top} \boldsymbol{\beta}+\varepsilon, \tag{1}
\end{equation*}
$$

where $Y$ is the response variable, and $X \in \mathbb{R}^{P}$ and $Z \in \mathbb{R}^{q}$ are covariates. To prevent the "curse of dimensionality" problem, the covariate $U$ is confined to be one-dimensional. $\boldsymbol{\theta}(\cdot)=$ $\left[\theta_{1}(\cdot), \ldots, \theta_{p}(\cdot)\right]^{\top}$ is a $p \times 1$ smooth functional coefficients vector, $\boldsymbol{\beta}=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{q}\right)^{\top}$ is a $q \times 1$ constant coefficients vector, and $\varepsilon$ is the model error, which is independent of $(X, Z, U)$. The mean of $\varepsilon$ is zero, and the variance is designated as a heteroscedasticity structure, which satisfies $\operatorname{Var}(\varepsilon \mid \boldsymbol{X}, \boldsymbol{Z}, U)=\sigma^{2}(U)$. As an extension of classical linear regression models, varying-coefficient partially linear models have been investigated by many scholars with the hypothesis of homoscedasticity; please see [1-8]. However, in regression analysis, we may omit some important explanatory variables, and the sample observation data may be measured with errors. For such cases, the model error can be heteroscedastic. In recent years, statisticians have developed many statistical inference methods for model (1) with heteroscedasticity. For instance, Shen et al. [9] introduced a re-weighted estimation procedure for unknown parameters based on the generalized least squares method. Zhao et al. [10] proposed a two-stage iterative estimation method by using the orthogonal projection technique, which can individually estimate unknown
parameters and functional coefficients. Zhao et al. [11] proposed a re-weighted estimation procedure when the covariates contain an additive measurement error. Zhang and Li [12] proposed a weighted estimation and testing method when the covariates suffer from an additive measurement error. Yuan and Zhou [13] introduced an adaptive-weighted estimation method for model (1), which can increase the estimation accuracy of their proposed estimators.

However, the above works have not considered the endogenous problem of covariates. In practice, there may be endogenous explanatory variables in model (1); see [14,15]. In such cases, the above methods will promote the generation of endogenous bias, which leads to the inconsistency of obtained estimators. Therefore, the instrumental variable method will provide an effective way to eliminate endogeneity bias. In the past ten years, the semiparametric instrumental variable model has been widely studied by many statisticians. For instance, Cai and Xiong [16] suggested a three-stage estimation approach for semivarying coefficient models with endogenous covariates. Zhao and Li [17] developed an effective variable selection approach for the classical varying coefficient models with endogenous covariates. Zhao and Xue [18] considered the interval estimation for semiparametric instrumental variable models by using the empirical likelihood method. Yuan et al. [19] proposed an effective method to identify important variables by combining the SCAD penalty method and instrumental variable adjustment technique for semi-varying coefficient models with endogenous covariates. Zhao et al. [20] applied the popular empirical likelihood approach to study the effective interval estimation for semi-varying coefficient instrumental variable models with the orthogonal decomposition technique. For more related research, please refer to the literature [21-24]. In this paper, the covariates $U$ and $Z$ are assumed to be exogenous, but the covariates $X$ is endogenous, and $\zeta \in \mathbb{R}^{r}$ is an instrumental variable related to $\boldsymbol{X}$. Similar to [16], the dimension of $\zeta$ is designated as greater than or equal to the dimension $p$ of $\boldsymbol{X}$ for identifiability, and $\boldsymbol{X}$ and $\zeta$ are specified to satisfy the following parametric model:

$$
\begin{equation*}
\boldsymbol{X}=\boldsymbol{\Psi} \zeta+e \tag{2}
\end{equation*}
$$

where $\boldsymbol{\Psi}$ is an unknown constant matrix with dimension $p \times r$, and the error term $\boldsymbol{e}$ satisfies $\mathbb{E}(\boldsymbol{e} \mid \zeta, \boldsymbol{Z}, U)=\mathbf{0} . \mathbb{E}(\varepsilon \mid \boldsymbol{X}, \boldsymbol{Z}, U) \neq 0$ since thecovariates are endogenous, which indicates that $\boldsymbol{X}$ is associated with the model error $\varepsilon$. Moreover, we further suppose that $\mathbb{E}(\varepsilon \mid \boldsymbol{\zeta}, \boldsymbol{Z}, U)=0$.

In applications, the missing data can occur in many areas, such as market surveys, medical research, opinion polls, and other scientific experiments. When we encounter the missing data, the classical statistical inference methods cannot be used directly. Thus, scholars have developed corresponding methods to solve the problem of missing data. The main methods included the complete sample method, inverse probability weighted technique, and imputation technique. Rubin [25] discussed the complete sample method in detail, but this method will reduce the estimation effectiveness, especially when the observed data are missing at random. Robins et al. [26] suggested an inverse probabilityweighted method by assigning the weights to the observed data, which can effectively diminish the deviation caused by the missing data. Wang and Rao [27], and Wang et al. [28] developed the imputation methods for linear and semi-parametric regression models, respectively. Up to now, many scholars have studied the statistical inference for model (1) with missing data, but few scholars considered heteroscedasticity and endogeneity. For instance, Li and Xue [29] constructed an imputation estimator for unknown parameters with a missing response. When the explanatory variables are missing at random, Chen et al. [30] constructed the inverse probability weighted estimation of unknown constant and functional coefficients. For more recent works on missing data research for model (1), the reader can refer to [31-33], among others. In this paper, the response variable is specified to be missing, and other explanatory variables can be fully observed. An indicator variable $\delta$ is introduced to describe the missing mechanism. If $Y$ is obtainable, we denote $\delta=1$, and
otherwise $\delta=0$. Furthermore, we suppose that the missing data mechanism is randomly missing, which is expressed as:

$$
\begin{equation*}
P(\delta=1 \mid U, \boldsymbol{X}, \mathbf{Z}, Y)=P(\delta=1 \mid U, \boldsymbol{X}, \boldsymbol{Z})=\pi(U, \boldsymbol{X}, \mathbf{Z}) \tag{3}
\end{equation*}
$$

where $\pi(\cdot)$ is referred to as the propensity score.
Although many scholars have discussed the statistical inference procedures for various semi-parametric models with endogenous covariates, the existing works have not considered the heteroscedasticity and missing data. Therefore, we consider the estimation problem for models (1) and (2) with heteroscedasticity and a missing response. The adaptive-weighted adjusted estimators of unknown parameters and functional coefficients are proposed using the profile least squares method, instrumental variables adjustment technique, Nadaraya-Watson kernel estimation, inverse probability-weighted method, and weighted least squares method, and we also establish the asymptotic properties of the proposed estimators.

The rest of the paper is organized as follows. In Section 2, we introduced an adaptiveweighted adjusted estimation method to obtain the estimators for unknown parameters and functional coefficients, and the corresponding asymptotic properties are established. In Section 3, numerous simulation studies are conducted to demonstrate the effectiveness and feasibility of the proposed estimators. A real data analysis is performed as well in Section 4. Section 5 summarizes the research results of this paper with some conclusions. The technical proofs are presented in Appendix A.

## 2. Estimation Methods and Main Results

### 2.1. Adjusted Profile Least Squares Estimation

In this subsection, we apply the local linear smoothing technique and instrumental variable adjustment technique to estimate unknown parameters $\beta$ and smooth functional coefficients $\boldsymbol{\theta}(\cdot)$. Assume that $\left\{Y_{i}, \boldsymbol{X}_{i}, \mathcal{U}_{i}, \boldsymbol{Z}_{i}, \boldsymbol{\zeta}_{i}, \delta_{i}\right\}_{i=1}^{n}$ are independent and identically distributed (i.i.d.) samples, which come from the semi-varying coefficient heteroscedastic instrumental variable models (1)-(3); then, we have:

$$
\left\{\begin{array}{l}
\delta_{i} Y_{i}=\delta_{i} \boldsymbol{X}_{i}^{\top} \boldsymbol{\theta}\left(U_{i}\right)+\delta_{i} \boldsymbol{Z}_{i}^{\top} \boldsymbol{\beta}+\delta_{i} \varepsilon_{i}  \tag{4}\\
\boldsymbol{X}_{i}=\boldsymbol{\Psi} \zeta_{i}+\boldsymbol{e}_{i}, \quad i=1,2, \ldots, n
\end{array}\right.
$$

For any $u$ in the small neighborhood of $u_{0}$, each functional coefficients $\theta_{j}(u)(j=$ $1,2, \ldots, p$ ) can be expanded by the Taylor expansion as follows:

$$
\theta_{j}(u) \approx \theta_{j}\left(u_{0}\right)+\theta_{j}^{\prime}\left(u_{0}\right)\left(u-u_{0}\right), \quad j=1,2, \ldots, p
$$

If $\beta$ is given, then the estimator of $\theta_{j}\left(u_{0}\right)$ is given by minimizing the following weighted least squares objective function:

$$
\begin{equation*}
\sum_{i=1}^{n}\left\{Y_{i}-\mathbf{Z}_{i}^{\top} \boldsymbol{\beta}-\sum_{j=1}^{p}\left[\theta_{j}\left(u_{0}\right)+\theta_{j}^{\prime}\left(u_{0}\right)\left(U_{i}-u_{0}\right)\right] X_{i j}\right\}^{2} K_{h_{1}}\left(U_{i}-u_{0}\right) \delta_{i} \tag{5}
\end{equation*}
$$

where $K_{h_{1}}(\cdot)=K\left(\cdot / h_{1}\right) / h_{1}, K(\cdot)$ is a kernel function, which is chosen as a symmetric probability density function, and $h_{1}$ is a bandwidth. For ease of presentation, we denote:

$$
\begin{gathered}
\boldsymbol{Y}=\left(Y_{1}, Y_{2}, \ldots, Y_{n}\right)^{\top}, \quad \mathbf{X}=\left(\boldsymbol{X}_{1}, \boldsymbol{X}_{2}, \ldots, \boldsymbol{X}_{n}\right)^{\top}, \quad \mathbf{Z}=\left(\mathbf{Z}_{1}, \mathbf{Z}_{2}, \ldots, \mathbf{Z}_{n}\right)^{\top}, \\
\boldsymbol{\Delta}_{0}=\operatorname{diag}\left(\delta_{1}, \delta_{2}, \ldots, \delta_{n}\right), \quad \boldsymbol{M}=\left[\boldsymbol{X}_{1}^{\top} \boldsymbol{\theta}\left(U_{1}\right), \ldots, \boldsymbol{X}_{n}^{\top} \boldsymbol{\theta}\left(U_{n}\right)\right]^{\top}, \\
\mathbf{w}_{h_{1}}\left(u_{0}\right)=\operatorname{diag}\left[K_{h_{1}}\left(U_{1}-u_{0}\right), K_{h_{1}}\left(U_{2}-u_{0}\right), \ldots, K_{h_{1}}\left(U_{n}-u_{0}\right)\right],
\end{gathered}
$$

$$
\mathbf{X}_{h_{1}}\left(u_{0}\right)=\left(\begin{array}{cc}
\boldsymbol{X}_{1}^{\top} & h_{1}^{-1}\left(U_{1}-u_{0}\right) \boldsymbol{X}_{1}^{\top} \\
\vdots & \vdots \\
\boldsymbol{X}_{n}^{\top} & h_{1}^{-1}\left(U_{n}-u_{0}\right) \boldsymbol{X}_{n}^{\top}
\end{array}\right)
$$

Thus, the first formula of model (4) can be transformed into:

$$
\begin{equation*}
\Delta_{0} Y-\Delta_{0} Z \beta=\Delta_{0} M+\Delta_{0} \varepsilon \tag{6}
\end{equation*}
$$

By minimizing the weighted least squares objective (5), the estimators of functional coefficients $\theta\left(u_{0}\right)$ are given by:

$$
\begin{equation*}
\widetilde{\boldsymbol{\theta}}\left(u_{0}, \boldsymbol{\beta}\right)=\left(\mathbf{I}_{p}, \mathbf{0}_{p}\right)\left\{\mathbf{X}_{h_{1}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{1}}\left(u_{0}\right) \boldsymbol{\Delta}_{0} \mathbf{X}_{h_{1}}\left(u_{0}\right)\right\}^{-1} \mathbf{X}_{h_{1}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{1}}\left(u_{0}\right) \boldsymbol{\Delta}_{0}(\boldsymbol{Y}-\mathbf{Z} \boldsymbol{\beta}), \tag{7}
\end{equation*}
$$

where $\mathbf{I}_{p}$ and $\mathbf{0}_{p}$ denote the identity matrix and zero matrix with dimension $p \times p$. It is noteworthy that the explanatory variable $\boldsymbol{X}$ in this paper is an endogenous variable, which indicates that $\mathbb{E}(\varepsilon \mid X) \neq 0$. Thus, the estimators of the functional coefficients in (7) are inconsistent. Then, we make a correction for $\widetilde{\boldsymbol{\theta}}\left(u_{0}, \boldsymbol{\beta}\right)$ by applying the available instrumental variables $\zeta$. For model (2), we can easily obtain:

$$
\mathbb{E}\left(\boldsymbol{X} \boldsymbol{\zeta}^{\top}\right)=\boldsymbol{\Psi} \mathbb{E}\left(\boldsymbol{\zeta} \boldsymbol{\zeta}^{\top}\right)
$$

Therefore, a usual moment estimator of the unknown constant matrix $\Psi$ is given by:

$$
\widehat{\boldsymbol{\Psi}}=\left(\sum_{i=1}^{n} \boldsymbol{X}_{i} \boldsymbol{\zeta}_{i}^{\top}\right)\left(\sum_{i=1}^{n} \boldsymbol{\zeta}_{i} \boldsymbol{\zeta}_{i}^{\top}\right)^{-1}
$$

Let $\widehat{\boldsymbol{X}}_{i}=\widehat{\boldsymbol{\Psi}} \zeta_{i}$. Invoking (7), the adjusted estimators of functional coefficients $\boldsymbol{\theta}(u)$ are given by:

$$
\begin{equation*}
\widehat{\boldsymbol{\theta}}\left(u_{0}, \boldsymbol{\beta}\right)=\left(\mathbf{I}_{p}, \mathbf{0}_{p}\right)\left\{\widehat{\mathbf{X}}_{h_{1}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{1}}\left(u_{0}\right) \boldsymbol{\Delta}_{0} \widehat{\mathbf{X}}_{h_{1}}\left(u_{0}\right)\right\}^{-1} \widehat{\mathbf{X}}_{h_{1}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{1}}\left(u_{0}\right) \boldsymbol{\Delta}_{0}(\boldsymbol{Y}-\mathbf{Z} \boldsymbol{\beta}), \tag{8}
\end{equation*}
$$

where $\widehat{\mathbf{X}}_{h_{1}}\left(u_{0}\right)$ has the same structure as $\mathbf{X}_{h_{1}}\left(u_{0}\right)$, but replacing the variable $\boldsymbol{X}_{i}$ with $\widehat{\boldsymbol{X}}_{i}$. Then, invoking (8), the estimator of $\boldsymbol{M}$ is given by:

$$
\begin{equation*}
\widehat{\boldsymbol{M}}(\boldsymbol{\beta})=\left(\widehat{\boldsymbol{X}}_{1}^{\top} \widehat{\boldsymbol{\theta}}\left(U_{1}, \boldsymbol{\beta}\right), \ldots, \widehat{\boldsymbol{X}}_{n}^{\top} \widehat{\boldsymbol{\theta}}\left(U_{n}, \boldsymbol{\beta}\right)\right)^{\top} \triangleq \mathbf{S}(\boldsymbol{\gamma}-\mathbf{Z} \boldsymbol{\beta}) \tag{9}
\end{equation*}
$$

and:

$$
\mathbf{S}=\left(\begin{array}{c}
\left(\widehat{\boldsymbol{X}}_{1}^{\top}, \mathbf{0}\right)\left\{\widehat{\mathbf{X}}_{h_{1}}\left(U_{1}\right) \mathbf{w}_{h_{1}}\left(U_{1}\right) \boldsymbol{\Delta}_{0} \widehat{\mathbf{x}}_{h_{1}}\left(U_{1}\right)\right\}^{-1} \widehat{\mathbf{X}}_{h_{1}}^{\top}\left(U_{1}\right) \mathbf{w}_{h_{1}}^{\top}\left(U_{1}\right) \boldsymbol{\Delta}_{0} \\
\vdots \\
\left(\widehat{\boldsymbol{X}}_{n}^{\top}, \mathbf{0}\right)\left\{\widehat{\mathbf{x}}_{h_{1}}\left(U_{n}\right) \mathbf{w}_{h_{1}}\left(U_{n}\right) \boldsymbol{\Delta}_{0} \widehat{\mathbf{x}}_{h_{1}}\left(U_{n}\right)\right\}^{-1} \widehat{\mathbf{x}}_{h_{1}}\left(U_{n}\right) \mathbf{w}_{h_{1}}^{\top}\left(U_{n}\right) \boldsymbol{\Delta}_{0}
\end{array}\right),
$$

where $\mathbf{0}$ denotes a zero vector with dimensions $1 \times p$. Replacing $\boldsymbol{M}$ with $\widehat{\boldsymbol{M}}(\boldsymbol{\beta})$ in (6), we obtain:

$$
\begin{equation*}
\Delta_{0}(\mathbf{I}-\mathbf{S}) \boldsymbol{Y}=\Delta_{0}(\mathbf{I}-\mathbf{S}) \mathbf{Z} \boldsymbol{\beta}+\Delta_{0} \varepsilon \tag{10}
\end{equation*}
$$

For the model (10), a least squares approach is implemented, and then the adjusted estimators of unknown parameters $\beta$ are given by:

$$
\begin{equation*}
\widehat{\boldsymbol{\beta}}=\left(\widetilde{\mathbf{Z}}^{\top} \boldsymbol{\Delta}_{0} \widetilde{\mathbf{Z}}\right)^{-1} \widetilde{\mathbf{Z}}_{0}^{\top} \boldsymbol{\Delta}_{0} \widetilde{\boldsymbol{Y}} \tag{11}
\end{equation*}
$$

where $\widetilde{\boldsymbol{Y}}=(\mathbf{I}-\mathbf{S}) \boldsymbol{Y}, \widetilde{\mathbf{Z}}=(\mathbf{I}-\mathbf{S}) \mathbf{Z}$. Combining (8) and (11), the adjusted estimators of functional coefficients $\boldsymbol{\theta}(u)$ at $u_{0}$ are given by:

$$
\begin{equation*}
\widehat{\boldsymbol{\theta}}\left(u_{0}, \widehat{\boldsymbol{\beta}}\right)=\left(\mathbf{I}_{p}, \mathbf{0}_{p}\right)\left\{\widehat{\mathbf{X}}_{h_{1}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{1}}\left(u_{0}\right) \boldsymbol{\Delta}_{0} \widehat{\mathbf{X}}_{h_{1}}\left(u_{0}\right)\right\}^{-1} \widehat{\mathbf{X}}_{h_{1}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{1}}\left(u_{0}\right) \boldsymbol{\Delta}_{0}(\boldsymbol{Y}-\mathbf{Z} \widehat{\boldsymbol{\beta}}) \tag{12}
\end{equation*}
$$

### 2.2. Adaptive-Weighted Adjusted Profile Least Squares Estimation

In this subsection, we develop an adaptive-weighted adjusted estimation method for unknown parameters and functional coefficients based on weighted least squares estimation. First of all, according to the estimators of model residuals, we suggest an adjusted Nadaraya-Watson kernel estimation method for the variance function. By (11) and (12), we can estimate the residual error by:

$$
\begin{equation*}
\widehat{\boldsymbol{\varepsilon}}=\left(\widehat{\varepsilon}_{1}, \widehat{\varepsilon}_{2}, \ldots, \widehat{\varepsilon}_{n}\right)^{\top}=\boldsymbol{\Delta}_{0}(\boldsymbol{Y}-\widehat{\boldsymbol{M}}(\widehat{\boldsymbol{\beta}})-\mathbf{Z} \widehat{\boldsymbol{\beta}}) . \tag{13}
\end{equation*}
$$

Note that $\operatorname{Var}\left(\varepsilon_{i} \mid \boldsymbol{X}_{i}, \mathbf{Z}_{i}, U_{i}\right)=\sigma^{2}\left(U_{i}\right)$, and by using the Nadaraya-Watson kernel estimation method, an adjusted estimator of variance function $\sigma^{2}\left(u_{0}\right)$ is given by:

$$
\begin{equation*}
\widehat{\sigma}^{2}\left(u_{0}\right)=\frac{\sum_{i=1}^{n} \delta_{i} \widehat{\varepsilon}_{i}^{2} K_{\widetilde{h}}\left(U_{i}-u_{0}\right)}{\sum_{i=1}^{n} \delta_{i} K_{\widetilde{h}}\left(U_{i}-u_{0}\right)} \tag{14}
\end{equation*}
$$

where $K_{\widetilde{h}}(\cdot)$ and $K_{h_{1}}(\cdot)$ have the same structure, except that the bandwidth $\widetilde{h}$ is replaced by $h_{1}$. Furthermore, replacing $u_{0}$ by $U_{i}(i=1, \ldots, n)$, we can obtain:

$$
\begin{equation*}
\widehat{\sigma}^{2}\left(U_{i}\right)=\frac{\sum_{k=1}^{n} \delta_{k} \widehat{\varepsilon}_{k}^{2} K_{\widetilde{h}}\left(U_{k}-U_{i}\right)}{\sum_{k=1}^{n} \delta_{k} K_{\widetilde{h}}\left(U_{k}-U_{i}\right)}, \quad i=1, \ldots, n \tag{15}
\end{equation*}
$$

The estimator $\widehat{\sigma}^{2}\left(u_{0}\right)$ of the variance function $\sigma^{2}\left(u_{0}\right)$ is consistent. The proof of this property is similar to that of Theorem 1 in [9]; thus, we omit the details.

Then, we consider how to deal with missing data. In general, the selection probability function $\pi\left(U_{i}, \boldsymbol{X}_{i}, Z_{i}\right)$ defined in (3) is usually unknown. We can employ nonparametric estimation methods to estimate it, such as kernel estimation and local polynomial estimation, but these methods may cause the curse of dimensionality. Therefore, similar to the method in [31], we suppose that the selection probability function satisfies:

$$
\pi\left(U_{i}, \boldsymbol{X}_{i}, \boldsymbol{Z}_{i}, \boldsymbol{w}\right)=\frac{\exp \left(w_{0}+w_{1} U_{i}+\boldsymbol{w}_{2}^{\top} \boldsymbol{X}_{i}+\boldsymbol{w}_{3}^{\top} \boldsymbol{Z}_{i}\right)}{1+\exp \left(w_{0}+w_{1} U_{i}+\boldsymbol{w}_{2}^{\top} \boldsymbol{X}_{i}+\boldsymbol{w}_{3}^{\top} \boldsymbol{Z}_{i}\right)},
$$

where $\boldsymbol{w}=\left(w_{0}, w_{1}, \boldsymbol{w}_{2}^{\top}, \boldsymbol{w}_{3}^{\top}\right)^{\top}$ is the unknown parameter vector, and the estimator $\widehat{\boldsymbol{w}}$ of $\boldsymbol{w}$ can be attained by the quasi-likelihood estimation method. We also assume $\boldsymbol{V}_{i}=$ $\left(U_{i}, \boldsymbol{X}_{i}^{\top}, \boldsymbol{Z}_{i}^{\top}\right)^{\top}$, and then the estimator $\pi\left(U_{i}, \boldsymbol{X}_{i}, \boldsymbol{Z}_{i}, \widehat{\boldsymbol{w}}\right)=\pi\left(\boldsymbol{V}_{i}, \widehat{\boldsymbol{w}}\right)$.

Based on the estimator of variance function $\widehat{\sigma}^{2}\left(U_{i}\right)$ and selection probability function $\pi\left(\boldsymbol{V}_{i}, \widehat{\boldsymbol{w}}\right)$, the adaptive-weighted adjusted estimators for functional coefficients are given by minimizing:

$$
\begin{equation*}
\sum_{i=1}^{n}\left\{Y_{i}-\mathbf{Z}_{i}^{\top} \boldsymbol{\beta}-\sum_{j=1}^{p}\left[\theta_{j}\left(u_{0}\right)+\theta_{j}^{\prime}\left(u_{0}\right)\left(U_{i}-u_{0}\right)\right] X_{i j}\right\}^{2} \widehat{\sigma}^{-2}\left(U_{i}\right) \frac{\delta_{i}}{\pi\left(\boldsymbol{V}_{i}, \widehat{\boldsymbol{w}}\right)} K_{h_{2}}\left(U_{i}-u_{0}\right) \tag{16}
\end{equation*}
$$

where $K_{h_{2}}(\cdot)=K\left(\cdot / h_{2}\right) / h_{2}$ with bandwidth $h_{2}$.
Minimizing the objective Function (16), the adaptive-weighted estimators of functional coefficients can be expressed as:

$$
\widetilde{\boldsymbol{\theta}}_{w}\left(u_{0}, \boldsymbol{\beta}\right)=\left(\mathbf{I}_{p}, \mathbf{0}_{p}\right)\left\{\mathbf{X}_{h_{2}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{2}}\left(u_{0}\right) \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}} \mathbf{X}_{h_{2}}\left(u_{0}\right)\right\}^{-1} \mathbf{X}_{h_{2}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{2}}\left(u_{0}\right) \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}}(\boldsymbol{Y}-\mathbf{Z} \boldsymbol{\beta}),
$$

where $\widehat{\boldsymbol{\Sigma}}=\operatorname{diag}\left[\widehat{\sigma}^{2}\left(U_{1}\right), \widehat{\sigma}^{2}\left(U_{2}\right), \ldots, \widehat{\sigma}^{2}\left(U_{n}\right)\right], \widehat{\boldsymbol{\Delta}}=\left[\delta_{1} / \pi\left(\boldsymbol{V}_{1}, \widehat{\boldsymbol{w}}\right), \ldots, \delta_{n} / \pi\left(\boldsymbol{V}_{n}, \widehat{\boldsymbol{w}}\right)\right]$. Since the explanatory variable $\boldsymbol{X}$ is endogenous, the instrumental variable adjustment technique
is used to make a correction for $\widetilde{\boldsymbol{\theta}}\left(u_{0}, \boldsymbol{\beta}\right)$. Then, the adaptive-weighted adjusted estimators of functional coefficients $\boldsymbol{\theta}\left(u_{0}\right)$ are given by:

$$
\begin{equation*}
\widehat{\boldsymbol{\theta}}_{\boldsymbol{w}}\left(u_{0}, \boldsymbol{\beta}\right)=\left(\mathbf{I}_{p}, \mathbf{0}_{p}\right)\left\{\widehat{\boldsymbol{X}}_{h_{2}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{2}}\left(u_{0}\right) \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}} \widehat{\mathbf{X}}_{h_{2}}\left(u_{0}\right)\right\}^{-1} \widehat{\mathbf{X}}_{h_{2}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{2}}\left(u_{0}\right) \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}}(\boldsymbol{Y}-\mathbf{Z} \boldsymbol{\beta}), \tag{17}
\end{equation*}
$$

where $\widehat{\mathbf{X}}_{h_{2}}\left(u_{0}\right)$ and $\widehat{\mathbf{X}}_{h_{1}}\left(u_{0}\right), \mathbf{w}_{h_{2}}\left(u_{0}\right)$ and $\mathbf{w}_{h_{1}}\left(u_{0}\right)$ have the same form except that $h_{1}$ is replaced by $h_{2}$, respectively. Then, the estimator of $M$ is given by:

$$
\begin{equation*}
\widehat{\boldsymbol{M}}_{\boldsymbol{w}}=\left(\widehat{\boldsymbol{X}}_{1}^{\top} \widehat{\boldsymbol{\theta}}_{w}\left(U_{1}, \boldsymbol{\beta}\right), \ldots, \widehat{\boldsymbol{X}}_{n}^{\top} \widehat{\boldsymbol{\theta}}_{w}\left(U_{n}, \boldsymbol{\beta}\right)\right)^{\top} \triangleq \widehat{\mathbf{S}}(\boldsymbol{Y}-\mathbf{Z} \boldsymbol{\beta}), \tag{18}
\end{equation*}
$$

where:

$$
\widehat{\mathbf{S}}=\binom{\left(\widehat{\boldsymbol{X}}_{1}^{\top}, 0\right)\left\{\widehat{\mathbf{X}}_{h_{2}}^{\top}\left(U_{1}\right) \mathbf{w}_{h_{2}}\left(U_{1}\right) \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}}^{\mathbf{X}_{h_{2}}}{\left.\left(U_{1}\right)\right\}^{-1} \widehat{\boldsymbol{X}}_{h_{2}}^{\top}\left(U_{1}\right) \mathbf{w}_{h_{2}}^{\top}\left(U_{1}\right) \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}}}^{\vdots}\right.}{\left(\widehat{\boldsymbol{X}}_{n}^{\top}, 0\right)\left\{\widehat{\mathbf{X}}_{h_{2}}^{\top}\left(U_{n}\right) \mathbf{w}_{h_{2}}\left(U_{n}\right) \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}} \widehat{\mathbf{X}}_{h_{2}}\left(U_{n}\right)\right\}^{-1} \widehat{\mathbf{X}}_{h_{2}}^{\top}\left(U_{n}\right) \mathbf{w}_{h_{2}}^{\top}\left(U_{1}\right) \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}}} .
$$

Substituting $\widehat{\boldsymbol{M}}_{\boldsymbol{w}}$ into (1), we have:

$$
\begin{equation*}
(\mathbf{I}-\widehat{\mathbf{S}}) \boldsymbol{Y}=(\mathbf{I}-\widehat{\mathbf{S}}) \mathbf{Z} \boldsymbol{\beta}+\boldsymbol{\varepsilon} \tag{19}
\end{equation*}
$$

In order to eliminate the impact of heteroscedasticity, left-multiplying the matrix $\widehat{\boldsymbol{\Sigma}}^{-1 / 2}$ to (19), we obtain:

$$
\begin{equation*}
\widehat{\boldsymbol{\Sigma}}^{-1 / 2}(\mathbf{I}-\widehat{\mathbf{S}}) \boldsymbol{Y}=\widehat{\boldsymbol{\Sigma}}^{-1 / 2}(\mathbf{I}-\widehat{\mathbf{S}}) \boldsymbol{\beta}+\widehat{\boldsymbol{\Sigma}}^{-1 / 2} \boldsymbol{\varepsilon}, \tag{20}
\end{equation*}
$$

where $\widehat{\boldsymbol{\Sigma}}^{-1 / 2}=\operatorname{diag}\left[\widehat{\sigma}^{-1}\left(U_{1}\right), \widehat{\sigma}^{-1}\left(U_{2}\right), \ldots, \widehat{\sigma}^{-1}\left(U_{n}\right)\right]$.
By employing the inverse probability-weighted method and combining the idea of weighted least squares, we can derive the estimators of unknown parameters $\beta$ by minimizing

$$
Q(\boldsymbol{\beta})=[(\mathbf{I}-\widehat{\mathbf{S}}) \boldsymbol{Y}-(\mathbf{I}-\widehat{\mathbf{S}}) \mathbf{X} \boldsymbol{\beta}]^{\top} \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}}[(\mathbf{I}-\widehat{\mathbf{S}}) \boldsymbol{Y}-(\mathbf{I}-\widehat{\mathbf{S}}) \mathbf{X} \boldsymbol{\beta}] .
$$

Solving the minimum problem with respect to $\beta$, the proposed adaptive-weighted adjusted estimator of $\beta$ is given by:

$$
\begin{equation*}
\widehat{\boldsymbol{\beta}}_{w}=\left(\widehat{\mathbf{Z}}^{\top} \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\Delta} \widehat{\mathbf{Z}}\right)^{-1} \widehat{\mathbf{Z}}^{\top} \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\Delta} \widehat{\boldsymbol{Y}} \tag{21}
\end{equation*}
$$

where $\widehat{\boldsymbol{Y}}=(\mathbf{I}-\widehat{\mathbf{S}}) \boldsymbol{Y}, \widehat{\mathbf{Z}}=(\mathbf{I}-\widehat{\mathbf{S}}) \mathbf{Z}$. Moreover, substituting $\widehat{\boldsymbol{\beta}}_{w}$ into (17), we give the proposed adaptive-weighted adjusted estimators of functional coefficients $\boldsymbol{\theta}\left(u_{0}\right)$ as follows:

$$
\begin{equation*}
\widehat{\boldsymbol{\theta}}_{\boldsymbol{w}}\left(u_{0}, \widehat{\boldsymbol{\beta}}_{\boldsymbol{w}}\right)=\left(\mathbf{I}_{p}, \mathbf{0}_{p}\right)\left\{\widehat{\mathbf{X}}_{h_{2}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{2}}\left(u_{0}\right) \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}}_{h_{h_{2}}}\left(u_{0}\right)\right\}^{-1} \widehat{\mathbf{X}}_{h_{2}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{2}}\left(u_{0}\right) \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}}\left(\boldsymbol{Y}-\mathbf{Z} \widehat{\boldsymbol{\beta}}_{\boldsymbol{w}}\right) . \tag{22}
\end{equation*}
$$

### 2.3. Asymptotic Properties

In this subsection, we establish the asymptotic properties of the proposed estimators. First, some regularity conditions are needed. These conditions are mild, and similar conditions can be found in [9-11], and other varying-coefficient partially linear heteroscedasticity literature.
(C1) The random variable $U$ has a bounded support $\mathcal{U}$ and its density function $f(u)$ is Lipschitz-continuous and has a second-order continuous derivative. Moreover, $f(u)$ is bounded away from zero.
(C2) The kernel $K(\cdot)$ is a symmetric probability density function with a compact support and is Lipschitz-continuous.
(C3) For each $u \in \mathcal{U}$, the matrix $\Pi(u)=\mathbb{E}\left(\zeta_{1} \zeta_{1}^{\top} \mid U=u\right)$ is invertible, and the matrices $\Pi(u), \Pi^{-1}(u)$, and $\Xi(u)=\mathbb{E}\left(\zeta_{1} Z_{1}^{\top} \mid U=u\right)$ are Lipschitz-continuous.
(C4) For each $u \in \mathcal{U}$, the functional coefficients $\left\{\theta_{j}(u), j=1,2, \ldots, p\right\}$ are Lipschitzcontinuous and have continuous second derivatives.
(C5) There is a $s>2$, such that $\mathbb{E}\left\|\boldsymbol{\zeta}_{1}\right\|^{2 s}<\infty, \mathbb{E}\left\|\boldsymbol{Z}_{1}\right\|^{2 s}<\infty$.
(C6) There is a $\delta<1-s^{-1}$, such that $\lim _{n \rightarrow \infty} n^{2 \delta-1} h_{i}=\infty, i=1,2$.
(C7) The variance function $\sigma^{2}(\cdot)$ has a continuous second derivative and is uniformly bounded on the domain.
(C8) For the bandwidth $h_{i}(i=1,2), n h_{i}^{2} \rightarrow \infty, n h_{i}^{8} \rightarrow 0$ and $\left[\log \left(1 / h_{i}\right)\right]^{2} /\left(n h_{i}^{2}\right) \rightarrow 0$ as $n \rightarrow \infty$. In addition, $h_{i}$ and $\widetilde{h}$ satisfy $O\left(c_{n_{i}}\right) O\left(\widetilde{c_{n}}\right)=o\left(n^{-1 / 2}\right)$, where $c_{n_{i}}=h_{i}^{2}+$ $\left[\log \left(1 / h_{i}\right) /\left(n h_{i}\right)\right]^{1 / 2}, i=1,2, \widetilde{c}_{n}=\widetilde{h}^{2}+[\log (1 / \widetilde{h}) /(n \widetilde{h})]^{1 / 2}$.
(C9) On the base of $\left(\boldsymbol{X}_{i}, \boldsymbol{Z}_{i}, U_{i}\right), \pi(\cdot)$ has a second-order continuous derivative. Moreover, $\pi(\cdot)$ is bounded away from zero.
Conditions (C1)-(C6) are quite generally required in the semi-varying coefficient model. Conditions (C7) and (C8) are mainly to obtain the consistent estimator of the variance function, which can be found in [9]. Condition (C9) provides a guarantee for the inverse probability weighted technique.

Theorem 1. Suppose that regularity conditions (C1)-(C9) hold; for each $u_{0} \in \mathcal{U}$, we have:

$$
\sup _{u_{0} \in \mathcal{U}}\left|\widehat{\sigma}^{2}\left(u_{0}\right)-\sigma^{2}\left(u_{0}\right)\right|=o_{p}\left(\widetilde{c}_{n}\right)
$$

Theorem 2. Suppose that regularity conditions (C1)-(C9) hold; then, the proposed adaptiveweighted adjusted estimator of $\beta$ satisfies:

$$
\sqrt{n}\left(\widehat{\boldsymbol{\beta}}_{w}-\boldsymbol{\beta}\right) \xrightarrow{D} N\left(\mathbf{0}, \boldsymbol{\Lambda}_{1}^{-1} \boldsymbol{\Lambda}_{2} \boldsymbol{\Lambda}_{1}^{-1}\right), \quad n \rightarrow \infty,
$$

where $\boldsymbol{\Lambda}_{1}=\mathbb{E}\left\{\sigma^{-2}\left(U_{1}\right)\left[\mathbf{Z}_{1}-\boldsymbol{\Xi}^{\top}\left(U_{1}\right) \boldsymbol{\Psi}^{\top}\left(\boldsymbol{\Psi} \boldsymbol{\Pi}\left(U_{1}\right) \boldsymbol{\Psi}^{\top}\right)^{-1} \boldsymbol{\Psi} \boldsymbol{Z}_{1}\right]^{\otimes 2}\right\}, \boldsymbol{\Lambda}_{2}=\mathbb{E}\left\{\pi\left(\boldsymbol{V}_{1}, \boldsymbol{w}\right)^{-1}\right.$ $\left.\times \sigma^{-4}\left(U_{1}\right)\left(\boldsymbol{e}_{1}^{\top} \boldsymbol{\theta}\left(U_{1}\right)+\varepsilon_{1}\right)^{2}\left[\boldsymbol{Z}_{1}-\boldsymbol{\Xi}^{\top}\left(U_{1}\right) \boldsymbol{\Psi}^{\top}\left(\boldsymbol{\Psi} \Pi\left(U_{1}\right) \boldsymbol{\Psi}^{\top}\right)^{-1} \boldsymbol{\Psi} \zeta_{1}\right]^{\otimes 2}\right\}$, and $\boldsymbol{H}^{\otimes 2}=\boldsymbol{H} \boldsymbol{H}^{\top}$.

Theorem 3. Suppose that regularity conditions (C1)-(C9) hold; then, the proposed adaptiveweighted adjusted estimator of $\boldsymbol{\theta}\left(u_{0}\right)$ satisfies:

$$
\sqrt{n h_{2}}\left[\widehat{\boldsymbol{\theta}}_{w}\left(u_{0}, \widehat{\boldsymbol{\beta}}_{w}\right)-\boldsymbol{\theta}\left(u_{0}\right)-\frac{1}{2} h_{2}^{2} \mu_{2} \boldsymbol{\theta}^{\prime \prime}\left(u_{0}\right)\right] \xrightarrow{D} N\left(\mathbf{0}, \boldsymbol{\Lambda}\left(u_{0}\right)\right), \quad n \rightarrow \infty,
$$

where $\boldsymbol{\Lambda}\left(u_{0}\right)=v_{0} f^{-1}\left(u_{0}\right) \mathbb{E}\left\{\pi\left(\boldsymbol{V}_{1}, \boldsymbol{w}\right)^{-1}\left(\boldsymbol{e}_{1}^{\top} \boldsymbol{\theta}\left(U_{1}\right)+\varepsilon_{1}\right)^{2}\right\}\left(\boldsymbol{\Psi} \boldsymbol{\Pi}\left(u_{0}\right) \boldsymbol{\Psi}^{\top}\right)^{-1}$,

$$
\mu_{2}=\int u^{2} K_{h_{2}}(u) d u, \quad v_{0}=\int K_{h_{2}}^{2}(u) d u
$$

Theorems 2 and 3 give the asymptotic distribution of our proposed adaptive-weighted adjusted estimators. These results can be utilized to conduct statistical inference for unknown parameters and functional coefficients. Additionally, the above theorems expand the application scale of semi-varying coefficient models to satisfy the modeling requirements of applications. By assuming that the missing responses and endogenous covariates are nonexistent, the asymptotic variance of our proposed estimators possess the same structure as that of the estimators in [13]. On the other hand, when the missing response and heteroscedasticity are not considered, the asymptotic variance of our proposed estimators is the same as that of the estimators in [16].

## 3. Simulation Studies

In this section, we carry out some simulations to evaluate the finite sample performance of the proposed adaptive-weighted adjusted estimation method. We generate the data from the semi-varying coefficient heteroscedastic instrumental variables model:

$$
Y=Z_{1} \beta_{1}+Z_{2} \beta_{2}+X \theta(U)+\varepsilon
$$

where the explanatory variables $Z_{1}$ and $Z_{2}$ are both independently drawn from $N(2,1)$, the univariate $U$ is independently drawn from $U(0,1)$, the explanatory variable $X$ is an endogenous variable generated from the model $X=\zeta+k \varepsilon$, where $\zeta$ in an instrumental variable generated from normal distribution $N(1,1)$, and $k$ is taken as 0.2 and 0.4 to represent different levels of endogeneity. We set the parameters $\beta_{1}=1.5, \beta_{2}=2, \theta(U)=\sin (2 \pi U)$. The model error $\varepsilon \sim N\left(0, \sigma^{2}(U)\right)$ with $\sigma^{2}(U)=0.25+[c \sin (2 \pi U)]^{2}$ for $c=2,4$, respectively. The Gaussian kernel $K(x)=1 / \sqrt{2 \pi} \exp \left(-x^{2} / 2\right)$ is adopted. The leave one out cross-validation (LOOCV) method is applied to choose $h_{1}$, which is derived by minimizing

$$
\mathrm{CV}\left(h_{1}\right)=\frac{1}{n} \sum_{i=1}^{n} \delta_{i}\left[Y_{i}-X_{i} \widehat{\theta}_{[-i]}\left(U_{i}\right)-\mathbf{Z}_{i}^{\top} \widehat{\boldsymbol{\beta}}_{[-i]}\right]
$$

where $\widehat{\boldsymbol{\beta}}_{[-i]}$ and $\widehat{\theta}_{[-i]}(\cdot)$ are the adjusted profile least-squares estimators, which are given in (11) and (12), respectively. We choose bandwidths $\widetilde{h}$ and $h_{2}$ by a similar method. To compare the performance of the proposed adaptive-weighted adjusted estimators under different missing probabilities, two selection probability functions are chosen as follows:

$$
\begin{aligned}
\pi_{1}(x, u, z) & =P\left(\delta=1 \mid X=x, U=u, Z=\left(z_{1}, z_{2}\right)\right) \\
& =\left[1+\exp \left(-1+1.1 x-z_{1}-0.4 z_{2}-0.7 u\right)\right]^{-1} \\
\pi_{2}(x, u, z) & =P\left(\delta=1 \mid X=x, U=u, Z=\left(z_{1}, z_{2}\right)\right) \\
& =\left[1+\exp \left(-1+1.5 x-0.8 z_{1}-0.4 z_{2}-0.5 u\right)\right]^{-1} .
\end{aligned}
$$

The corresponding average response rates are about 0.9 and 0.8 when $c=2$ and $k=0.2$. To show the performance of our proposed adaptive-weighted adjusted profile least square estimation based on the instrumental variable adjustment technique (represented as IAWPLS), we contrast it with the two approaches below: (1) the naive adaptive-weighted profile least square estimation, denoted by NAWPLS; (2) the instrumental variable weighted profile least square estimation, denoted by IWPLS. The former omits the endogeneity of the explanatory covariate, and it is derived by combining the inverse probability-weighted method and adaptive-weighted profile least squares method in [13]. The latter ignores the heteroscedasticity of the model error and combines the inverse probability-weighted method and instrumental variable adjustment method in [16]. We set the sample size as $50,100,200$, and 300 . The results are based on 500 replications for each case. For parametric components, we use the following measures to compare the performance of different methods: (1) Mean: the average of the estimated value; (2) MSE: mean square errors for the corresponding estimators. The results are shown in Tables 1 and 2 for $\pi=\pi_{1}, \pi_{2}, c=2,4$, $k=0.2,0.4$ and $n=50,100,200,300$, respectively.

According to Tables 1 and 2, we have the following results.
(1) The IAWPLS and IWPLS estimators are asymptotically unbiased, but the NAWPLS estimators are biased. For fixed $\pi, c, k$, with the increase of $n$, the MSEs of all three estimators decrease.
(2) For fixed $\pi, c, k$, when the sample size $n=50$, the MSEs of our proposed IAWPLS estimators are slightly larger than those of NAWPLS in some cases, but obviously smaller than those of the NAWPLS and IWPLS estimators when the sample size is greater than 100.
(3) For fixed $c, k, n$, with the increase in the missing probability, the MSEs of all three estimators increase.
(4) For fixed $\pi, k, n$, with the increase in $c$, the MSEs of all three estimators increase.
(5) For fixed $\pi, c, n$, with the increase in $k$, the MSEs of all three estimators increase.

Subsequently, we further consider the behavior of the adaptive-weighted adjusted estimation method for the variance functions and functional coefficients. The corresponding estimated values are computed at $n=200$ equally spaced values $U_{i}=i / n \in[0,1]$, and the mean value of 500 simulations at every point $U_{i}$ is taken for the ultimate estimated values.

Due to the similarity of the estimated curves for different sample sizes and missing probabilities, we only plot the estimated curves of the variance functions and functional coefficients when $c=2,4, k=0.2,0.4, n=200$, and $\pi=\pi_{1}$. The estimated curves are shown in Figures 1 and 2. To demonstrate the effectiveness of the proposed estimation method for the variance function, two methods are taken for contrast: (1) the adjusted Nadaraya-Watson kernel estimation method based on instrumental variable adjustment techniques; (2) the naive Nadaraya-Watson kernel estimation method, which ignores the endogeneity of explanatory variables and uses the standard Nadaraya-Watson kernel estimation.

Table 1. Sample means and MSEs for $\beta_{1}$ based on the IAWPLS, NAWPLS, and IWPLS methods.

| $\pi$ | c | $k$ | $n$ | IAWPLS |  | NAWPLS |  | IWPLS |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Mean | MSE | Mean | MSE | Mean | MSE |
| $\pi_{1}$ | 2 | 0.2 | 50 | 1.5107 | 0.0355 | 1.4335 | 0.0329 | 1.5153 | 0.0607 |
|  |  |  | 100 | 1.5070 | 0.0128 | 1.4379 | 0.0141 | 1.5124 | 0.0261 |
|  |  |  | 200 | 1.5062 | 0.0056 | 1.4366 | 0.0089 | 1.5081 | 0.0121 |
|  |  |  | 300 | 1.5019 | 0.0036 | 1.4424 | 0.0064 | 1.5023 | 0.0094 |
|  |  | 0.4 | 50 | 1.5182 | 0.0429 | 1.3808 | 0.0377 | 1.5289 | 0.0778 |
|  |  |  | 100 | 1.5129 | 0.0164 | 1.3898 | 0.0232 | 1.5192 | 0.0383 |
|  |  |  | 200 | 1.5091 | 0.0074 | 1.3920 | 0.0165 | 1.5115 | 0.0203 |
|  |  |  | 300 | 1.5030 | 0.0046 | 1.3954 | 0.0140 | 1.5041 | 0.0113 |
|  | 4 | 0.2 | 50 | 1.5231 | 0.1056 | 1.2857 | 0.2360 | 1.5226 | 0.2382 |
|  |  |  | 100 | 1.5058 | 0.0367 | 1.3025 | 0.0716 | 1.5214 | 0.1063 |
|  |  |  | 200 | 1.4963 | 0.0143 | 1.3116 | 0.0510 | 1.5146 | 0.0481 |
|  |  |  | 300 | 1.5019 | 0.0094 | 1.3172 | 0.0430 | 1.5062 | 0.0323 |
|  |  | 0.4 | 50 | 1.5274 | 0.1598 | 1.2252 | 0.1324 | 1.5264 | 0.3682 |
|  |  |  | 100 | 1.5110 | 0.0449 | 1.2361 | 0.0917 | 1.5255 | 0.1377 |
|  |  |  | 200 | 1.5088 | 0.0182 | 1.2468 | 0.0749 | 1.5227 | 0.0813 |
|  |  |  | 300 | 1.5053 | 0.0105 | 1.2517 | 0.0686 | 1.5204 | 0.0510 |
| $\pi_{2}$ | 2 | 0.2 | 50 | 1.5187 | 0.0352 | 1.4274 | 0.0364 | 1.5245 | 0.0630 |
|  |  |  | 100 | 1.5050 | 0.0169 | 1.4289 | 0.0186 | 1.5112 | 0.0346 |
|  |  |  | 200 | 1.4974 | 0.0072 | 1.4316 | 0.0109 | 1.5009 | 0.0151 |
|  |  |  | 300 | 1.5027 | 0.0049 | 1.4386 | 0.0077 | 1.5028 | 0.0112 |
|  |  | 0.4 | 50 | 1.4929 | 0.0535 | 1.3581 | 0.0502 | 1.4994 | 0.1011 |
|  |  |  | 100 | 1.5083 | 0.0202 | 1.3785 | 0.0264 | 1.5187 | 0.0438 |
|  |  |  | 200 | 1.5044 | 0.0079 | 1.3871 | 0.0184 | 1.5140 | 0.0221 |
|  |  |  | 300 | 1.5032 | 0.0058 | 1.3882 | 0.0163 | 1.5093 | 0.0153 |
|  | 4 | 0.2 | 50 | 1.5438 | 0.1646 | 1.2972 | 0.1531 | 1.5601 | 0.3148 |
|  |  |  | 100 | 1.5180 | 0.0417 | 1.3103 | 0.0723 | 1.5446 | 0.1141 |
|  |  |  | 200 | 1.5159 | 0.0192 | 1.3054 | 0.0538 | 1.5262 | 0.0625 |
|  |  |  | 300 | 1.5062 | 0.0124 | 1.3210 | 0.0442 | 1.5165 | 0.0491 |
|  |  | 0.4 | 50 | 1.5455 | 0.2016 | 1.2323 | 0.1424 | 1.5895 | 0.4071 |
|  |  |  | 100 | 1.5397 | 0.0555 | 1.2566 | 0.0871 | 1.5802 | 0.1955 |
|  |  |  | 200 | 1.5226 | 0.0271 | 1.2469 | 0.0784 | 1.5559 | 0.1111 |
|  |  |  | 300 | 1.5223 | 0.0181 | 1.2482 | 0.0725 | 1.5511 | 0.1043 |

Figure 1 shows that the proposed adjusted Nadaraya-Watson kernel estimators are asymptotically unbiased, but the naive Nadaraya-Watson kernel estimators are biased, and the deviation increases with the increase of $c$ or $k$. Note that the performance of our proposed adjusted Nadaraya-Watson kernel estimators may be affected by larger $c$ and $k$. From Figure 2, we find that the estimated curves obtained by the IAWPLS and IWPLS methods both approach the true curves, but the estimated curves obtained by the NAWPLS method are biased, and the deviation increases with the increase of $c$ or $k$.

Table 2. Sample means and MSEs for $\beta_{2}$ based on the IAWPLS, NAWPLS, and IWPLS methods.

| $\pi$ | c | $k$ | $n$ | IAWPLS |  | NAWPLS |  | IWPLS |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Mean | MSE | Mean | MSE | Mean | MSE |
| $\pi_{1}$ | 2 | 0.2 | 50 | 1.9900 | 0.0350 | 1.9224 | 0.0344 | 1.9810 | 0.0573 |
|  |  |  | 100 | 1.9911 | 0.0134 | 1.9292 | 0.0157 | 1.9882 | 0.0288 |
|  |  |  | 200 | 1.9962 | 0.0058 | 1.9374 | 0.0092 | 1.9927 | 0.0121 |
|  |  |  | 300 | 2.0009 | 0.0039 | 1.9423 | 0.0067 | 2.0015 | 0.0093 |
|  |  | 0.4 | 50 | 1.9875 | 0.0475 | 1.8815 | 0.0384 | 1.9836 | 0.0820 |
|  |  |  | 100 | 1.9898 | 0.0171 | 1.8880 | 0.0234 | 1.9885 | 0.0384 |
|  |  |  | 200 | 1.9960 | 0.0070 | 1.8877 | 0.0171 | 1.9971 | 0.0200 |
|  |  |  | 300 | 2.0014 | 0.0045 | 1.8896 | 0.0152 | 2.0079 | 0.0117 |
|  | 4 | 0.2 | 50 | 2.0024 | 0.1140 | 1.7800 | 0.1347 | 2.0073 | 0.2454 |
|  |  |  | 100 | 2.0017 | 0.0354 | 1.8183 | 0.0623 | 1.9927 | 0.1010 |
|  |  |  | 200 | 2.0148 | 0.0159 | 1.8275 | 0.0447 | 2.0154 | 0.0525 |
|  |  |  | 300 | 2.0065 | 0.0089 | 1.8270 | 0.0392 | 2.0043 | 0.0336 |
|  |  | 0.4 | 50 | 1.9688 | 0.1469 | 1.7602 | 0.1441 | 1.9604 | 0.3306 |
|  |  |  | 100 | 1.9893 | 0.0488 | 1.7568 | 0.0829 | 1.9933 | 0.1606 |
|  |  |  | 200 | 2.0001 | 0.0195 | 1.7594 | 0.0702 | 2.0082 | 0.0887 |
|  |  |  | 300 | 1.9996 | 0.0118 | 1.7596 | 0.0645 | 1.9995 | 0.0554 |
| $\pi_{2}$ | 2 | 0.2 | 50 | 1.9764 | 0.0349 | 1.9124 | 0.0362 | 1.9805 | 0.0602 |
|  |  |  | 100 | 1.9994 | 0.0181 | 1.9349 | 0.0189 | 1.9985 | 0.0339 |
|  |  |  | 200 | 2.0021 | 0.0073 | 1.9414 | 0.0098 | 1.9999 | 0.0155 |
|  |  |  | 300 | 1.9979 | 0.0047 | 1.9396 | 0.0075 | 2.0023 | 0.0105 |
|  |  | 0.4 | 50 | 2.0004 | 0.0520 | 1.8870 | 0.0409 | 2.0089 | 0.0970 |
|  |  |  | 100 | 1.9956 | 0.0177 | 1.8896 | 0.0242 | 2.0035 | 0.0406 |
|  |  |  | 200 | 1.9970 | 0.0087 | 1.8872 | 0.0183 | 2.0002 | 0.0230 |
|  |  | 300 | 2.0024 | 0.0056 | 1.8919 | 0.0157 | 2.0018 | 0.0164 |  |
|  | 4 | 0.2 | 50 | 1.9750 | 0.1558 | 1.7766 | 0.1635 | 1.9782 | 0.3179 |
|  |  |  | 100 | 1.9977 | 0.0405 | 1.8048 | 0.0739 | 1.9958 | 0.1295 |
|  |  |  | 200 | 1.9880 | 0.0178 | 1.8085 | 0.0529 | 1.9887 | 0.0647 |
|  |  |  | 300 | 1.9898 | 0.0120 | 1.8103 | 0.0472 | 1.9911 | 0.0497 |
|  |  | 0.4 | 50 | 1.9523 | 0.2195 | 1.7392 | 0.1803 | 1.9487 | 0.4049 |
|  |  |  | 100 | 1.9748 | 0.0688 | 1.7389 | 0.0978 | 1.9570 | 0.2404 |
|  |  |  | $200$ | 1.9781 | 0.0241 | 1.7510 | 0.0763 | 1.9552 | 0.1095 |
|  |  |  | 300 | 1.9933 | 0.0171 | 1.7532 | 0.0695 | 1.9933 | 0.0171 |

Owing to the estimated curves obtained by the IAWPLS and IWPLS methods being close to each other, we further utilize the root mean squared error (RMSE) to evaluate the effectiveness for functional coefficients:

$$
\operatorname{RMSE}=\left\{\frac{1}{N} \sum_{k=1}^{N}\left\|\widehat{\theta}\left(U_{k}\right)-\theta\left(U_{k}\right)\right\|^{2}\right\}^{1 / 2},
$$

where $U_{k}(k=1,2, \ldots, N)$ are the selected split points defined on the bounded support $\mathcal{U}$. In this case, we set $N=100$ and assume that $U_{k}$ takes equal intervals on the interval $[0,1]$. We calculate RMSE of the functional coefficients estimators. Results are presented in Table 3 for $\pi=\pi_{1}, \pi_{2}, c=2,4, k=0.2,0.4$ and $n=50,100,200,300$.

According to Table 3, we find that the proposed IAWPLS estimation method for functional coefficients has smaller RMSEs than those of NAWPLS and IWPLS methods for given $\pi, k, c, n$. The RMSEs of all three estimators decrease with the increase of $n$. Nevertheless, the RMSEs increase with the increase of $c, k$ or missing probability.


Figure 1. Plot of the variance function estimates through the use of the adjusted Nadaraya-Watson kernel estimation method (denoted using dashed lines) and the naive Nadaraya-Watson kernel estimation method (denoted using dot-dashed lines); the solid lines represent the true curves.


Figure 2. Plot of the functional coefficient estimates through the use of the IAWPLS method (denoted using dot-dashed lines), the NAWPLS method (denoted using dashed lines), and the IWPLS method (denoted using dotted lines); the solid lines represent the true curves.

Table 3. Sample RMSEs for $\theta(\cdot)$ based on the IAWPLS, NAWPLS, and IWPLS methods.

| $\pi$ | $c$ | $k$ | $n$ | IAWPLS | NAWPLS | IWPLS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\pi_{1}$ | 2 | 0.2 | 50 | 0.4113 | 0.5122 | 0.4348 |
|  |  |  | 100 | 0.2703 | 0.4154 | 0.2845 |
|  |  |  | 200 | 0.1974 | 0.3665 | 0.2043 |
|  |  |  | 300 | 0.1666 | 0.3657 | 0.1710 |
|  |  | 0.4 | 50 | 0.4413 | 0.6413 | 0.4713 |
|  |  |  | 100 | 0.2843 | 0.5921 | 0.3020 |
|  |  |  | 200 | 0.2121 | 0.5615 | 0.2205 |
|  |  |  | 300 | 0.1775 | 0.5600 | 0.1819 |
|  | 4 | 0.2 | 50 | 0.7796 | 1.1731 | 0.8454 |
|  |  |  | 100 | 0.4833 | 1.0768 | 0.5332 |
|  |  |  | 200 | 0.3495 | 1.0242 | 0.3827 |
|  |  |  | 300 | 0.2854 | 1.0083 | 0.3107 |
|  |  | 0.4 | 50 | 0.8237 | 1.3033 | 0.9124 |
|  |  |  | 100 | 0.5442 | 1.2269 | 0.6099 |
|  |  |  | 200 | 0.3816 | 1.2144 | 0.4253 |
|  |  |  | 300 | 0.3208 | 1.2050 | 0.3562 |
|  | 2 | 0.2 | 50 | 0.5148 | 0.5856 | 0.5424 |
|  |  |  | 100 | 0.3174 | 0.4392 | 0.3376 |
|  |  |  | 200 | 0.2380 | 0.3876 | 0.2473 |
|  |  |  | 300 | 0.2005 | 0.3746 | 0.2066 |
|  |  | 0.4 | 50 | 0.5494 | 0.7295 | 0.5908 |
|  |  |  | 100 | 0.3509 | 0.6042 | 0.3740 |
|  |  |  | 200 | 0.2532 | 0.5756 | 0.2674 |
| $\pi_{2}$ |  |  | 300 | 0.2176 | 0.5659 | 0.2296 |
|  | 4 | 0.2 | 50 | 0.9109 | 1.2606 | 0.9901 |
|  |  |  | 100 | 0.6003 | 1.1050 | 0.6560 |
|  |  |  | 200 | 0.4252 | 1.0332 | 0.4671 |
|  |  |  | 300 | 0.3603 | 1.0185 | 0.3962 |
|  |  | 0.4 | 50 | 1.0109 | 1.3693 | 1.1332 |
|  |  |  | 100 | 0.6934 | 1.2575 | 0.7847 |
|  |  |  | 200 | 0.5296 | 1.2201 | 0.5875 |
|  |  |  | 300 | 0.4517 | 1.2134 | 0.5030 |

## 4. Real Data Analysis

We applied our adaptive-weighted adjusted estimation method to the National Longitudinal Survey of Young Men (NLSYM) dataset, which includes 3010 samples from 1976. This dataset has been used widely to analyze the endogeneity issues for parametric and semi-parametric models, such as in $[18,21,23,34]$. We aim to study the potential relationship between the log of hourly wage in cents $(Y)$ and six other explanatory variables: the years of schooling $\left(Z_{1}\right)$, the dummy variable black $\left(Z_{2}\right)$, south $\left(Z_{3}\right)$, the standard metropolitan statistical area $\left(Z_{4}\right.$, smsa), age $(U)$, and work experience $(X)$, constructed as $U-Z_{1}-6$; further details regarding the variables in the dataset can be found in [34]. Similar to [20,34], we constructed the following semi-varying coefficient model:

$$
Y=X \theta(U)+Z_{1} \beta_{1}+Z_{2} \beta_{2}+Z_{3} \beta_{3}+Z_{4} \beta_{4}+\varepsilon
$$

Based on the idea of [34], we took a four-year university as the corresponding instrumental variable since the years of schooling are not randomly assigned or endogenous. For the missing data, we used the following selection probability model to randomly delete approximately $11 \%$ of the responses:

$$
\begin{aligned}
\pi(x, u, z) & =P\left(\delta=1 \mid X=x, U=u, Z=\left(z_{1}, z_{2}, z_{3}, z_{4}\right)\right) \\
& =\left[1+\exp \left(-1+1.5 x-0.4 z_{1}-0.4 z_{2}-0.5 z_{3}-0.7 z_{4}-0.5 u\right)\right]^{-1}
\end{aligned}
$$

In addition, the Gaussian kernel function was chosen in this case, and the bandwidths $h_{1}, h_{2}$, and $\widetilde{h}$ were all selected as 0.3 for ease of calculation. We first applied the adjusted profile least-squares method to obtain the initial estimators for unknown parameters and functional coefficients. Then, the model fitting values $\widehat{Y}$ and residuals $Y-\widehat{Y}$ could be derived using a simple calculation, and a scatter plot of $\widehat{Y}$ to $Y-\widehat{Y}$ is presented in Figure 3.


Figure 3. Plot of the model residuals for NLSYM data.
Figure 3 demonstrates that the model residuals show a certain linear trend instead of random variation. Therefore, we concluded that there should be a heteroscedasticity structure. To further reveal the heteroscedasticity, an adjusted Nadaraya-Watson kernel estimation method is suggested for estimating the variance function, and the estimated curve is presented in Figure 4.


Figure 4. Plot of the variance function estimate for NLSYM data.
From Figure 4, we found that the variance function shows a significant downward trend with the increase of age $U$, indicating the existence of heteroscedasticity in this specified model. Then, we employed the proposed adaptive-weighted adjusted estimation method to estimate unknown parameters and functional coefficients. For comparison, the three estimation methods IAWPLS, NAWPLS, and IWPLS were included, and the simulation results for unknown parameters and functional coefficients are shown in Table 4 and Figure 5, respectively.

Table 4. The estimates for the parameters' vector based on the IAWPLS, IWPLS, and NAWPLS methods for NLSYM data.

|  | $\beta_{1}$ | $\boldsymbol{\beta}_{\mathbf{2}}$ | $\boldsymbol{\beta}_{3}$ | $\boldsymbol{\beta}_{\mathbf{4}}$ |
| :---: | :---: | :---: | :---: | :---: |
| IAWPLS | 0.0806 | -0.6135 | 1.5279 | 0.4864 |
| IWPLS | 0.0841 | -0.5959 | 1.6003 | 0.5702 |
| NAWPLS | 0.3069 | -0.1681 | 0.1772 | -0.1093 |



Figure 5. Plot of the functional coefficient estimates through the use of the IAWPLS method (solid lines), the NAWPLS method (dashed lines), and the IWPLS method (dotted lines) for NLSYM data.

According to Table 4 and Figure 5, we found that although the IAWPLS estimators and IWPLS estimators are relatively close to each other, the IWPLS estimation method slightly overestimated the parameters vector. In addition, there is a significant deviation in the NAWPLS estimators compared with the other estimators. Overall, our proposed estimation method can effectively eliminate the endogeneity and heteroscedasticity for semi-varying coefficient models with missing data.

## 5. Conclusions

In this paper, we study an estimation problem for semi-varying coefficient instrumental variable models with missing data, and the model error is subject to heteroscedasticity simultaneously. An adaptive-weighted adjusted estimation procedure is proposed based on the instrumental variable adjustment technique. The consistency of the variance function estimator is established, and the asymptotic distribution of unknown parameters and functional coefficient estimators is also demonstrated under some regular conditions. Moreover, numerous simulation studies and a NLSYM data analysis further demonstrate the effectiveness of the proposed estimation method. However, we only discuss the estimation problem of the semi-varying coefficient instrumental variables model with heteroscedasticity and missing data in this study. More interesting research topics can be explored in the future, including variable selection and model averaging issues. In addition, high-dimensional data have become a focus in statistical research. How to develop statistical inference methods and theories for a semi-varying coefficient heteroscedastic instrumental variables model with high-dimensional data is an interesting research direction. These issues will be studied in future work.

Author Contributions: Conceptualization, W.Z., S.M. and J.L.; Methodology, W.Z., S.M. and J.L.; Validation, W.Z., S.M. and J.L.; Formal analysis, W.Z.; Investigation, W.Z.; Data curation, W.Z.; Writing—original draft preparation, W.Z.; Writing-review and editing, W.Z., S.M. and J.L.; Supervision, W.Z., S.M. and J.L.; Project administration, W.Z. and S.M.; Funding acquisition, W.Z. and S.M. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the Natural Science Foundation of Inner Mongolia Autonomous Region of China (Nos. 2023QN01001, 2022MS07014), the National Natural Science Foundation of China (No. 12271046 and 71661027), and the Research Program of Humanities and Social Sciences at Universities of Inner Mongolia Autonomous Region of China (No. NJSY22497).

Data Availability Statement: The data presented in this study are available on request from the corresponding author. The data are not publicly available to protect sensitive information.

Conflicts of Interest: The authors declare no conflict of interest.

## Appendix A

Lemma A1 (Mack and Silverman [35]). Suppose that $\left(\boldsymbol{X}_{1}, Y_{1}\right), \ldots,\left(\boldsymbol{X}_{n}, Y_{n}\right)$ are i.i.d. random vectors, where $Y_{i}(i=1, \ldots, n)$ are scalar random variables. Assume that $\mathbb{E}\left|Y_{i}\right|^{s}<\infty$ and $\sup _{x} \int|y|^{s} f(x, y) d y<\infty$, where $f(x, y)$ denotes the joint probability density of random variables $\boldsymbol{X}$ and $Y$, and $K(\cdot)$ is a bounded positive function and defined on a bounded support. Moreover, $K(\cdot)$ satisfies a Lipschitz condition. Given $n^{2 r-1} h \rightarrow \infty$ for some $r<1-s^{-1}$, we have:

$$
\sup _{x}\left|\frac{1}{n} \sum_{i=1}^{n}\left[K_{h}\left(\boldsymbol{X}_{i}-x\right) Y_{i}-\mathbb{E}\left(K_{h}\left(\boldsymbol{X}_{i}-x\right) Y_{i}\right)\right]\right|=O_{p}\left(\left\{\frac{\log (1 / h)}{n h}\right\}^{1 / 2}\right)
$$

Lemma A2 (Shi and Lau [36]). Let $\boldsymbol{T}_{1}, \ldots, \boldsymbol{T}_{n}$ be i.i.d. random variables. If $\mathbb{E}\left|\boldsymbol{T}_{i}\right|^{s}$ is bounded for $s>1$, then $\max _{1 \leq i \leq n}\left|\boldsymbol{T}_{i}\right|=o_{p}\left(n^{1 / s}\right)$, a.s.

Lemma A3 (Chen et al. [31]). Let $\boldsymbol{\tau}_{i}=\left(1, \boldsymbol{X}_{i}^{\top}, U_{i}, \boldsymbol{Z}_{i}^{\top}\right)^{\top}, \lambda_{\text {min }}$ denotes the least eigenvalue of $\sum_{i=1}^{n} \boldsymbol{\tau}_{i} \boldsymbol{\tau}_{i}^{\top}$, and assume that $\sup _{i \geq 1}\left\|\boldsymbol{\tau}_{i}\right\|<\infty$ and $\lambda_{\min } \rightarrow \infty$; then, the quasi-likelihood estimation $\widehat{\boldsymbol{w}}=\left(\widehat{w}_{0}, \widehat{w}_{1}, \widehat{\boldsymbol{w}}_{2}^{\top}, \widehat{\boldsymbol{w}}_{3}^{\top}\right)^{\top}$ of $\boldsymbol{w}=\left(w_{0}, w_{1}, \boldsymbol{w}_{2}^{\top}, \boldsymbol{w}_{3}^{\top}\right)^{\top}$ satisfies:

$$
\sqrt{n}(\widehat{\boldsymbol{w}}-\boldsymbol{w})=\mathbf{A}^{-1} n^{-\frac{1}{2}} \sum_{i=1}^{n} \boldsymbol{\tau}_{i}\left(\delta_{i}-\pi_{i}\right)+o_{p}(1)
$$

where $\mathbf{A}=\mathbb{E}\left[\boldsymbol{\tau}_{1} \boldsymbol{\tau}_{1}^{\top} \pi_{1}\left(1-\pi_{1}\right)\right]$.
Lemma A4. Under regularity conditions (C1)-(C9), we have:

$$
\max _{1 \leq i \leq n}\left|\frac{\delta_{i}}{\pi\left(\boldsymbol{V}_{i}, \widehat{\boldsymbol{w}}\right)}-\frac{\delta_{i}}{\pi\left(\boldsymbol{V}_{i}, \boldsymbol{w}\right)}\right|=o_{p}\left(n^{-\frac{1}{2}+\frac{1}{2 s}}\right)
$$

Proof of Lemma A4. According to Lemma A3, we use the first-order Taylor expansion $\delta_{i} / \pi\left(\boldsymbol{V}_{i}, \widehat{\boldsymbol{w}}\right)$ at $\boldsymbol{w}$,

$$
\begin{aligned}
\frac{\delta_{i}}{\pi\left(\boldsymbol{V}_{i}, \widehat{\boldsymbol{w}}\right)} & =\frac{\delta_{i}}{\pi\left(\boldsymbol{V}_{i}, \boldsymbol{w}\right)}+\left[\frac{\delta_{i}}{\pi\left(\boldsymbol{V}_{i}, \boldsymbol{w}\right)}\right]^{\prime}(\widehat{\boldsymbol{w}}-\boldsymbol{w})+o_{p}(|\widehat{\boldsymbol{w}}-\boldsymbol{w}|) \\
& =\frac{\delta_{i}}{\pi\left(\boldsymbol{V}_{i}, \boldsymbol{w}\right)}-\frac{\delta_{i} \pi^{\prime}\left(\boldsymbol{V}_{i}, \boldsymbol{w}\right)}{\pi^{2}\left(\boldsymbol{V}_{i}, \boldsymbol{w}\right)}(\widehat{\boldsymbol{w}}-\boldsymbol{w})+o_{p}(1)
\end{aligned}
$$

By Condition (C9) and Lemma A2, we have:

$$
\left|\frac{\delta_{i}}{\pi\left(\boldsymbol{V}_{i}, \widehat{\boldsymbol{w}}\right)}-\frac{\delta_{i}}{\pi\left(\boldsymbol{V}_{i}, \boldsymbol{w}\right)}\right| \leq \max \left|\boldsymbol{\tau}_{i}^{\top}\right|\left|\frac{-\delta_{i}\left[1-\pi\left(\boldsymbol{V}_{i}, \boldsymbol{w}\right)\right]}{\pi\left(\boldsymbol{V}_{i}, \boldsymbol{w}\right)}\right||(\widehat{\boldsymbol{w}}-\boldsymbol{w})|+o_{p}(1)=o_{p}\left(n^{-\frac{1}{2}+\frac{1}{2 s}}\right) .
$$

This completes the proof of Lemma A4.
Lemma A5. Under regularity conditions (C1)-(C9), as $n \rightarrow \infty$, it holds that:

$$
\begin{gather*}
\frac{1}{n} \widehat{\mathbf{X}}_{h_{2}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{2}}\left(u_{0}\right) \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}} \widehat{\mathbf{X}}_{h_{2}}^{\top}\left(u_{0}\right)=\sigma^{-2}\left(u_{0}\right) f\left(u_{0}\right) \boldsymbol{\Psi} \boldsymbol{\Pi}\left(u_{0}\right) \boldsymbol{\Psi}^{\top} \otimes\left(\begin{array}{cc}
1 & 0 \\
0 & \mu_{2}
\end{array}\right)\left\{1+O_{p}\left(c_{n_{2}}\right)\right\},  \tag{A1}\\
\frac{1}{n} \widehat{\mathbf{X}}_{h_{2}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{2}}\left(u_{0}\right) \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}} \mathbf{Z}=\sigma^{-2}\left(u_{0}\right) f\left(u_{0}\right) \boldsymbol{\Psi} \boldsymbol{\Xi}\left(u_{0}\right) \otimes\left(\begin{array}{ll}
1 & 0
\end{array}\right)^{\top}\left\{1+O_{p}\left(c_{n_{2}}\right)\right\}  \tag{A2}\\
\frac{1}{n} \widehat{\mathbf{X}}_{h_{2}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{2}}\left(u_{0}\right) \widehat{\Sigma}^{-1} \widehat{\boldsymbol{\Delta}} \boldsymbol{M}=\sigma^{-2}\left(u_{0}\right) f\left(u_{0}\right) \boldsymbol{\Psi} \boldsymbol{\Pi}\left(u_{0}\right) \boldsymbol{\Psi}^{\top} \boldsymbol{\theta}\left(u_{0}\right) \otimes\left(\begin{array}{ll}
1 & 0
\end{array}\right)^{\top}\left\{1+O_{p}\left(c_{n_{2}}\right)\right\},  \tag{A3}\\
\frac{1}{n} \widehat{\mathbf{X}}_{h_{2}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{2}}\left(u_{0}\right) \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}} \boldsymbol{\varepsilon}=O_{p}\left(c_{n_{2}}\right) \tag{A4}
\end{gather*}
$$

where $\otimes$ denotes the Kronecker product.
Proof of Lemma A5. For any $u_{0} \in \mathcal{U}$, by some simple calculation, we have:

$$
\frac{1}{n} \widehat{\mathbf{X}}_{h_{2}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{2}}\left(u_{0}\right) \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\Delta}_{\mathbf{\Delta}} \widehat{\mathbf{X}}_{h_{2}}^{\top}\left(u_{0}\right)=\frac{1}{n}\left(\begin{array}{cc}
\sum_{i=1}^{n} \mathbf{B}_{i} & \sum_{i=1}^{n} \mathbf{B}_{i} h_{2}^{-1}\left(U_{i}-u_{0}\right) \\
\sum_{i=1}^{n} \mathbf{B}_{i} h_{2}^{-1}\left(U_{i}-u_{0}\right) & \sum_{i=1}^{n} \mathbf{B}_{i} h_{2}^{-2}\left(U_{i}-u_{0}\right)^{2}
\end{array}\right)
$$

where $\mathbf{B}_{i}=\left[\delta_{i} / \pi\left(\boldsymbol{V}_{i}, \widehat{\boldsymbol{w}}\right)\right] \widehat{\sigma}^{-2}\left(U_{i}\right) \widehat{\boldsymbol{X}}_{i} \widehat{\boldsymbol{X}}_{i}^{\top} K_{h_{2}}\left(U_{i}-u_{0}\right)$.
We first consider the term of the upper-left corner of the matrix. It is noteworthy that $\widehat{\boldsymbol{\Psi}}$ is the usual moment estimator of $\boldsymbol{\Psi}$. According to [16], we obtain $\widehat{\boldsymbol{\Psi}}=\boldsymbol{\Psi}+O_{p}\left(n^{-1 / 2}\right)$. Therefore, combining Theorem 1, Lemma A4 and condition (C8), we can obtain:

$$
\begin{aligned}
& \frac{1}{n} \sum_{i=1}^{n} \widehat{\sigma}^{-2}\left(U_{i}\right) \frac{\delta_{i}}{\pi\left(\boldsymbol{V}_{i}, \widehat{\boldsymbol{w}}\right)} \widehat{\boldsymbol{X}}_{i} \widehat{\boldsymbol{X}}_{i}^{\top} K_{h_{2}}\left(U_{i}-u_{0}\right) \\
= & \frac{1}{n} \sum_{i=1}^{n} \sigma^{-2}\left(U_{i}\right) \frac{\delta_{i}}{\pi\left(\boldsymbol{V}_{i}, \boldsymbol{w}\right)} \boldsymbol{\Psi} \zeta_{i} \boldsymbol{Z}_{i}^{\top} \boldsymbol{\Psi}^{\top} K_{h_{2}}\left(U_{i}-u_{0}\right) \\
& +\frac{1}{n} \sum_{i=1}^{n}\left[\widehat{\sigma}^{-2}\left(U_{i}\right)-\sigma^{-2}\left(U_{i}\right)\right] \frac{\delta_{i}}{\pi\left(\boldsymbol{V}_{i}, \boldsymbol{w}\right)} \boldsymbol{\Psi} \zeta_{i} \boldsymbol{\zeta}_{i}^{\top} \boldsymbol{\Psi}^{\top} K_{h_{2}}\left(U_{i}-u_{0}\right) \\
& +\frac{1}{n} \sum_{i=1}^{n} \sigma^{-2}\left(U_{i}\right)\left[\frac{\delta_{i}}{\pi\left(\boldsymbol{V}_{i}, \widehat{\boldsymbol{w}}\right)}-\frac{\delta_{i}}{\pi\left(\boldsymbol{V}_{i}, \boldsymbol{w}\right)}\right] \boldsymbol{\Psi} \zeta_{i} \boldsymbol{\zeta}_{i}^{\top} \boldsymbol{\Psi}^{\top} K_{h_{2}}\left(U_{i}-u_{0}\right) \\
& +\frac{1}{n} \sum_{i=1}^{n}\left[\widehat{\sigma}^{-2}\left(U_{i}\right)-\sigma^{-2}\left(U_{i}\right)\right]\left[\frac{\delta_{i}}{\pi\left(\boldsymbol{V}_{i}, \widehat{\boldsymbol{w}}\right)}-\frac{\delta_{i}}{\pi\left(\boldsymbol{V}_{i}, \boldsymbol{w}\right)}\right] \boldsymbol{\Psi} \boldsymbol{\zeta}_{i} \boldsymbol{\zeta}_{i}^{\top} \boldsymbol{\Psi}^{\top} K_{h_{2}}\left(U_{i}-u_{0}\right)+O_{p}\left(n^{-1 / 2}\right) \\
= & \sigma^{-2}\left(u_{0}\right) f\left(u_{0}\right) \boldsymbol{\Psi \Pi}\left(u_{0}\right) \boldsymbol{\Psi}^{\top}+o_{p}\left(\widetilde{c}_{n}\right)+o_{p}\left(n^{\left.-\frac{1}{2}+\frac{1}{2 s}\right)+o_{p}\left(\widetilde{c}_{n}\right) o_{p}\left(n^{-\frac{1}{2}+\frac{1}{2 s}}\right)+O_{p}\left(n^{-1 / 2}\right)}\right. \\
= & \sigma^{-2}\left(u_{0}\right) f\left(u_{0}\right) \boldsymbol{\Psi \boldsymbol { \Pi } ( u _ { 0 } ) \boldsymbol { \Psi } ^ { \top } + O _ { p } ( \widetilde { c } _ { n _ { 2 } } ) .}
\end{aligned}
$$

By using the same argument as above, other terms in the matrix can be proven, which lead to the result of (A1). The proofs of (A2)-(A4) are similar to those of (A1). We omit the details here.

Lemma A6. Under regularity conditions (C1)-(C9), as $n \rightarrow \infty$, we have:

$$
\frac{1}{n} \widehat{\mathbf{Z}}^{\top} \boldsymbol{\Sigma}^{-1} \Delta \widehat{\mathbf{Z}}^{\top} \rightarrow \boldsymbol{\Lambda}_{1}, \quad \text { a.s., }
$$

where $\boldsymbol{\Sigma}=\operatorname{diag}\left[\sigma^{2}\left(U_{1}\right), \sigma^{2}\left(U_{2}\right), \ldots, \sigma^{2}\left(U_{n}\right)\right], \boldsymbol{\Delta}=\operatorname{diag}\left[\frac{\delta_{1}}{\pi\left(\boldsymbol{V}_{1}, \hat{\boldsymbol{w}}_{1}\right)}, \ldots, \frac{\delta_{n}}{\pi\left(\boldsymbol{V}_{n}, \widehat{\boldsymbol{w}}_{n}\right)}\right], \boldsymbol{\Lambda}_{1}$ is given in Theorem 2.

Proof of Lemma A6. Invoking (A1) and (A2), it is easy to show that:

$$
\begin{aligned}
& \left(\hat{\mathbf{x}}^{\top} \mathbf{0}\right)\left\{\hat{\mathbf{x}}_{h_{2}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{2}}\left(u_{0}\right) \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\mathbf { x }}}{\widehat{h_{2}}}\left(u_{0}\right)\right\}^{-1} \hat{\mathbf{x}}_{h_{2}}^{\top}\left(u_{0}\right) \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\mathbf{\Delta}} \mathbf{x} \\
= & (\boldsymbol{\Psi} \zeta)^{\top}\left(\boldsymbol{\Psi} \boldsymbol{\Pi}\left(u_{0}\right) \boldsymbol{\Psi}^{\top}\right)^{-1} \boldsymbol{\Psi \Xi}\left(u_{0}\right)\left\{1+O_{p}\left(c_{n_{2}}\right)\right\} .
\end{aligned}
$$

Then, we have:

Then, invoking (A5), some calculations yield:

$$
\frac{1}{n} \widehat{\mathbf{Z}}^{\top} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Delta} \widehat{\mathbf{Z}}=\frac{1}{n}(\mathbf{Z}-\widehat{\mathbf{S}} \mathbf{Z})^{\top} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Delta}(\mathbf{Z}-\widehat{\mathbf{S}} \mathbf{Z})=\frac{1}{n} \sum_{i=1}^{n} \sigma^{-2}\left(U_{i}\right) \frac{\delta_{i}}{\pi\left(\boldsymbol{V}_{i}, \boldsymbol{w}_{i}\right)} \boldsymbol{\eta}_{i} \boldsymbol{\eta}_{i}^{\top}+O_{p}\left(c_{n_{2}}\right)
$$

where $\boldsymbol{\eta}_{i}=\boldsymbol{Z}_{i}-\boldsymbol{\Xi}\left(U_{i}\right) \boldsymbol{\Psi}^{\top}\left(\boldsymbol{\Psi} \boldsymbol{\Pi}\left(U_{i}\right) \boldsymbol{\Psi}^{\top}\right)^{-1} \boldsymbol{\Psi} \boldsymbol{Z}_{i}$. Then, by a law of large numbers, Lemma A6 can be easily proven.

Lemma A7. Under regularity conditions (C1)-(C9), then as $n \rightarrow \infty$, we can obtain:

$$
n^{-1 / 2} \widehat{\mathbf{Z}}^{\top} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Delta}\left(\widehat{\boldsymbol{M}}_{\boldsymbol{w}}+\widehat{\boldsymbol{\varepsilon}}\right) \xrightarrow{D} N\left(\mathbf{0}, \boldsymbol{\Lambda}_{2}\right), \quad n \rightarrow \infty,
$$

where $\widehat{\boldsymbol{\varepsilon}}=(\mathbf{I}-\widehat{\mathbf{S}}) \boldsymbol{\varepsilon}, \widehat{\boldsymbol{M}}_{\boldsymbol{w}}=(\mathbf{I}-\widehat{\mathbf{S}}) \mathbf{M}$ is given in Theorem 2.
Proof of Lemma A7. Invoking (A1) and (A3), it is easy to check that:

$$
\begin{aligned}
& \left(\widehat{\mathbf{X}}^{\top} \mathbf{0}\right)\left\{\widehat{\mathbf{x}}_{h_{2}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{2}}\left(u_{0}\right) \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}} \widehat{\mathbf{X}}_{h_{2}}\left(u_{0}\right)\right\}^{-1} \widehat{\mathbf{X}}_{h_{2}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{2}}\left(u_{0}\right) \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}} \boldsymbol{M} \\
= & (\boldsymbol{\Psi} \boldsymbol{\zeta})^{\top} \boldsymbol{\theta}\left(u_{0}\right)\left\{1+O_{p}\left(c_{n_{2}}\right)\right\} .
\end{aligned}
$$

Then, invoking (A5), some calculations yield:

$$
\begin{aligned}
& n^{-1 / 2} \widehat{\mathbf{Z}}^{\top} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Delta} \widehat{\boldsymbol{M}}_{\boldsymbol{w}}=n^{-1 / 2} \mathbf{Z}^{\top}(\mathbf{I}-\widehat{\mathbf{S}})^{\top} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Delta}(\mathbf{I}-\widehat{\mathbf{S}}) \boldsymbol{M} \\
= & n^{-1 / 2} \sum_{i=1}^{n} \sigma^{-2}\left(U_{i}\right) \frac{\delta_{i}}{\pi\left(\boldsymbol{V}_{i}, \boldsymbol{w}_{i}\right)} \boldsymbol{\eta}_{i}\left(1+O_{p}\left(c_{n_{2}}\right)\right)\left[\boldsymbol{X}_{i}^{\top} \boldsymbol{\theta}\left(U_{i}\right)-\left(\boldsymbol{\Psi} \boldsymbol{\zeta}_{i}\right)^{\top} \boldsymbol{\theta}\left(U_{i}\right)\left(1+O_{p}\left(c_{n_{2}}\right)\right)\right] \\
= & n^{-1 / 2} \sum_{i=1}^{n} \sigma^{-2}\left(U_{i}\right) \frac{\delta_{i}}{\pi\left(\boldsymbol{V}_{i}, \boldsymbol{w}_{i}\right)} \boldsymbol{\eta}_{i}\left(\boldsymbol{\Psi} \boldsymbol{\zeta}_{i}\right)^{\top} \boldsymbol{\theta}\left(U_{i}\right) O_{p}\left(c_{n_{2}}\right)+n^{-1 / 2} \sum_{i=1}^{n} \sigma^{-2}\left(U_{i}\right) \frac{\delta_{i}}{\pi\left(\boldsymbol{V}_{i}, \boldsymbol{w}_{i}\right)} \boldsymbol{\eta}_{i} \boldsymbol{e}_{i}^{\top} \boldsymbol{\theta}\left(U_{i}\right) .
\end{aligned}
$$

Note that $\mathbb{E}\left[\boldsymbol{\eta}_{i}\left(\boldsymbol{\Psi} \boldsymbol{\zeta}_{i}\right)^{\top} \boldsymbol{\theta}\left(U_{i}\right) \mid U_{i}\right]=0$, and then we can prove:

$$
n^{-1 / 2} \sum_{i=1}^{n} \sigma^{-2}\left(U_{i}\right) \frac{\delta_{i}}{\pi\left(\boldsymbol{V}_{i}, \boldsymbol{w}_{i}\right)} \boldsymbol{\eta}_{i}\left(\boldsymbol{\Psi} \boldsymbol{\zeta}_{i}\right)^{\top} \boldsymbol{\theta}\left(U_{i}\right) O_{p}\left(c_{n_{2}}\right)=O_{p}\left(n^{1 / 2} c_{n_{2}}^{2}\right)
$$

Therefore, we derive:

$$
\begin{equation*}
n^{-1 / 2} \widehat{\mathbf{Z}}^{\top} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Delta} \widehat{\boldsymbol{M}}_{w}=n^{-1 / 2} \sum_{i=1}^{n} \sigma^{-2}\left(U_{i}\right) \frac{\delta_{i}}{\pi\left(\boldsymbol{V}_{i}, \boldsymbol{w}_{i}\right)} \boldsymbol{\eta}_{i} \boldsymbol{e}_{i}^{\top} \boldsymbol{\theta}\left(U_{i}\right)+O_{p}\left(n^{1 / 2} c_{n_{2}}^{2}\right) . \tag{A6}
\end{equation*}
$$

In addition, invoking (A1) and (A4), we have:

$$
\left(\widehat{\mathbf{X}}^{\top} \mathbf{0}\right)\left\{\widehat{\mathbf{X}}_{h_{2}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{2}}\left(u_{0}\right) \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}}_{h_{h_{2}}}\left(u_{0}\right)\right\}^{-1} \widehat{\boldsymbol{X}}_{h_{2}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{2}}\left(u_{0}\right) \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}} \boldsymbol{\varepsilon}^{\boldsymbol{c}}=O_{p}\left(c_{n_{2}}\right) .
$$

Then, invoking (A5), some calculations yield:

$$
\begin{align*}
n^{-1 / 2} \widehat{\mathbf{Z}}^{\top} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Delta} \widehat{\boldsymbol{\varepsilon}} & =n^{-1 / 2} \mathbf{Z}^{\top}(\mathbf{I}-\widehat{\mathbf{S}})^{\top} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Delta}(\mathbf{I}-\widehat{\mathbf{S}}) \boldsymbol{\varepsilon} \\
& =n^{-1 / 2} \sum_{i=1}^{n} \sigma^{-2}\left(U_{i}\right) \frac{\delta_{i}}{\pi\left(\boldsymbol{V}_{i}, \boldsymbol{w}_{i}\right)} \boldsymbol{\eta}_{i} \varepsilon_{i}+O_{p}\left(c_{n_{2}}\right) \tag{A7}
\end{align*}
$$

Hence, combining (A6), (A7), and condition (C8), with the help of the central limit theorem, the result of Lemma A7 can be obtained.

The proof of Theorem 1 is similar to that of Theorem 1 in [9]. We omit the details here.
Proof of Theorem 2. Note that:

$$
\sqrt{n}\left(\widehat{\boldsymbol{\beta}}_{w}-\boldsymbol{\beta}\right)=\sqrt{n}\left(\widehat{\boldsymbol{\beta}}_{w}-\widehat{\boldsymbol{\beta}}_{v}\right)+\sqrt{n}\left(\widehat{\boldsymbol{\beta}}_{v}-\boldsymbol{\beta}\right)
$$

where $\widehat{\boldsymbol{\beta}}_{v}=\left(\widehat{\mathbf{Z}}^{\top} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Delta} \widehat{\mathbf{Z}}\right)^{-1} \widehat{\mathbf{Z}}^{\top} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Delta} \widehat{\boldsymbol{Y}}$. Then, we need to complete the proof of

$$
\begin{equation*}
\sqrt{n}\left(\widehat{\boldsymbol{\beta}}_{v}-\boldsymbol{\beta}\right) \xrightarrow{D} N\left(\mathbf{0}, \boldsymbol{\Lambda}_{1}^{-1} \boldsymbol{\Lambda}_{2} \boldsymbol{\Lambda}_{1}^{-1}\right), \quad n \rightarrow \infty \tag{A8}
\end{equation*}
$$

and

$$
\begin{equation*}
\sqrt{n}\left(\widehat{\boldsymbol{\beta}}_{w}-\widehat{\boldsymbol{\beta}}_{v}\right)=o_{p}(1) . \tag{A9}
\end{equation*}
$$

Multiplying both sides of model (1) by ( $\mathbf{I}-\widehat{\mathbf{S}}$ ), we obtain:

$$
\widehat{\gamma}=\widehat{\mathbf{Z}} \beta+\widehat{M}_{w}+\widehat{\varepsilon}
$$

Then, we have:

$$
\sqrt{n}\left(\widehat{\boldsymbol{\beta}}_{v}-\boldsymbol{\beta}\right)=\left(n^{-1} \widehat{\mathbf{Z}}^{\top} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Delta} \widehat{\mathbf{Z}}\right)^{-1} n^{-1 / 2} \widehat{\mathbf{Z}}^{\top} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Delta}\left(\widehat{\boldsymbol{M}}_{\boldsymbol{w}}+\widehat{\boldsymbol{\varepsilon}}\right) .
$$

Invoking Lemma A6 and Lemma A7, we can derive the result of (A8) using the Slutsky Theorem. Since:

$$
\begin{aligned}
\sqrt{n}\left(\widehat{\boldsymbol{\beta}}_{w}-\widehat{\boldsymbol{\beta}}_{v}\right)= & \sqrt{n}\left[\left(\widehat{\mathbf{Z}}^{\top} \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}} \widehat{\mathbf{Z}}\right)^{-1} \widehat{\mathbf{Z}}^{\top} \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}} \widehat{\boldsymbol{Y}}-\left(\widehat{\mathbf{Z}}^{\top} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Delta} \widehat{\mathbf{Z}}\right)^{-1} \widehat{\mathbf{Z}}^{\top} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Delta} \widehat{\boldsymbol{Y}}\right] \\
= & \sqrt{n}\left[\left(\widehat{\mathbf{Z}}^{\top} \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}} \widehat{\mathbf{Z}}\right)^{-1}-\left(\widehat{\mathbf{Z}}^{\top} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Delta} \widehat{\mathbf{Z}}\right)^{-1}\right] \widehat{\mathbf{Z}}^{\top} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Delta}\left(\widehat{\boldsymbol{M}}_{w}+\widehat{\boldsymbol{\varepsilon}}\right) \\
& +\sqrt{n}\left(\widehat{\mathbf{Z}}^{\top} \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}} \widehat{\mathbf{Z}}\right)^{-1}\left(\widehat{\mathbf{Z}}^{\top} \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}}-\widehat{\mathbf{Z}}^{\top} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Delta}\right)\left(\widehat{\boldsymbol{M}}_{w}+\widehat{\boldsymbol{\varepsilon}}\right) .
\end{aligned}
$$

Thus, to obtain the result of (A9), we have to prove:

$$
\begin{aligned}
& n^{-1}\left(\widehat{\mathbf{Z}}^{\top} \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}} \widehat{\mathbf{Z}}-\widehat{\mathbf{Z}}^{\top} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Delta} \widehat{\mathbf{Z}}\right)=o_{p}(1), \quad n^{-1 / 2} \widehat{\mathbf{Z}}^{\top} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Delta}\left(\widehat{\boldsymbol{M}}_{\boldsymbol{w}}+\widehat{\boldsymbol{\varepsilon}}\right)=O_{p}(1), \\
& n^{-1} \widehat{\mathbf{Z}}^{\top} \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}} \widehat{\mathbf{Z}}=O_{p}(1), \quad n^{-1 / 2}\left(\widehat{\mathbf{Z}}^{\top} \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}}-\widehat{\mathbf{Z}}^{\top} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Delta}\right)\left(\widehat{\boldsymbol{M}}_{\boldsymbol{w}}+\widehat{\boldsymbol{\varepsilon}}\right)=o_{p}(1) .
\end{aligned}
$$

Usng a similar method to the proof of Theorem 3 in [9], it is easy to prove the above conclusions under regular conditions (C1)-(C9), so the details are omitted here. Then, combining (A8) and (A9) yields the result in Theorem 2.

Proof of Theorem 3. Recall the definition of $\widehat{\boldsymbol{\theta}}_{w}\left(u_{0}, \widehat{\boldsymbol{\beta}}_{w}\right)$ in (21); we have:

$$
\begin{aligned}
\widehat{\boldsymbol{\theta}}_{\boldsymbol{w}}\left(u_{0}, \widehat{\boldsymbol{\beta}}_{\boldsymbol{w}}\right)= & \left(\mathbf{I}_{p}, \mathbf{0}_{p}\right)\left\{\widehat{\mathbf{X}}_{h_{2}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{2}}\left(u_{0}\right) \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}} \widehat{\mathbf{x}}_{h_{2}}\left(u_{0}\right)\right\}^{-1} \widehat{\mathbf{X}}_{h_{2}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{2}}\left(u_{0}\right) \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}}\left(\boldsymbol{Y}-\mathbf{Z} \widehat{\boldsymbol{\beta}}_{\boldsymbol{w}}\right) \\
= & \left(\mathbf{I}_{p}, \mathbf{0}_{p}\right)\left\{\widehat{\mathbf{x}}_{h_{2}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{2}}\left(u_{0}\right) \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}} \widehat{\mathbf{x}}_{h_{2}}\left(u_{0}\right)\right\}^{-1} \widehat{\mathbf{X}}_{h_{2}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{2}}\left(u_{0}\right) \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}} \boldsymbol{M}_{\zeta} \\
& +\left(\mathbf{I}_{p}, \mathbf{0}_{p}\right)\left\{\widehat{\mathbf{X}}_{h_{2}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{2}}\left(u_{0}\right) \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}} \widehat{\mathbf{X}}_{h_{2}}\left(u_{0}\right)\right\}^{-1} \widehat{\mathbf{X}}_{h_{2}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{2}}\left(u_{0}\right) \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta} \mathbf{Z}\left(\boldsymbol{\beta}-\widehat{\boldsymbol{\beta}}_{\boldsymbol{w}}\right)} \\
& +\left(\mathbf{I}_{p}, \mathbf{0}_{p}\right)\left\{\widehat{\mathbf{x}}_{h_{2}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{2}}\left(u_{0}\right) \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}} \widehat{\mathbf{X}}_{h_{2}}\left(u_{0}\right)\right\}^{-1} \widehat{\mathbf{X}}_{h_{2}}^{\top}\left(u_{0}\right) \mathbf{w}_{h_{2}}\left(u_{0}\right) \widehat{\boldsymbol{\Sigma}}^{-1} \widehat{\boldsymbol{\Delta}}(\boldsymbol{\varepsilon}+\boldsymbol{e}) \\
\triangleq & K_{1}+K_{2}+K_{3},
\end{aligned}
$$

where:

$$
\begin{gathered}
\boldsymbol{M}_{\zeta}=\left[\left(\boldsymbol{\Psi} \zeta_{1}\right)^{\top} \boldsymbol{\theta}\left(U_{1}\right),\left(\boldsymbol{\Psi} \zeta_{2}\right)^{\top} \boldsymbol{\theta}\left(U_{2}\right), \ldots,\left(\boldsymbol{\Psi} \zeta_{n}\right)^{\top} \boldsymbol{\theta}\left(U_{n}\right)\right]^{\top}, \\
\boldsymbol{e}=\left(\boldsymbol{e}_{1}^{\top} \boldsymbol{\theta}\left(U_{1}\right), \boldsymbol{e}_{2}^{\top} \boldsymbol{\theta}\left(U_{2}\right), \ldots, \boldsymbol{e}_{n}^{\top} \boldsymbol{\theta}\left(U_{n}\right)\right)^{\top} .
\end{gathered}
$$

Let us consider $K_{1}$ first; for any point $U_{i}$ in the neighborhood of $u_{0}$, each functional coefficients $\boldsymbol{\theta}\left(U_{i}\right)$ can be approximated by:

$$
\boldsymbol{\theta}\left(U_{i}\right)=\boldsymbol{\theta}\left(u_{0}\right)+h_{2} \boldsymbol{\theta}^{\prime}\left(u_{0}\right) \frac{U_{i}-u_{0}}{h_{2}}+\frac{h_{2}^{2}}{2} \boldsymbol{\theta}^{\prime \prime}\left(u_{0}\right)\left(\frac{U_{i}-u_{0}}{h_{2}}\right)^{2}+o_{p}\left(h_{2}^{2}\right)
$$

Then, we have:

$$
\boldsymbol{M}_{\zeta}=\left(\begin{array}{c}
\left(\boldsymbol{\Psi} \boldsymbol{\zeta}_{1}\right)^{\top} \boldsymbol{\theta}\left(U_{1}\right) \\
\vdots \\
\left(\boldsymbol{\Psi} \boldsymbol{\zeta}_{n}\right)^{\top} \boldsymbol{\theta}\left(U_{n}\right)
\end{array}\right)=\widehat{\mathbf{X}}_{h_{2}}^{\top}\left(u_{0}\right)\binom{\boldsymbol{\theta}\left(u_{0}\right)}{h_{2} \boldsymbol{\theta}^{\prime}\left(u_{0}\right)}+\frac{h_{2}^{2}}{2}\left(\begin{array}{c}
\widehat{\boldsymbol{X}}_{1}^{\top}\left(\frac{U_{1}-u_{0}}{h_{2}}\right)^{2} \\
\vdots \\
\boldsymbol{X}_{n}^{\top}\left(\frac{U_{n}-u_{0}}{h_{2}}\right)^{2}
\end{array}\right) \boldsymbol{\theta}^{\prime \prime}\left(u_{0}\right)+o_{p}\left(h_{2}^{2}\right) .
$$

By Lemma 1, we obtain:

$$
\begin{equation*}
K_{1}=\boldsymbol{\theta}\left(u_{0}\right)+\frac{h_{2}^{2}}{2} \mu_{2} \boldsymbol{\theta}^{\prime \prime}\left(u_{0}\right)+o_{p}\left(h_{2}^{2}\right) \tag{A10}
\end{equation*}
$$

For $K_{2}$, combining (A1), (A2), Theorem 2, and condition (C8), we can obtain that:

$$
\begin{equation*}
\sqrt{n h_{2}} K_{2}=\sqrt{n h_{2}}\left(\boldsymbol{\Psi} \boldsymbol{\Pi}\left(u_{0}\right) \boldsymbol{\Psi}^{\top}\right)^{-1} \boldsymbol{\Psi} \boldsymbol{\Xi}\left(u_{0}\right)\left\{1+O_{p}\left(c_{n_{2}}\right)\right\} O_{p}\left(n^{-1 / 2}\right)=o_{p}(1) . \tag{A11}
\end{equation*}
$$

Now, we consider $K_{3}$. Combining (A1), Theorem 1, and Lemma 4, we can derive:

$$
\begin{aligned}
\sqrt{n h_{2}} K_{3}= & \sigma^{2}\left(u_{0}\right) f^{-1}\left(u_{0}\right)\left(\boldsymbol{\Psi} \boldsymbol{\Pi}\left(u_{0}\right) \boldsymbol{\Psi}^{\top}\right)^{-1} \\
& \times \sqrt{n h_{2}} \frac{1}{n} \sum_{i=1}^{n} \sigma^{-2}\left(U_{i}\right) \frac{\delta_{i}}{\pi\left(\boldsymbol{V}_{i}, \boldsymbol{w}\right)} \widehat{\boldsymbol{X}}_{i} K_{h_{2}}\left(U_{i}-u_{0}\right)\left(\varepsilon_{i}+\boldsymbol{e}_{i}^{\top} \boldsymbol{\theta}\left(U_{i}\right)\right)+o_{p}(1)
\end{aligned}
$$

Since $\sqrt{n h_{2}} \frac{1}{n} \sum_{i=1}^{n} \sigma^{-2}\left(U_{i}\right) \frac{\delta_{i}}{\pi\left(\boldsymbol{V}_{i}, \boldsymbol{w}\right)} \widehat{\boldsymbol{X}}_{i} K_{h_{2}}\left(U_{i}-u_{0}\right)\left(\varepsilon_{i}+\boldsymbol{e}_{i}^{\top} \boldsymbol{\theta}\left(U_{i}\right)\right)$ follows an asymptotic normal distribution with mean zero and the variance function

$$
v_{0} f\left(u_{0}\right) \sigma^{-4}\left(u_{0}\right) \mathbb{E}\left\{\pi\left(\boldsymbol{V}_{1}, \boldsymbol{w}\right)^{-1}\left(\boldsymbol{e}_{1}^{\top} \boldsymbol{\theta}\left(U_{1}\right)+\varepsilon_{1}\right)^{2}\right\} \boldsymbol{\Psi} \Pi\left(u_{0}\right) \boldsymbol{\Psi}^{\top} .
$$

Then, by the Slutsky Theorem, we have:

$$
\begin{equation*}
\sqrt{n h_{2}} K_{3} \xrightarrow{D} v_{0} f^{-1}\left(u_{0}\right) \mathbb{E}\left\{\pi\left(\boldsymbol{V}_{1}, \boldsymbol{w}\right)^{-1}\left(\boldsymbol{e}_{1}^{\top} \boldsymbol{\theta}\left(U_{1}\right)+\varepsilon_{1}\right)^{2}\right\}\left(\boldsymbol{\Psi} \boldsymbol{\Pi}\left(u_{0}\right) \boldsymbol{\Psi}^{\top}\right)^{-1} . \tag{A12}
\end{equation*}
$$

Combining (A10)-(A12) together with the Slutsky Theorem yields the result in Theorem 3.
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