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Abstract: In recent years, vision-centric perception has played a crucial role in autonomous driving
tasks, encompassing functions such as 3D detection, map construction, and motion forecasting. How-
ever, the deployment of vision-centric approaches in practical scenarios is hindered by substantial
latency, often deviating significantly from the outcomes achieved through offline training. This
disparity arises from the fact that conventional benchmarks for autonomous driving perception pre-
dominantly conduct offline evaluations, thereby largely overlooking the latency concerns prevalent
in real-world deployment. Although a few benchmarks have been proposed to address this limitation
by introducing effective evaluation methods for online perception, they do not adequately consider
the intricacies introduced by the complexity of input information streams. To address this gap, we
propose the Autonomous driving Streaming I/O (ASIO) benchmark, aiming to assess the streaming
input characteristics and online performance of vision-centric perception in autonomous driving. To
facilitate this evaluation across diverse streaming inputs, we initially establish a dataset based on the
CARLA Leaderboard. In alignment with real-world deployment considerations, we further develop
evaluation metrics based on information complexity specifically tailored for streaming inputs and
streaming performance. Experimental results indicate significant variations in model performance
and ranking under different major camera deployments, underscoring the necessity of thoroughly
accounting for the influences of model latency and streaming input characteristics during real-world
deployment. To enhance streaming performance consistently across distinct streaming input features,
we introduce a backbone switcher based on the identified streaming input characteristics. Experi-
mental validation demonstrates its efficacy in perpetually improving streaming performance across
varying streaming input features.

Keywords: vison-centric perception benchmark; online assessment; streaming inputs; two-dimensional
entropy

MSC: 68T99

1. Introduction

Vision-centric perception has attracted considerable attention in the field of autonomous
driving in recent years. It is intuitive that vision plays the most dominant role in human
driving. In principle, vision-centric perception can obtain the richest semantic information,
which is essential for decision-making in autonomous driving, compared to LiDAR-based
and millimeter-wave radar-based perception. Moreover, we found a large body of pre-
vious research on vision-based perception for various autonomous driving tasks in past
years, such as 3D detection [1–10] in driving scenes, map construction [11–15], motion
prediction [16,17], and even end-to-end autonomous driving [18–20].

Despite the remarkable achievements in vision-centric perception research, many
methods suffer from high latency when deployed in real-world settings, which hinders
their online performance. For example, in 3D detection, a fundamental task for autonomous
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driving, camera-based 3D detectors usually have much longer (See Table 1) inference time
than LiDAR-based counterparts [21–23] (on NVIDIA RTX4090). Therefore, it is essential
to have evaluation metrics that balance accuracy and latency. However, most of the
existing benchmarks [24–34] focus on evaluating offline performance only (e.g., Average
Precision (AP), Intersection over Union (IoU), etc.). Although some studies have adopted
the streaming perception paradigm to measure accuracy–latency trade-offs and Wang
et al. [35] proposed an online evaluation protocol that can assess the online performance
of different perception methods under various hardware conditions, they still lack prior
evaluation of the streaming input. This means that for the online performance evaluation of
the vision-centric perception, they are still missing the initial impact of the streaming inputs.

This paper introduces the Autonomous driving Streaming I/O (ASIO) benchmark to
address the problems mentioned above. In light of the existing contributions to autonomous
driving perception algorithms and hardware impacts, ASIO has directed its focus towards
benchmark evaluations of the GPU perception data path. This effort involves quantifying
the influence of various input sources on streaming perception performance, addressing a
gap in current research. Current research only focuses on evaluating online performance
without considering the influence of various streaming inputs on the perception system
(e.g., different resolutions, field-of-view angles, etc.). Unlike mainstream datasets and
benchmarks, our benchmark is based on the CARLA Leaderboard [36] simulator, ensuring
consistency in the environment and targets encountered during testing. We gather real-time
streaming input data and employ automated tools for annotating targets, a process verified
through manual sampling and comparison with the nuScenes dataset. This dataset is then
utilized to assess the online performance of 3D detection. Practical deployment is also
investigated, specifically the problem of ASIO under different inputs. We design evalua-
tion metrics for perception streaming inputs based on the fractional dimensional entropy
computation method of time series to assess streaming perception with different models.
Figure 1 illustrates the significant impact of perception inputs’ variation on the streaming
performance of different methods. Our approach provides a more precise characterization
of the effect of perception input on the deployment of real-world autonomous driving
tasks compared to classical offline benchmarks. The main contributions of this paper are
summarized as follows:

(1) We present the ASIO benchmark for quantitatively evaluating the characteristics of
camera-based streaming inputs and the streaming perception performance, which
opens up possibilities for vision-centric perception design and performance prediction
for autonomous driving.

(2) A scenario and a dataset for evaluating different streaming inputs are built based on
the CARLA Leaderboard, which enables camera-based 3D detection streaming evalu-
ation.

(3) For the implicit characteristics in streaming inputs, the computation of fractional
order entropy values in one and two dimensions is proposed to construct quantitative
metrics, where we investigate the streaming performance of seven modern camera-
based 3D detectors under various streaming inputs.

The remainder of this paper is organized as follows: In Section 2, we analyze current
offline and online evaluation methods for autonomous driving perception and identify
research gaps within them. Additionally, we delve into methods for characterizing infor-
mation complexity. Subsequently, in Section 3, we introduce the dataset established for
assessing streaming inputs, along with the establishment of metrics for online evaluation.
Meanwhile, we propose an improved method for 3D detector enhancement based on the
aforementioned approaches. In Section 4, we conduct a streaming performance evaluation
of seven typical 3D detectors across various cameras, extracting features of streaming
perception and validating the a priori nature of our metrics. This section identifies factors
that should be considered in the practical deployment of perception systems. Section 5
concludes the entire work, highlighting existing issues and providing suggestions for
future improvements.
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equipped with our switcher achieved better streaming performance on different major cameras. 
Major camera designations #1, #2, and #3 serve as the primary subjects for our online testing, with 
detailed specifications provided in Section 4.2. Specifically, the notation “@offline” indicates the uti-
lization of offline evaluation. 

The remainder of this paper is organized as follows: In Section 2, we analyze current 
offline and online evaluation methods for autonomous driving perception and identify 
research gaps within them. Additionally, we delve into methods for characterizing infor-
mation complexity. Subsequently, in Section 3, we introduce the dataset established for 
assessing streaming inputs, along with the establishment of metrics for online evaluation. 
Meanwhile, we propose an improved method for 3D detector enhancement based on the 
aforementioned approaches. In Section 4, we conduct a streaming performance evaluation 
of seven typical 3D detectors across various cameras, extracting features of streaming per-
ception and validating the a priori nature of our metrics. This section identifies factors that 
should be considered in the practical deployment of perception systems. Section 5 con-
cludes the entire work, highlighting existing issues and providing suggestions for future 
improvements. 

Table 1. Comparison between autonomous driving perception datasets. 

Dataset Stream. Modality Task Model Speed 
KITTI [26] × LiDAR & Camera Multi-task - 
Argoverse [32] × LiDAR & Camera Multi-task - 
nuScenes [24] × LiDAR & Camera Multi-task - 
Waymo [31] × LiDAR & Camera Multi-task - 
CARLA Leaderboard × LiDAR & Camera Multi-task - 
Argoverse-HD [37] √ Camera 2D det. ~40 FPS 
nuScenes-H [35] √ Camera 3D det. ~7 FPS 
Waymo √ LiDAR 3D det. ~25 FPS 

CARLA Leaderboard √ Camera 2D & 3D det. 
~30 FPS@2D det. 
~5 FPS@3D det. 

  

Figure 1. Comparison of streaming performances on our benchmark, where the model rank changes
based on the variation in streaming inputs. The BEVDepth-GM detector (built on BEVDepth [4])
equipped with our switcher achieved better streaming performance on different major cameras.
Major camera designations #1, #2, and #3 serve as the primary subjects for our online testing, with
detailed specifications provided in Section 4.2. Specifically, the notation “@offline” indicates the
utilization of offline evaluation.

Table 1. Comparison between autonomous driving perception datasets.

Dataset Stream. Modality Task Model Speed

KITTI [26] × LiDAR & Camera Multi-task -
Argoverse [32] × LiDAR & Camera Multi-task -
nuScenes [24] × LiDAR & Camera Multi-task -
Waymo [31] × LiDAR & Camera Multi-task -
CARLA Leaderboard × LiDAR & Camera Multi-task -
Argoverse-HD [37]

√
Camera 2D det. ~40 FPS

nuScenes-H [35]
√

Camera 3D det. ~7 FPS
Waymo

√
LiDAR 3D det. ~25 FPS

CARLA Leaderboard
√

Camera 2D & 3D det. ~30 FPS@2D det.
~5 FPS@3D det.

2. Related Work
2.1. Autonomous-Driving Benchmark

Thanks to the various open-source benchmarks, the past decade has witnessed signifi-
cant progress in autonomous driving perception. These benchmarks have shifted from 2D
detection [25,28,29,33,34] tasks to 3D detection [24,26,27,30–32] tasks, which are tailored
for autonomous driving scene understanding. Additionally, the data acquisition has also
progressed from single RGB images to multi-modal data. Even popular datasets with
3D annotations employ surround-view images, greatly facilitating the development of
vision-centric perception. However, these benchmarks primarily focus on assessing the
offline performance of perception algorithms, overlooking the practical issues of perception
system deployment.

2.2. Streaming Perception

The deployment of perception in autonomous driving faces the challenge of balancing
accuracy and latency. In order to improve perception performance, previous works have
explored the concept of streaming perception, which utilizes temporal information. For
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example, Li et al. [37] introduced a benchmark for image detection algorithms and proposed
a method based on Kalman filtering [38] and reinforcement learning [39] to mitigate latency.
Han et al. [40] developed an efficient streaming detector for LiDAR-based 3D detection
tasks, accurately predicting future frames. Wang et al. [35] presented a benchmark for
various perception models under different computational constraints, with a focus on
the 3D detection task. These works establish evaluation paradigms for camera-based 3D
detection, as well as LiDAR-based 3D detection, highlighting the trade-off between accuracy
and latency in real-world deployment. However, it is also worth noting the significant
impact of streaming input on overall performance [35,37]. Therefore, there is a need for
a methodology that incorporates input sources into streaming perception evaluation for
autonomous driving.

2.3. Nonlinear Time Series Complexity

Autonomous driving perception systems are similar to and based on real-world,
e.g., ecological, meteorological, geological, etc., systems generated by natural or physical
mechanisms and are complex systems whose modes of operation are difficult to explain
deterministically or by constructing analytical models [41,42]. When dealing with stream-
ing input, it is important to quantify its complexity. The concept of Shannon’s information
entropy has been continuously promoted and extended, leading to the proposal of various
discrete forms of entropy metrics such as Rényi entropy [43], Tsallis entropy [44], approxi-
mate entropy [45], sample entropy [46], and permutation entropy [47]. These metrics have
become the main tools for measuring the complexity of a system. Ubriaco [48] introduced
a new entropy measure known as fractional entropy. This measure promotes the integer or-
der Shannon entropy in fractional dimensions, providing the possibility of entropy metrics
in the application of systems with long-range correlation. Fractional entropy not only has a
high sensitivity to the dynamic changes in the signal features but also reveals more details
and information about the system. As a result, it demonstrates better utility in practice [49].
To explore the implicit information, we incorporated this analysis into the ASIO benchmark.
We considered one- and two-dimensional aspects in the processing of the streaming input,
aiming to reveal the underlying information.

3. Methods

This section begins with an introduction to the concept of ASIO. Then, we provide
a test scenario and corresponding dataset to evaluate the holistic streaming perception.
Finally, we present evaluation metrics to measure the streaming perception performance
across various input conditions.

3.1. Autonomous Driving Streaming I/O

The evaluation of the ASIO benchmark has two aspects: evaluating the informa-
tion complexity of the streaming inputs and evaluating the streaming perception perfor-
mance online.

Obviously, autonomous driving perception is a multiple-input, multiple-output sys-
tem at each level, and usually, the dimensions of the inputs are larger than the dimensions
of the outputs. Each level can be represented by the model in Figure 2. The input vector X
consists of components X1, X2, · · · , Xm, and the output vector Y consists of components
Y1, Y2, · · · , Yl , so the requirement of the subsystem is to maximize the information trans-
mitted to the output about the inputs of the system, according to the principle of maximum
mutual information. Based on the information-theoretic model described above, it is neces-
sary to evaluate the complexity of the streaming input X. Specially, given streaming inputs
{Xm}T

m=1, where Xm is the image inputs at timestamp tm and T is the total number of input
timestamps. The perception algorithms are acquired to make an online response to the
input instance, and the entire online predictions are

{
Ŷl
}U

l=1, where Ŷ is the prediction at
the timestamp tl , and U represents the total number of predictions. Notably, the prediction
timestamps are not synchronized with the input timestamps, and the model inference speed



Mathematics 2023, 11, 4976 5 of 18

is typically slower than the input frame rate (i.e., U < T). To evaluate the predictions at the
input timestamp tm, the ground truth Ym should match the most recent prediction, yielding
the pair

(
Ym, Ŷθ(m)

)
, where θ(m) = argma

l
xtl < tm. Based on the matching strategy, the

ASIO benchmark evaluates the complexity of the streaming inputs:

HASIO = H(Xm), (1)

and the online performance at every input timestamp:

OASIO = O
({(

Ym, Ŷθ(m)

)}T

m=1

)
, (2)

where H(·) and O(·) are the evaluation metrics, which will be elaborated on in subsequent
sections. Notably, ASIO instantiates the streaming paradigm on camera-based 3D detection,
and the key insights also generalize to other vision-centric perceptions in autonomous driving.
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Figure 2. The perception system process encompasses various levels of data, information processing,
and modeling in an overall scheme. We view the sensor’s inputs and perceived performance in the
model as the I/O of the streaming.

3.2. Scenarios and Dataset

To validate all the proposed methods, we established a standardized visual perception
benchmark using CARLA. The evaluation scenario map of Town 12 from CARLA Leader-
board 2 was chosen for this purpose (Figure 3). This city consists of various contrasting
regions, including urban, residential, and rural areas, with a surrounding highway system
and a ring road. The architectural styles in the city resemble those commonly seen in
medium to large cities worldwide. In our study, we focused primarily on urban scenes and
selected a fixed number of road participants, such as vehicles of different types and colors.
The proportions of these vehicles were determined based on a relevant survey. Additionally,
the traffic participants and the ratios of cars to trucks and vehicles to pedestrians were
designed accordingly. The scenario’s roads encompassed various types of lanes, road
markings, traffic lights, signage, and even different weather conditions (Table 2). In this
scenario, the vehicle travels along a fixed route at a fixed speed for a total distance of 5 km.
It is equipped with a visual perception sensor that needs evaluation. The vehicle traverses
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alongside the set-up traffic participants, which are equipped with their respective motion
states, during the entire journey.
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Table 2. Traffic participants and weather.

Types Quantities/Discerptions

Vehicles 200
Pedestrians 30
Traffic lights Default in map
Sidewalks Default in map

Weather
Noon

Clear
Mid-rainy

Night Clear
Mid-rainy

Meanwhile, we set up an RGB baseline camera with a sampling frequency of 10 Hz
and a resolution of 1600 × 900, as well as a 32-beam spinning LiDAR with a sampling
frequency of 10 Hz, a 360◦ horizontal FOV, and a −30◦ to 10◦ vertical FOV for annotation
purposes. For each weather condition, we annotated the data at 10 Hz for a cycle of
1000 s, resulting in 10,000 images and point cloud frames to be annotated. We conducted
tests under four weather conditions while keeping the route and the targets constant
so the annotation work did not need to be repeated. For 3D detection, we adopted the
SUSTechPoints [50] annotation tool. For each streaming input to be tested, we combined
the annotated point cloud information and used the CAT [51] model to complete the
3D box annotation and motion state assignment on the test images. In contrast to the
existing streaming perception datasets (see Table 3), we built a simulator-based dataset
by manually collecting and annotating data, enabling the evaluation of streaming inputs.
We tested some perception models on our constructed dataset and compared them with
the mainstream dataset nuScenes (see Table 4). In light of constraints pertaining to the
dataset capacity and the limited variety and quantity of the target objects we incorporated,
the outcomes revealed an overestimation of scores within our dataset. Nevertheless, the
overall performance exhibited trends analogous to those observed in nuScenes, thereby
providing partial validation of the validity of our dataset.
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Table 3. Streaming perception dataset comparison.

Dataset Construction Methods Task
Evaluation Containing 1

Inputs Computation Online

Argoverse-
HD

1. Based on Argoverse
2. Extended with manually

added annotations

2D
Detection × ×

√

nuScenes-H

1. Based on nuScenes
2. Expanding the

annotations therein from
3 Hz to 12 Hz

3D
Detection ×

√ √

Ours

1. Based on CARLA
2. Manually annotation of

baseline
3. Automatic annotation of

test object

3D
Detection

√
×

√

1 The symbol
√

signifies that the benchmark includes the respective item, while the symbol × denotes its exclusion.

Table 4. Popular algorithm validation on our dataset.

Methods
nuScenes Ours

mAP NDS mAP NDS

FCOS3D [52] 0.358 0.428 0.459 0.538
DETR3D [53] 0.412 0.479 0.520 0.580

BEVFormer [5] 0.481 0.569 0.581 0.688
BEVDepth 0.520 0.609 0.629 0.719

SOLOFusion [10] 0.540 0.619 0.647 0.721

3.3. Evaluation Metrics

We developed evaluation metrics for streaming inputs and streaming performance,
aiming to comprehensively examine the holistic streaming perception of various 3D detec-
tors under different inputs. This section first introduces the streaming input metrics and
then explains the streaming performance metrics.

3.3.1. Streaming Input Metrics

As shown in the information-theoretic model in Figure 2, we need to reveal the
information complexity of the streaming input sequence. One common way to evaluate
the pixel inputs is to calculate their information entropy. To describe the local structural
features of the streaming inputs, we introduce two-dimensional entropy, which reveals the
combined features of pixel greyscale information and greyscale distribution in the vicinity
of the pixel. The feature pair (x1, x2) is formed by the gray level of the current pixel and
the mean value of its neighborhood. Here, x1 represents the gray level of the pixel and x2
represents the mean value of the neighbors. The combined probability density distribution
function of x1 and x2 is then given by the following equation:

p(x1, x2) =
f (x1, x2)

P × Q
(3)

where f (x1, x2) is the frequency at which the feature pair (x1, x2) appears, and the size of
X is P × Q. In our implementation, x1 is derived from the eight adjacent neighbors of the
center pixel, as depicted in Figure 4. The discrete fractional two-dimensional entropy is
defined as follows:

H = −
255

∑
x1=0

255

∑
x2=0

p(x1,x2)log2 p(x1,x2) (4)
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To achieve a long-range correlation of information metrics in perception systems, we
use a fractional–dimensional extension of information entropy and generalize it. First,
based on the theory of fractional calculus, the integer-order Shannon entropy is extended to
fractional dimension, leading to the proposition of a new entropy measure called fractional
entropy, as:

Sq(P) =
n

∑
i

pi(−log2 pi)
q (5)

Proposed as an alternative measure to Shannon’s information entropy, Cumulative
Residual Entropy (CRE) [54] was introduced due to the difficulty in estimating the differen-
tial entropy of a continuous random variable through empirical distribution in practice.
For a nonnegative discrete random variable X, its CRE is defined as:

E(X) = −∑ F(x)log2F(x) (6)

where F(x) is the cumulative distribution function of X and F(x) = 1 − F(x), which can be
estimated through the empirical entropy value of the sample.

The single frames H computed above are represented as fractional dimensional CREs to
obtain our proposed metrics for evaluating the information complexity of streaming inputs:

E q(X) = ∑ F(x)
[
−log2F(x)

]q, q ∈ [0, 1] (7)

H = E q(H) (8)

The computed H exhibits notable numerical disparities when dealing with sequential
inputs containing pixels of varying fields of view (FOVs). In order to more accurately assess
streaming inputs, we also incorporate the density of H in the FOV space, which we denote
as D:

D =
H

log2(H × V)
, (9)

where H × V represents the horizontal and vertical field-of-view angles, respectively.
Figure 5 shows the information complexity calculation of the streaming inputs from

the baseline camera during a complete run of our benchmark. The run used a sliding
window with overlap, with the window length set to 400 and the sliding distance set to
200, and calculated its H values in the fractional dimension order q ∈ [0, 1] of 0.02 steps.
When key targets or scenarios occur, the values of H at q < 0.5 show dramatic fluctuations
with time scales. When q is close to 1, the values are smaller and vary slightly with
time. Therefore, compared to H, the classical approach (when q = 1) cannot effectively
reveal the fluctuation of information from the streaming inputs about key targets and
scenes. From this perspective, H is superior to classical information entropy methods. By
introducing fractional order parameters q, H is able to capture the detailed variations of the
system information, thus more accurately detecting the changes in the system’s dynamic
features and providing effective cues for evaluating the performance of visual perception.
Numerous studies have shown that the introduction of the fractional dimension makes the
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entropy metric more applicable to the study of time series compared to Shannon entropy,
which is also clearly demonstrated by the above results.
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Figure 5. (a–d) depict the contour plots of the H distributions in w1, w2, w3, and w4, where w1
corresponds to clear noon, w2 to rainy noon, w3 to clear night, and w4 to rainy night. It is evident that,
relative to the case where q is equal to 1 (Shannon’s entropy description), the fractional dimensional
order with q taking values within the range of (0, 1) provides a significantly more sensitive elucidation
of the critical nodes in the benchmark scenario.

To obtain the q-value that is suitable for our benchmark, we expect the H test to show
minimal variation under different weather conditions and to exhibit a larger gradient when
critical scenarios occur. Therefore, the following two operators are proposed:

σ =

√
∑
(
H−H

)2

n
, (10)

∇h = ∑
h(s − d)− h(s + d)

2d
, (11)

where σ represents the standard deviation of H in w1–w4 under the sliding total number n,
H is denoted by h(s), and the value of d is the sliding window step size. By constructing
the following optimization equation:{

min f (α) = [σ,−∇h]
s.t. q ∈ [0, 1]

, (12)
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we obtain q = 0.36, which is applicable to our benchmark under the current conditions, and
this result is also used by default in the experimental section later on.

3.3.2. Streaming Performance Metrics

We adopted the official nuScenes evaluation metrics, comprising Average Translation
Error (ATE), Average Scale Error (ASE), Average Orientation Error (AOE), Average Velocity
Error (AVE), Average Attribute Error (AAE), nuScenes Detection Score (NDS) and mean
Average Precision (mAP). Due to the latency induced by the inference time in the streaming
performance evaluation, there is a discrepancy between the predicted bounding boxes and
the ground-truth locations, which is more pronounced for high-speed targets. Nevertheless,
the AVE metric only quantifies the velocity error of true positive objects, which tend to be
low-speed or static objects. Hence, we preserved the offline property of AVE while applying
streaming evaluation to other metrics, denoted as mAP-A, ATE-A, ASE-A, AOE-A, and
AAE-A. Inspired by existing methods [35,37], we introduce the ASIO Detection Score (ADS)
as follows:

ADS =
1

10
[5mAP-A + ∑mTP∈TP(1 − min(1, mTP))], (13)

where TP = {AVE, ATE-A, ASE-A, AOE-A, AAE-A} is the set of true positive metrics.

3.3.3. ASIO Switcher

The ASIO benchmark evaluates the current detector inference at the instant time
regardless of its completion status. This way, the online inference latency significantly
affects the streaming perception performance. According to the conclusion of existing
methods [35,37], the online performance is largely influenced by the streaming inputs and
the backbone used by the detector, and it is very different from the offline evaluation result.
It can be inferred that choosing the corresponding backbone for the 3D detector according
to the complexity of different inputs can improve the online performance of the detector.
Therefore, in this section, we designed a switcher to different backbones for the detector by
evaluating the information complexity of the current and previous streaming inputs.

For real-time sequential inputs, we selected the information complexity measure
Hi–Hj within a time window and observed that when the H of streaming inputs fluctuates
significantly, its local distribution approximates an exponential distribution. Therefore, we
chose the grey model GM (1, 1) [55] to predict the H values of the next k steps, and used the
predicted values to construct a selector that decides whether to switch different backbone
3D detectors. The schematic diagram of this process is shown in Figure 6.

Assuming that we have obtained a sequence H(0) =
(
H(0)(1),H(0)(2), · · · ,H(0)(n)

)
,

we test whether its ratio

δ(k) =
H(0)(k − 1)
H(0)(k)

, k = 2, 3, · · · , n

satisfies condition
δ(k) ∈

(
e−

2
n+1 , e

2
n+1

)
If this condition is satisfied, the grey model GM (1, 1) can be introduced at the present time.
Let H(1) be the 1-AGO sequence of H(0):

H(1) =
(
H(1)(1),H(1)(2), · · · ,H(1)(n)

)
(14)

H(1)(k) = ∑k
i=1 H

(0)(i), k = 2, 3, · · · , n (15)

Additionally, the sequence Z(1) is obtained as the mean generating sequence of H(1) within
its immediate neighborhood:

Z(1) =
(
Z (1)(2),Z (1)(3), · · · ,Z (1)(n)

)
(16)
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Z (1)(k) = 0.5H(1)(k) + 0.5H(1)(k − 1) (17)

We employ the elementary GM (1, 1) differential equation paradigm

H(0)(k) + aZ (1)(k) = b (18)

where a is the development coefficient; parameters a and b are identified. It is assumed that:

θ =

[
a
b

]T

, Yn =


H(0)(2)
H(0)(3)

...
H(0)(n)

, Bn =


−Z (1)(2) 1
−Z (1)(3) 1

...
−Z (1)(n) 1


Then, matrix form can be written as:

Yn = Bnθ (19)

The objective function of least square method is established as:

J
(
θ̂n
)
=

(
Y − Bn θ̂n

)T(Y − Bn θ̂n
)

(20)

The least square method is used to obtain the estimated value θ̂n of θ = [a, b]T :

θ̂n =
(

BT
n Bn

)−1
BT

n Yn (21)

We can obtain the whitening function of the GM (1, 1) model:

dH(1)

dt
+ aH(1) = b (22)

The time response function of the available Equation (20) under initial conditions is:

H(1)(k) =
(
H(0)(1)− b

a

)
e−a(k−1) +

b
a

(23)

The 1-IAGO operation is applied to Equation (7), and the simulated sequence is obtained:

H(0)(k) = H(1)(k)−H(1)(k − 1), k = 2, 3, · · · , n (24)

By using the above prediction methods, we can obtain a series of predicted values
when H shows large fluctuations. These predicted values predict the information complex-
ity of the streaming inputs, which we use as a basis for switching the detection algorithms
for different backbones (V2-99, R50, and R101 were selected for the next experiments).
Notably, this switcher can be applied to any modern 3D detector (e.g., in the experiment,
BEVDepth-GM is built on BEVDepth). Furthermore, experimental trials were conducted on
the pipeline switch, revealing that within the overall task loop cycle of our entire benchmark
process (10 ms), the pipeline switch was accomplished. Hence, we assert that the switching
pipeline is lightweight, with a negligible effect on streaming latency.
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Figure 6. The streaming input updating switcher, where the GM (1, 1) is utilized to predict the future
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detector switcher and updating the re-detect state.

4. Experiments

In this section, the experiment setup is first provided. Afterward, we explored evaluat-
ing different levels of input complexity, such as streaming inputs and online performance
evaluation. Finally, we conducted real-vehicle experiments to confirm the accuracy of
our benchmark.

4.1. Experiment Setup

In our benchmark, on the one hand, inputs were subjected to complexity analysis and,
on the other hand, vision-centric perception was instantiated as camera-based 3D detection.
The dataset in Section 3.2 was used to evaluate the inputs as well as the 3D detection.
We followed the methods in [35,37] and used a hardware simulator for the streaming
evaluation. The benchmark experiments were conducted on a dedicated industrial control
computer—specifically, the Nuvo-10108gc model, featuring an 8-core 16-thread Intel Core
i9-12900K CPU, 64 GB RAM, and an NVIDIA RTX4090 GPU. All programs were executed
on a ROS system running Ubuntu 20.04 for CPU-related tasks. For the evaluation of open-
source detectors based on camera input, the measurements were performed using a batch
size of 1 with the respective open-source code (GPU).

It is noteworthy that despite the utilization of an advanced hardware setup in the
industrial control computer, limitations were still evident during the testing of all 3D detec-
tors. To ensure the execution of our benchmark on hardware platforms with constrained
resources, we introduced quantization techniques, as referenced in [56,57], to compress
streaming inputs and the 3D detector under evaluation. This approach facilitated a more
equitable performance test while maintaining computational resource constraints.

4.2. Benchmarking Results

Using the ASIO benchmark, we analyzed seven modern autonomous driving 3D
detectors (FCOS3D [50], PGD [58], BEVDet [1], BEVDet4D [2], BEVFormer [5], PETR [6],
BEVDepth [4]) and our proposed BEVDepth-GM with three kinds of inputs from major
sensors (see Table 5). As shown in Table 6, we observed that:

(1) The 3D detectors evaluated showed a significant performance drop with the ASIO
benchmark compared to the offline evaluation. When equipped with camera #1,
the 3D detectors BEVFormer, FCOS3D, and PGD, which have high computational
resource requirements (GFLOPs > 1300), suffered a decrease of 27.5%, 31.0%, and
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42.0% in mAP-A, respectively, compared to the offline evaluation. For the efficient
detectors (frame rate > 11) BEVDepth, BEVDet, and BEVDet4D, the mAP-A still
dropped by 16.3%, 14.2%, and 16.0%, respectively.

(2) Streaming input metrics H and D served as an indicator of the inference speed
and accuracy of streaming perception during the evaluation. As the metric H of
streaming inputs increased from 0.210@#2 to 0.221@#1, the inference frame rates of
FCOS3D, PGD, BEVDet, BEVDet4D, BEVFormer, PETR, and BEVDepth dropped by
51.4%, 47.2%, 24.4%, 49.4%, 51.5%, 53.8%, and 51.4%, respectively. As the metric
D increased from 0.0152@#2 to 0.0183@#3, the mAP-A of the methods mentioned
above increased by 10.9%, 13.4%, 49.8%, 27.9%, 33.3%, 61.0%, and 13.7%, respectively.
These observations reveal that among all detectors subjected to our testing, there
existed an inverse correlation between the H-value and the inference speed when
deploying detectors with different combinations of major cameras. Conversely, a
positive correlation was observed between the D-value and the online detection
accuracy. Therefore, predictive assessments of their real-time inference timeliness and
accuracy during actual deployment can be achieved through pre-established H and
D indices.

(3) Under different types of major cameras, the magnitude of model performance vari-
ation varied widely. As illustrated in Figure 1, a substantial decline in mAP-A was
evident for the efficient models BEVDet, BEVDet4D, and PETR when transitioning
from high-definition cameras #1 and #3 to wide-angle camera #2. Specifically, the
mAP-A values experienced significant reductions of at least 30.4%, 18.7%, and 31.4%,
respectively. In contrast, models with high computational resource requirements,
FCOS3D and PGD, exhibited relatively modest performance decrements, amounting
to 4.7% and 7.9%, respectively. Notably, the accuracy rankings of these two models
were inverted between offline and online testing. This inversion underscores the
greater practical significance of ASIO benchmarking for the actual deployment of the
perception system as compared to offline testing.

(4) The backbone switcher modulated the load on the model’s computational resources
to compensate for inference delays, thus improving streaming perception. The
BEVDepth-GM, equipped with our backbone switcher, demonstrated mAP-A im-
provements of 9.6%, 13.7%, and 8.0% on major cameras #1, #2, and #3, respectively.
Additional test results presented in Table 7 indicate that FCOS3D, PGD, and BEV-
Former achieved mAP-A enhancements of 6.2%, 4.5%, and 10.6%, respectively, on
camera #1. It is noteworthy that, owing to its lower model complexity, BEVFormer-
GM exhibited more significant improvements (i.e., GFLOPs@BEVFormer was 1322.2,
which was significantly lower than that of FCOS3D (2008.2) and PGD (2223.0)). This
underscores the efficacy of switching the backbone in practical deployment scenarios,
particularly for simpler models. Furthermore, our observations reveal that the back-
bone switcher had a more pronounced impact on the AP-A of high-speed objects. For
example, on BEVFormer@#1, the AP-A for cars and buses increased by 8.5% and 8.9%,
respectively, whereas the AP-A for slow-speed objects (pedestrians) saw an increase
of 0.8%. This insight can inform future streaming algorithms to concurrently consider
major camera selection and speed differences among different object categories.

Table 5. Major sensors for the three input types used for the experiments.

Camera Number FOV/◦ H × V Resolution Frame Rate

#1 90 × 65 1280 × 720 25
#2 123 × 116 848 × 800 25
#3 70 × 55 1024 × 768 25
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Table 6. Comparison of the results of different autonomous driving 3D detectors on our dataset
validation set, where BEVDepth-GM is based on our switcher built on BEVDepth. For different major
cameras, we used the metrics in Section 3.3.1. For streaming = ×, we used the offline metrics. For
streaming =

√
, we used the online metrics in Section 3.3.2.

Methods Major
Camera FPS GFLOPs Streaming H D(10×) ADS(NDS)↑ 1 mAP(-A)↑

FCOS3D

#1 - 2008.2 × - - 0.387 0.310
#1 1.7 2008.2

√
0.221 0.177 0.326 0.214

#2 3.5 2008.2
√

0.210 0.152 0.318 0.205
#3 2.0 2008.2

√
0.218 0.183 0.333 0.227

PGD

#1 - 2223.0 × - - 0.416 0.369
#1 1.9 2223.0

√
0.221 0.177 0.337 0.214

#2 3.6 2223.0
√

0.210 0.152 0.312 0.197
#3 2.3 2223.0

√
0.218 0.183 0.357 0.223

BEVDet

#1 - 215.3 × - - 0.415 0.337
#1 26.0 215.3

√
0.221 0.177 0.411 0.289

#2 34.4 215.3
√

0.210 0.152 0.353 0.201
#3 25.2 215.3

√
0.218 0.183 0.407 0.301

BEVDet4D

#1 - 222.0 × - - 0.480 0.375
#1 17.0 222.0

√
0.221 0.177 0.441 0.315

#2 33.6 222.0
√

0.210 0.152 0.394 0.256
#3 18.6 222.0

√
0.218 0.183 0.450 0.328

BEVFormer

#1 - 1322.2 × - - 0.517 0.453
#1 3.2 1322.2

√
0.221 0.177 0.461 0.329

#2 6.6 1322.2
√

0.210 0.152 0.404 0.251
#3 5.0 1322.2

√
0.218 0.183 0.470 0.335

PETR

#1 - 297.2 × - - 0.371 0.333
#1 8.0 297.2

√
0.221 0.177 0.347 0.271

#2 17.3 297.2
√

0.210 0.152 0.280 0.186
#3 8.5 297.2

√
0.218 0.183 0.351 0.300

BEVDepth

#1 - 662.6 × - - 0.481 0.387
#1 11.8 662.6

√
0.221 0.177 0.469 0.324

#2 24.3 662.6
√

0.210 0.152 0.422 0.289
#3 14.6 662.6

√
0.218 0.183 0.506 0.329

BEVDepth-
GM

#1 14.2 662.6
√

0.221 0.177 0.466 0.355
#2 33.6 662.6

√
0.210 0.152 0.421 0.329

#3 19.2 662.6
√

0.218 0.183 0.506 0.359
1 The upward arrow signifies that higher numerical values are indicative of a more favorable evaluation.

Table 7. mAP-A of FCOS3D, PGD, and BEVFormer and the corresponding models with backbone
switchers. The experiments were conducted under the deployment of major camera #1 while we
reported AP-A for high-speed categories (e.g., cars, buses) and slow-speed categories (e.g., pedestrians).

Method mAP-A↑ 1 AVE↓ 2 Car AP-A Bus AP-A Ped. AP-A

FCOS3D 0.214 1.283 0.238 0.105 0.289
FCOS3D-GM 0.227 (+6.2%) 1.233 0.265 0.129 0.312

PGD 0.213 1.220 0.233 0.099 0.297
PGD-GM 0.223 (+4.5%) 1.216 0.256 0.127 0.299

BEVFormer 0.331 0.379 0.366 0.313 0.398
BEVFormer-GM 0.366 (+10.6%) 0.380 0.397 0.341 0.401

1,2 The upward arrow signifies that higher numerical values are indicative of a more favorable evaluation, whereas
a downward arrow indicates that a more favorable evaluation is associated with lower numerical values.

The aforementioned experimental findings underscore the substantial impact of dif-
ferent types of inputs on the performance of streaming perception. Although efficient
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detectors such as BEVDet4D, BEVDet, and PETR exhibited excellent performance in offline
testing and high-resolution inputs, their performance experienced significant degradation
when exposed to wide-field-of-view streaming inputs. In contrast, complex models such as
FCOS3D, PGD, and BEVDepth demonstrated more consistent performance across various
streaming inputs. Furthermore, by conducting pre-assessments of complexity through eval-
uations of H and D for streaming inputs from different major cameras, one can effectively
estimate the efficiency and accuracy of streaming perception for these 3D detectors under
such input conditions.

4.3. Analysis on Computational Resource Sharing

Typically, the same major camera may be employed for multiple tasks as shared
streaming inputs. To analyze the performance fluctuations induced by shared computa-
tional resources, we evaluated the 3D detectors (BEVFormer and BEVDepth) on a GPU
(RTX4090) concurrently processing N classification tasks based on ResNet18. As illustrated
in Figure 7, as the number of classification tasks increased, the performance of BEVFormer
and BEVDepth declined due to the reduction in computational resources allocated to 3D
detection tasks. Specifically, as the number of classification tasks increased from 0 to 10,
the mAP-S of BEVFormer and BEVDepth decreased by 49.5% and 20.2%, respectively. It is
noteworthy that the proposed backbone switcher consistently enhanced streaming perfor-
mance under computational sharing conditions. When executing 10 classification tasks, the
mAP-A of BEVDepth-GM and BEVFormer-GM increased by 10.9% and 15.9%, respectively.
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5. Discussion and Conclusions

This paper introduces the ASIO benchmark for evaluating the online performance
of vision-centric autonomous driving perception systems under various streaming in-
puts. Specifically, we establish an evaluation dataset based on the CARLA Leaderboard,
serving dual purposes: estimating the information complexity of streaming inputs in
advance and validating camera-based streaming 3D detection. The evaluation metrics
encompass two components—an information complexity assessment metric involving a
fractional–dimensional two-dimensional entropy specifically tailored to input information
from different major cameras, and a performance evaluation metric based on ground truth
different than offline methods. Additionally, we propose the ASIO switcher based on the
real-time input’s information complexity to address abrupt changes in input information
for 3D detectors, consistently achieving superior streaming performance across three major
cameras. Leveraging the ASIO benchmark, we investigate the online performance of seven
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representative 3D detectors under different streaming inputs. The experimental results
demonstrate that the information complexity of streaming inputs can be utilized to predict
the online practical deployment performance of 3D detectors. Furthermore, considerations
of the model’s parallel computational budget and the selection of backbones based on
varying information complexities should be incorporated into the design considerations
for practical deployment. Although the proposed ASIO benchmark represents a significant
stride towards practical vision-centric perception in autonomous driving, several limita-
tions warrant further investigation in future research: (1) Autonomous driving extends
beyond the GPU perception data path, and future research endeavors should encompass
a comprehensive evaluation of the entire autonomous driving perception pipeline, en-
compassing streaming inputs, perception algorithms, and hardware constraints; (2) the
establishment of more comprehensive and enriched datasets is needed to adequately
address performance testing of streaming perception from input to algorithm and compu-
tational platforms; (3) in real-world deployment, an extremely diverse sensor configuration
is adopted, encompassing multi-camera setups, infrared sensors, and even event cameras,
necessitating the development of a more generalized and unified description for such
configurations; (4) the assessment of real-time inputs and corresponding strategies for
3D detectors merit further research; and (5) algorithms geared towards multitasking and
end-to-end approaches should encompass a broader spectrum of autonomous driving tasks,
such as depth estimation and dynamic tracking, requiring inclusion in the computation of
evaluation metrics.
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