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Abstract: This paper investigates adaptive output feedback control problem for switched uncertain
nonlinear systems with input quantization, unmeasured system states and state constraints. Firstly,
fuzzy logic systems are introduced to identify system uncertainties, then the fuzzy based observer
is constructed to estimate unavailable states. Secondly, combing the backstepping technique and
the barrier Lyapunov function method, an adaptive fuzzy output feedback control law is designed,
which guarantees that all signals in the closed-loop system are bounded, the system output tracks
the reference signal, and system states satisfy their corresponding constraint conditions. Finally,
simulation results further show the good performances of the proposed control scheme.
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1. Introduction

With the development of social technology and industry, more and more control
systems show the complex and multimode characteristics. Switched systems as a kind
of hybrid systems have been widely concerned. In recent years, researches on switched
systems have made some achievements. For switched linear systems, there are more related
results [1–4]. In [5], an event-triggered based H∞ control issue was investigated for a class
of switched linear systems with bounded exogenous disturbances. In [6], the non-fragile
finite-time extended dissipative control problem is studied for discrete-time switched linear
systems under a switching law with average dwell-time. For switched nonlinear systems,
the research results are relatively less [7–9]. For example, the multierror constraint control
problem was first proposed under different coordinate transformations in [10], and was
successfully solved by using dwell time method. In [11], an adaptive output feedback fault
tolerant control problem was studied for switched nonstrict-feedback nonlinear systems
based on the small-gain technique.

Similar to traditional control systems, it is often difficult to obtain the system states in
the control process of switched systems. Then, it is necessary to design a corresponding
state observer to eatimate the unmeasurable states [12–16]. However, the switching signal
is the unique feature of switched systems compared to other systems. This also makes
the design of controller and observer more difficult. As we know, the state observer of a
switched system also contains the switching signal. Then, is the switching signal consistent
with that of the original control system or not? Moreover, due to the existing of nonlinear
structures, these directly affect the design of the controllers. In this paper, an observer
design method in which the switching signal is consistent with that of the original control

Mathematics 2023, 11, 788. https://doi.org/10.3390/math11030788 https://www.mdpi.com/journal/mathematics

https://doi.org/10.3390/math11030788
https://doi.org/10.3390/math11030788
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/mathematics
https://www.mdpi.com
https://doi.org/10.3390/math11030788
https://www.mdpi.com/journal/mathematics
https://www.mdpi.com/article/10.3390/math11030788?type=check_update&version=2


Mathematics 2023, 11, 788 2 of 16

system is considered, which makes it easier to observe the unavailable states. Moreover, the
unknown system dynamics are considered in this paper, then an adaptive fuzzy observer is
designed. The fuzzy based approach is one of the artificial intelligence techniques widely
used in various applications [17–19]. In [17], an innovative approach to reducing the
mesh-induced error in CFD analysis of an impinging jet using fuzzy logic was proposed.

In addition, both the input quantification problem and the state constraint issue are
also considered. These problems are common in the actual production process, so the
research of this paper has a certain practical application value. At present, the research
on these problems is almost focused on the nonswitched systems [20–24]. For example,
in [21] the fault-tolerant attitude control of flexible spacecraft is investigated over digital
communication channels, where a uniform quantizer is considered with respect to the
sensor signals and controller indexes. An adaptive neural control method was proposed for
a class of nonlinear time-varying delayed systems with time-varying full-state constraints
in [22]. The related research results of switched systems are few and far between [25–27].
This is also one of the motivations of this paper.

Inspired by the above analysis, this paper focuses on switched nonlinear systems with
the input quantification problem and the state constraint issue. The fuzzy based observer
is constructed to estimate unmeasurable states. The barrier Lyapunov function method
is used to ensure the system states satisfy the corresponding constraint conditions. An
adaptive output feedback controller is designed that can offset the effect caused by the
input quantification by using the backstepping technique. Finally, simulation results further
show the good performances of the proposed control scheme.

Compared with the existing results of switched systems, the main contribution of this
paper is that the adaptive output feedback control problem for switched systems is studied.
As far as we know, this is the first time in this kind of system to ensure that the system states
meet the constraint conditions, and to overcome the impact of quantized input at the same
time. Combining the barrier Lyapunov function method with backstepping technology, the
adaptive controller is designed, and these problems are successfully solved.

This paper is organized as follows. Section 2 shows the system description, the control
objective, and the necessary assumption. In Section 3, an fuzzy based observer is designed
to estimate the unavailable system states. Section 4 gives the design process of the adaptive
controller by using barrier Lyapunov function method. Section 5 expresses the main result
and analyzes the stability of the closed-loop system. A simulation example is employed to
illustrate the effectiveness of the proposed control approach in Section 6. Finally, Section 7
provides the conclusions.

2. System Description

In this paper, the following switched uncertain nonlinear system is considered
.
x1 = x2 + f1,σ(t)(x1) + ρ1,σ(t)
...
.
xn = vσ(t) + fn,σ(t)(X) + ρn,σ(t)
y = x1

(1)

where xi = [x1, x2, · · · , xi]
T , i = 1, . . . , n− 1 and X = [x1, x2, · · · , xn]

T are the system state
vectors, y ∈ R represents the system output. The function σ(t) : [0, ∞)→ Γ = {1 , 2, · · · , π}
is the switching signal, which is assumed to be a piecewise continuous (from the right)
function of time, and π represents the number of subsystems. In addition, σ(t) = r in-
dicates that the rth subsystem is in working state. vr ∈ R stands for the system control
input, which is also the output of the quantizer (the input quantization will be introduced
later), fi,r(x), i = 1, 2, · · · , n is a smooth nonlinear function, which is unknown, ρi,r(t) is
the bounded disturbance, and satisfies |ρi,r(t)| ≤ ρi,r with ρi,r being a constant. It is worth
noting that xi is unmeasurable, and only x1 is available in this paper.
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In addition, the input quantization is considered here, which is expressed as [28]

vr(t) =


(1− δr)qr

1,j, i f qr
1,j ≤ ur(t) ≤ qr

1,j+1
0, i f 0 ≤ ur(t) ≤ qr

1,1
−Ur(−ur(t)), i f ur(t) < 0

(2)

where ur(t) is the input for quantizer, Ξr = 1−ςr
1+ςr

and qr
1,j = aς

1−j
r > 0 with ςr being the

quantitative degree.
To facilitate the analysis, the input quantization (2) is rewritten as

vr(t) = Ur(ur(t)) = qr
1(t)ur(t) + qr

2(t) (3)

where

qr
1(t) =

{
Ur(ur(t))

ur(t)
, |ur(t)| ≥ Br

1, |ur(t)|< Br
(4)

qr
2(t) =

{
0, |ur(t)|≥ Br
Ur(ur(t))− ur(t), |ur(t)|< Br

(5)

with Br > 0 being a constant. Since the sign of the control input is invariant during
quantization, it follows from (4) that qr

1(t) > 0. To simplify writing, let v = 1/qr
1(t), which

is also positive.
Control Objectives: The control objective of this paper is to design an adaptive output

feedback controller for the switched system (1) with input quantization (2) and state
constraints under the arbitrarily switching law such that (1) all signals in the closed-loop
system are bounded, (2) the tracking errors can converge to a small neighborhood of origin,
(3) all system states do not violate their corresponding constraint conditions.

Assumption 1 [29]. Assumed that the tracking signal yd and its time derivatives up to the nth
order are continuous and bounded.

3. Fuzzy Observer Design

A. Description of Fuzzy Logic Systems
The FLSs consisting of If-Then rules is introduced to solve the unknown function

problem in the controlled system:
Rq: If x1 is Fq

1 . . . and xn−1 is Fq
n−1 and xn is Fq

n , y is Bq(q = 1, 2 · · · χ).
When x = [x1, · · · xn]

T is the input and y is the output, Fq
i and Bq are fuzzy sets in R,

relevant to the fuzzy affiliation functions µFq
i
(xi) and µBq(y). χ is the fuzzy rule number.

Then, the following formula be utilized to describe FLSs

y(x(t)) =
∑χ

q=1 yq∏
q
i=1 µFq

i
(xi)

∑χ
q=1 (∏

n
i=1 µFq

i
(xi))

where yq = maxy∈RµBq(y) refers to the maximum value of µBq(y) on R.
Let

ϕq =
∏n

i=1 µFq
i
(xi)

∑χ
q=1 (∏

n
i=1 µFq

i
(xi))

and denote w =
[
y1, y2, · · · , yχ

]T
= [w1, w2, · · · , wχ]

T and ϕT(x) = [ϕ1(x), ϕ2(x), · · · ,

ϕχ(x)], then FLSs can be expressed as y(x) = wT ϕ(x).
B. Fuzzy Observer Design



Mathematics 2023, 11, 788 4 of 16

To solve the unavailable system state problem, this section introduces a fuzzy state
observer. Firstly, rewrite the considered system (1) as follows

.
X = AX + ξy +

n

∑
i=1

Bi

[
fi,σ(t)(Xi) + ρi,σ(t)(t)

]
+ Bvσ(t) (6)

where A =

−ξ1
... In−1
−ξn · · · 0

, ξ =

ξ1
...

ξn

, B =


0
0
...
1

, Bi =

0 · · · 1︸ ︷︷ ︸
i

· · · 0

T

Select ξi, i = 1, . . . , n such that AT P + PA = −Q holds, where P and Q are all positive
matrice.

The following adaptive fuzzy observer is designed
.

X̂ = AX̂ + ξy +
n
∑

i=1
Bi f̂i,σ(t)

(
X̂i|ŵi,σ(t)

)
+ Bvσ(t)

ŷ = CX̂
(7)

where C = [1 · · · 0 · · · 0], X̂ = [x̂1, x̂2, x̂3, · · · , x̂n]
T is the estimation of X, and

X̂i = [x̂1 , x̂2, x̂3, · · · , x̂i]. ŵi,r is the estimation of w∗i,r with w∗i,r being the optimal vec-
tor. Let w̃i,r = w∗i,r − ŵi,r be the estimated error.

Based on the universal approximation of fuzzy logic systems, the uncertain nonlinear
system functions are approximated by the following form:{

fi,r(Xi|ŵi,r) = ŵT
i,r ϕi(Xi)

f̂i,r
(
X̂i|ŵi,r

)
= ŵT

i,r ϕi
(
X̂i
) (8)

Define the corresponding error as εi,r = fi,r(Xi)− f̂i,r

(
X̂i|w∗i,r

)
δi,r = fi,r(Xi)− f̂i,r

(
X̂i|ŵi,r

) (9)

where δi,r and εi,r, i = 1, . . . , n are corresponding error variables, which are bounded.
That is to say, there exist constants δi,r and εi,r such that δi,r ≤ δi,r and εi,r ≤ εi,r.

Define the observation error as e = X− X̂ = [e1, e2, · · · , en]
T .

Based on (1) and (8), the following results can be obtained

.
e = Ae +

n
∑

i=1
Bi

[
fi,r(Xi)− f̂i,r

(
X̂i|ŵi,r

)
+ ρi,r

]
= Ae + δr + Dr

(10)

where δr = [δ1,r, δ2,r, · · · , δn,r]
T , Dr = [ρ1,r, ρ2,r, · · · , ρn,r]

T , and there are two constants
δr and Dr such that ‖Dr‖ ≤ Dr and ‖δr‖ ≤ δr hold.

4. Adaptive Fuzzy Controller

In this section, the backstepping technique and the barrier Lyapunov function method
are used to construct the adaptive fuzzy controller. Firstly, the coordinate transformation is
defined as 

z1 = x1 − yd
z2 = x̂2 − α1 −

.
yd

...
zn = x̂n − αn−1 − y(n−1)

d

(11)
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where yd is the reference signal, z1, . . . , zn denote the transformation errors, α1, . . . , αn−1
are virtual controllers, which are designed in later steps.

Step 1: According to (1), (8) and (12), the derivative of z1 is

.
z1 = z2 + α1 + e2 + w∗T1,r ϕ1(x̂1) + ε1,r + ρ1,r (12)

To solve the state constraint problem, the barrier Lyapunov function V1 is selected as
follows

V1 = eT Pe +
1
2

log
k2

1(t)
k2

1(t)− z2
1
+

1
2

ζ−1
1 Θ̃

2
1 (13)

where km(t) is time-varying function, and |zm| <|km(t)|, m = 1, · · · , n . ζ1 > 0 is a design
parameter. Θ̃m = Θm − Θ̂m, m = 1, . . . , n represents the estimation error between Θm and
Θ̂m, Θ̂m stands for the estimate of Θm with Θm = max

{∥∥w∗m,r
∥∥2 , r∈ Γ}.

The derivative of V1 is calculated as

.
V1 =

.
eT Pe + eT P

.
e + z1

k2
1(t)−z2

1

(
.
z1 −

.
k1(t)
k1(t)

z1

)
− 1

ζ1
Θ̃1

.
Θ̂1

= −eTQe + 2eT P δr + 2eT PDr

− 1
ζ1

Θ̃1

.
Θ̂1 − z1

k2
1(t)−z2

1
(z2 + α1 + e2

+w∗T1,r ϕ1(x̂1) + ε1,r + ρ1,r −
.
k1(t)
k1(t)

z1

) (14)

Consider the following facts

2eT Pδr + 2eT PDr ≤ 2‖e‖2 + ‖P‖2δ
2

r + ‖P‖2D2
r (15)

z1

k2
1(t)− z2

1
(e2 + ε1,r + ρ1,r) ≤

3
2

z2
1(

k2
1(t)− z2

1
)2 +

1
2

(
ε2

1,r + ρ2
1,r + ‖e‖

2
)

(16)

z1

k2
1(t)− z2

1
w∗T1,r ϕ1(x̂1) ≤

z2
1Θ1

2a2
1,r
(
k2

1(t)− z2
1
)2 +

a2
1,r

2
(17)

where a1,r > 0 is a design parameter. Then, according to (15)–(18) into (15), one has

.
V1 ≤ −eTQe + 5

2‖e‖
2 + ‖P‖2δ

2
r + ‖P‖2D2

r

+ z1
k2

1(t)−z2
1
(z2 + α1 −

.
k1(t)
k1(t)

z1 +
3
2

z2
1

(k2
1(t)−z2

1)
2

+ z1Θ1
2a2

1,r(k2
1(t)−z2

1)

)
− 1

ζ1
Θ̃1

.
Θ̂1 +

1
2

(
ε2

1,r + ρ2
1,r

)
+

a2
1,r
2

(18)

Design the virtual control law as follows

α1 = −(K1 + κ1)z1 −
3
2

z1

k2
1(t)− z2

1
− z1Θ̂1

2a2
1,min

(
k2

1(t)− z2
1
) (19)

where K1 > 0 is a design parameter, a1,min = min{a1,r, r ∈ Γ}, κ1 =
√

m1
2 + p1, p1 > 0

and m1 =
.
k1(t)
k1(t)

.
Select the following adaptive law

.
Θ̂1 = −Ψ1Θ̂1 +

ζ1z2
1

2a2
1,min

(
k2

1( t)− z2
1
)2 (20)

where Ψ1 > 0 is a parameter.
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Further, it holds that
Ψ1

ζ1
Θ̃1Θ̂1 ≤

Ψ1

2ζ1

(
−Θ̃

2
1 + Θ2

1

)
(21)

Substituting (20)–(22) into (19), one gets

.
V1 ≤ −

[
λmin(Q)− 5

2
]
‖e‖2 + z1z2

k2
1(t)−z2

1

−K1
z2

1

(k2
1(t)−z2

1)
2 − Ψ1

2ζ1
Θ̃

2
1 + H1,r

(22)

where H1,r = ‖P‖2δ
2

r + ‖P‖2D2
r +

1
2 (ε

2
1,r + ρ2

1,r) +
a2

1,r
2 + Ψ1

2ζ1
Θ2

1, r ∈ Γ.
Step i(2 ≤ i ≤ n− 1): Based on (1) and (12), one obtains

.
zi = zi+1 + αi + ξie1 + w∗Ti,r ϕi

(
X̂i

)
+ εi,r − δi,r −

.
αi−1 (23)

where X̂i = [x̂1, x̂2, x̂3, · · · , x̂i]
T ,

.
αi−1 =

i−1
∑

m=1

∂αi−1
∂x̂m

(x̂m+1+ ξme1 + w∗Tm,r ϕm

(
X̂m

)
+ εm,r

− δm,r) +
i−1
∑

m=1

∂αi−1
∂Θ̂m

.
Θ̂m +

i−1
∑

m=1

∂αi−1

∂y(m−1)
d

y(m)
d

+
∂αi−1

∂y (x̂2 + e2 + w∗T1,r ϕ1(x̂1) + ε1,r +ρ1,r)

.

Select the barrier Lyapunov function Vi as

Vi = Vi−1 +
1
2

log
k2

i (t)
k2

i (t)− z2
i
+

1
2

ζ−1
i Θ̃

2
i (24)

where ζi > 0 represents the design parameter.
Taking the time derivative of Vi, one has

.
V1 =

.
Vi−1 +

zi
k2

i (t)−z2
i

(
.
zi −

.
ki(t)
ki(t)

zi

)
− 1

ζi
Θ̃i

.
Θ̂i

=
.

Vi−1 +
zi

k2
i (t)−z2

i

(
zi+1 + αi + ξie1 + w∗Ti,r ϕi

(
X̂i

)
+εi,r − δi,r −

.
αi−1 −

.
ki(t)
ki(t)

zi

)
− 1

ζi
Θ̃i

.
Θ̂i

=
.

Vi−1 +
zi

k2
i (t)−z2

i

(
zi+1 + αi + ξie1 + w∗Ti,r ϕi

(
X̂i

)
+εi,r − δi,r −

∂αi−1
∂y (x̂2 + e2 + w∗T1,r ϕ1(x̂1) + ε1,r

+ρ1,r)−
i−1
∑

m=1

∂αi−1
∂x̂m

(x̂m+1 + ξme1 + w∗Tm,r ϕm

(
X̂m

)
+εm,r − δm,r)−

i−1
∑

m=1

∂αi−1
∂Θ̂m

.
Θ̂m −

i−1
∑

m=1

∂αi−1
∂km(t)

.
km(t)

−
i−1
∑

m=1

∂αi−1

∂y(m−1)
d

y(m)
d −

.
ki(t)
ki(t)

zi

)
− 1

ζi
Θ̃i

.
Θ̂i

(25)

Applying Young’s inequality, it derives that

zi

k2
i (t)− z2

i
w∗Ti,r ϕi

(
X̂i

)
≤

z2
i Θi

2a2
i,r
(
k2

i (t)− z2
i
)2 +

a2
i,r

2
(26)

where ai,r > 0 is a design parameter.

− zi

k2
i (t)− z2

i

i−1

∑
m=1

∂αi−1

∂x̂m
w∗Tm,r ϕm

(
X̂m

)
≤

z2
i

2
(
k2

i (t)− z2
i
)2

i−1

∑
m=1

(
∂αi−1

∂x̂m

)2
+

1
2

i−1

∑
m=1

Θm (27)
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− zi

k2
i (t)− z2

i

i−1

∑
m=1

∂αi−1

∂x̂m
(εm,r − δm,r) ≤

z2
i(

k2
i (t)− z2

i
)2

i−1

∑
m=1

(
∂αi−1

∂x̂m

)2
+

1
2

i−1

∑
m=1

(
ε2

m,r + δ
2

m,r

)
(28)

− zi

k2
i (t)− z2

i

∂αi−1

∂y
w∗T1,r ϕ1(x̂1) ≤

z2
i

2
(
k2

i (t)− z2
i
)2

(
∂αi−1

∂y

)2
+

1
2

Θ1 (29)

− zi

k2
i (t)− z2

i

∂αi−1

∂y
(e2 + ε1,r +ρ1,r) ≤

3
2

z2
i(

k2
i (t)− z2

i
)2

(
∂αi−1

∂y

)2
+

1
2
(‖e‖ 2 + ε2

1,r +ρ2
1,r

)
(30)

zi

k2
i (t)− z2

i
(εi,r − δi,r) ≤

z2
i(

k2
i (t)− z2

i
)2 +

1
2

(
ε2

i,r +δ
2

i,r

)
(31)

Combing (26)–(32), one gets

.
Vi =

.
Vi−1 +

zi
k2

i (t)−z2
i

(
zi+1 + αi + ξie1 −

.
ki(t)
ki(t)

zi

−
i−1
∑

m=1

∂αi−1
∂Θ̂m

.
Θ̂m −

i−1
∑

m=1

∂αi−1
∂x̂m

(x̂m+1+ ξme1)−
i−1
∑

m=1

∂αi−1

∂y(m−1)
d

y(m)
d

−
i−1
∑

m=1

∂αi−1
∂km(t)

.
km−1(t)−

∂αi−1
∂y x̂2 +

ziΘi

2a2
i,r(k2

i (t)−z2
i )

+
3zi

2(k2
i (t)−z2

i )

i−1
∑

m=1

(
∂αi−1
∂x̂m

)2
+ zi

k2
i (t)−z2

i

+
2zi

(k2
i (t)−z2

i )

(
∂αi−1

∂y

)2
)
+ 1

2 (‖e‖
2 + ε2

i,r +ρ2
i,r
)

+ 1
2

i−1
∑

m=1

(
ε2

m,r + δ
2

m,r

)
+

a2
i,r
2 + 1

2 Θ1 +
1
2
(
ε2

i,r +δ
2

i,r

)
+ 1

2

i−1
∑

m=1
Θm − 1

ζi
Θ̃i

.
Θ̂i

(32)

For control purposes, the virtual controller is designed as

αi = −(Ki + κi)zi − zi
k2

i (t)−z2
i
− ziΘ̂i

2a2
i,min(k2

i (t)−z2
i )

− k2
i (t)−z2

i
k2

i−1(t)−z2
i−1

zi−1 − Ri−1

(33)

where Ki > 0 is a design parameter, ai,min = min{ai,r, r ∈ Γ}, κi =
√

mi
2 + pi, pi > 0 and

mi =
.
ki(t)
ki(t)

, Ri−1 = −
i−1
∑

m=1

∂αi−1
∂x̂m

(x̂m+1+ ξme1) −
i−1
∑

m=1

∂αi−1
∂Θ̂m

.
Θ̂m − ∂αi−1

∂y x̂2 −
i−1
∑

m=1

∂αi−1

∂y(m−1)
d

y(m)
d −

i−1
∑

m=1

∂αi−1
∂km(t)×

.
km(t)2 + 2

(
∂αi−1

∂y

)
zi

k2
i (t)−z2

i
+

3z2
i

2(k2
i (t)−z2

i )
2

i−1
∑

m=1

(
∂αi−1
∂x̂m

)2
+ ξie1.

And the adaptive law is chosen as

.
Θ̂i = −ΨiΘ̂i +

ζiz2
i

2a2
i,min

(
k2

i (t)− z2
i
)2 (34)

where Ψi > 0 is a design parameter.
Consider that

Ψi
ζi

Θ̃iΘ̂i ≤
Ψi
2ζi

(
−Θ̃

2
i + Θ2

i

)
(35)

and substituting (34)–(36) into (33), one gets

.
Vi ≤ −

[
λmin(Q)− 2− 1

2 i
]
‖e‖2 +

zizi+1
k2

i (t)−z2
i

−
i

∑
m=1

Km
z2

m
k2

m(t)−z2
m
−

i
∑

m=1

Ψm
2ζm

Θ̃
2
m + Hi,r

(36)
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where Hi,r = Hi−1,r +
Θ1
2 + 1

2

(
ε2

i,r + ρ2
i,r +

i
∑

m=1

(
ε2

m,r + δ
2

m,r

))
+ a2

i,r +
i−1
∑

m=1
Θm

)
+ Ψi

2ζi
Θ2

i ,

r ∈ Γ.
Step n: Based on (1), (3) and (8), one gets

.
zn = qr

1(t)ur(t) + qr
2(t) + ξne1 + w∗Tn,r ϕn

(
X̂n

)
+ εn,r − δn,r −

.
αn−1 (37)

where X̂n = [x̂1, x̂2, x̂3, · · · , x̂n]
T,

.
αn−1 =

n−1
∑

m=1

∂αn−1
∂x̂m

(x̂m+1+ ξme1 + w∗Tm,r ϕm

(
X̂m

)
+ εm,r −

δm,r)+
n−1
∑

m=1

∂αi−1

∂y(m−1)
d

y(m)
d +

n−1
∑

m=1

∂αi−1
∂Θ̂m

.
Θ̂m + ∂αn−1

∂y (x̂2 + e2 +w∗T1,r ϕ1(x̂1)+ ε1,r+ρ1,r)+
n−1
∑

m=1

∂αn−1
∂km(t)

.
km(t).

Choose the following barrier Lyapunov function

Vn = Vn−1 +
1
2

log
k2

n(t)
k2

n(t)− z2
n
+

1
2

ζ−1
n Θ̃

2
n (38)

where ζn > 0 indicates a design parameter.
Differentiating Vn, one obtains

.
Vn =

.
Vn−1 +

zn
k2

n(t)−z2
n

(
.
zn −

.
kn(t)
kn(t)

zn

)
− 1

ζn
Θ̃n

.
Θ̂n

=
.

Vn−1 +
zn

k2
n(t)−z2

n

(
qr

1(t)ur(t) + qr
2(t) + ξne1

+w∗Tn,r ϕn

(
X̂n

)
+ εn,r−δn,r −

.
αn−1 −

.
kn(t)
kn(t)

zn

)
− 1

ζn
Θ̃n

.
Θ̂n

=
.

Vn−1 +
zn

k2
n(t)−z2

n

(
qr

1(t)ur(t) + qr
2(t) + ξne1 + w∗Tn,r ϕn

(
X̂n

)
+εn,r − δn,r −

n−1
∑

m=1

∂αn−1
∂x̂m

(x̂m+1 + ξme1 + w∗Tm,r ϕm

(
X̂m

)
+ εm,r

− δm,r)−
n−1
∑

m=1

∂αi−1
∂Θ̂m

.
Θ̂m − ∂αn−1

∂y (x̂2 + e2 + w∗T1,r ϕ1(x̂1) + ε1,r

+ρ1,r)−
n−1
∑

m=1

∂αn−1

∂y(m−1)
d

y(m)
d −

n−1
∑

m=1

∂αi−1
∂km(t)

.
km(t)−

.
kn(t)
kn(t)

zn

)
− 1

ζn
Θ̃n

.
Θ̂n

(39)

Consider the following inequalities

zn

k2
n(t)− z2

n
w∗Tn,r ϕn

(
X̂n

)
≤ z2

nΘn

2a2
n,r(k2

n(t)− z2
n)

2 +
a2

n,r

2
(40)

where an,r > 0 is a design parameter.

− zn

k2
n(t)− z2

n

n−1

∑
m=1

∂αn−1

∂x̂m
w∗Tm,r ϕm

(
X̂m

)
≤ 1

2

n−1

∑
m=1

Θm +
z2

n

2(k2
n(t)− z2

n)
2

n−1

∑
m=1

(
∂αn−1

∂x̂m

)2
(41)

− zn

k2
n(t)− z2

n

n−1

∑
m=1

∂αn−1

∂x̂m
(εm,r − δm,r) ≤

z2
n

(k2
n(t)− z2

n)
2

n−1

∑
m=1

(
∂αn−1

∂x̂m

)2
+

1
2

n−1

∑
m=1

(
ε2

m,r + δ
2

m,r

)
(42)

− zn

k2
n(t)− z2

n

∂αn−1

∂y
w∗T1,r ϕ1(x̂1) ≤

z2
n

2(k2
n(t)− z2

n)
2

(
∂αn−1

∂y

)2
+

1
2

Θn (43)

− zn

k2
n(t)− z2

n

∂αn−1

∂y
(e2 + ε1,r +ρ1,r) ≤

3
2

z2
n

(k2
n(t)− z2

n)
2

(
∂αn−1

∂y

)2
+

1
2
(‖e‖ 2 + ε2

1,r +ρ2
1,r

)
(44)

zn
k2

n(t)−z2
n
(εn,r − δn,r) ≤ z2

n

(k2
n(t)−z2

n)
2 +

1
2
(
ε2

n,r +δ
2

n,r

)
(45)
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According (40), (41)–(46), one has

.
Vn =

.
Vn−1 +

zn
k2

n(t)−z2
n

(
−

n−1
∑

m=1

∂αn−1
∂x̂m

(x̂m+1+ ξme1) + qr
1(t)ur(t) + qr

2(t)

+ξne1 −
n−1
∑

m=1

∂αn−1
∂Θ̂m

.
Θ̂m −

i−1
∑

m=1

∂αn−1

∂y(m−1)
d

y(m)
d − ∂αn−1

∂y x̂2 +
3zn

2(k2
n(t)−z2

n)

×
n−1
∑

m=1

(
∂αn−1
∂x̂m

)2
+ 2zn

k2
n(t)−z2

n

(
∂αn−1

∂y

)2
−

n−1
∑

m=1

∂αn−1
∂km(t)

.
km(t)−

.
kn(t)
kn(t)

zn

+ znΘn
2a2

n,r(k2
n(t)−z2

n)
+ zn

k2
n(t)−z2

n

)
+ 1

2 (‖e‖
2 + ε2

1,r +ρ2
1,r
)
+

a2
n,r
2

+ 1
2 Θ1 +

1
2
(
ε2

n,r +δ
2

n,r

)
+ 1

2

n−1
∑

m=1
Θm − 1

ζn
Θ̃n

.
Θ̃n +

1
2

n−1
∑

m=1

(
ε2

m,r + δ
2

m,r

)
(46)

Design the adaptive output feedback control law

ur = [−(Kn + κn)zn − Rn−1 − znΘ̂n
2a2

n,min(k2
n(t)−z2

n)

− zn
k2

n(t)−z2
n
− qr

2(t)−
k2

n(t)−z2
n

k2
n−1(t)−z2

n−1
zn−1]v

(47)

where Kn > 0 is design parameter, an,min = min{an,r, r ∈ Γ}, κn =
√

mn2 + pn, pn > 0 and

mn =
.
kn(t)
kn(t)

, Rn−1 = −
n−1
∑

m=1

∂αn−1
∂x̂m

(x̂m+1+ ξme1)−
n−1
∑

m=1

∂αn−1
∂Θ̂m

.
Θ̂m− ∂αn−1

∂y x̂2−
i−1
∑

m=1

∂αi−1

∂y(m−1)
d

y(m)
d −

n−1
∑

m=1

∂αn−1
∂km(t)×

.
km(t) + ξne1 +

3zn
2(k2

n(t)−z2
n)

n−1
∑

m=1

(
∂αn−1
∂x̂m

)2
+ zn

k2
n(t)−z2

n

(
∂αn−1
∂x̂m

)2
+ 2zn

k2
n(t)−z2

n

(
∂αn−1

∂y

)2
.

Design the adaptive law

.
Θ̂n = −ΨnΘ̂n +

ζnz2
n

2a2
n,min(k

2
n(t)− z2

n)
2 (48)

where Ψn > 0 is a design parameter.
The following inequalities always hold

Ψn

ζn
Θ̃nΘ̂n ≤

Ψn

2ζn

(
−Θ̃

2
n + Θ2

n

)
(49)

According to (47)–(50), one obtains

.
Vn ≤ −

[
λmin(Q)− 2− 1

2
n
]
‖e‖2 −

n

∑
m=1

Ψm

2ζm
Θ̃

2
m −

n

∑
m=1

Km
z2

m
k2

m(t)− z2
m
+ Hn,r (50)

where Hn,r = Hn−1,r +
Θ1
2 + 1

2

(
ε2

1,r + ρ2
1,r +

n
∑

m=1

(
ε2

m,r + δ
2

m,r

) )
+ a2

n,r +
i−1
∑

m=1
Θm

)
+

Ψn
2ζn

Θ2
n, r ∈ Γ.

5. Stability Analysis

To facilitate the description, the following notation is defined

Λ = min{µ, Km, Ψm : m = 1, . . . , n} (51)

H = max
r∈Γ
{Hn,r} (52)

where µ = λmin

(
Q− 2− 1

2 n
)

/λmin(P).

Theorem 1. Consider the switched uncertain nonlinear system (1) with input quantization
(2), unmeasurable states and state contraints, under Assumption 1, the adaptive output feedback
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controller in (48) is constructed by using the barrier Lyapunov function method and the backstepping
technique, which can guarantee that all signals in the closed-loop system are bounded, the tracking
error converges to a small neighborhood of origin, and none of the states in the system conflict with
their corresponding constraints.

Proof. Select the barrier Lyapunov function as follows

V = Vn = eT Pe +
1
2

n

∑
i=1

log
k2

i (t)
k2

i (t)− z2
i
+

1
2

n

∑
i=1

ζ−1
i Θ̃

2
i (53)

According to the above analysis and the definitions in (52) and (53), one has

.
V ≤ −ΛV + H (54)

Integrating (55) over the interval [0, t], one obtains

V(t) ≤
(

V(0)− H
Λ

)
e−Λt +

H
Λ

(55)

Based on (54) and (56), one deduces that

|zi| ≤

√
k2

i (t)−
k2

i (t)

e2(V(0)− H
Λ )e−Λt+ H

Λ
, i = 1, . . . , n (56)

Similarly, it can be derived that

‖e‖ ≤

√√√√(
V(0)− H

Λ

)
e−Λt + H

Λ

λmin(P)
, i = 1, . . . , n (57)

From (54) and (56), one easily knows that transformation errors zi, observer errors ei
and estimation errors Θ̃i(i = 1, · · · n) are all bounded for the bounded initial values. The
tracking error z1 is bounded, this implies that the system output tracks the reference signal.
Due to the boundedness of Θi and Θ̃i(i = 1, · · · n), then Θ̂i(i = 1, · · · n) is also bounded.
According to the definitions of zi(i = 1, · · · , n), ei(i = 1, · · · , n), αi(i = 1, · · · , n− 1), ur,
and Assumption 1, it can be seen that xi(i = 1, · · · , n), x̂i(i = 1, · · · , n), αi(i = 1, · · · , n− 1),
and ur are all bounded. Thus, all signals in the closed-loop system are all bounded.
Moreover, in the proposed control method, the barrier Lyapunov function is employed
such that the system states satisfy the corresponding states. �

Remark 1. It is worth noting that when |ur(t)| < Br and qr
1(t) = 1 are bounded, Ur(ur(t)) is

also bounded. This can be seen from (4). Then, by observing (5), one can easily know that qr
2(t) is

bounded, namely
∣∣qr

2(t)
∣∣ ≤ Yr, where Yr is a positive constant. Therefore, in the future work, the

boundedness case of qr
2(t) can be considered.

Remark 2. In this paper, there are many design parameters in the control, which may affect the
system performance. In order to ensure that the system has a good performance, the selection of
these design parameters are important. P and Q are positive matrices which should be satisfy the
Riccati-like equation. From (58), it is easy to know that the value of the tracking error is associated
with Km, Ψm and am,min(m = 1, 2, · · · n). For lager Km, Ψm and smaller am,min, the tracking error
are smaller. At the same time the other signals of the system are smaller. For the other parameters, it
is enough to choose them satisfy their corresponding conditions, such as positive.

Remark 3. Compared with the existing results in [30–32], in which the mode-dependent Lyapunov
function is chosen, a common Lyapunov function which is mode-independent is selected in this paper.
This because of that the arbitrary switching law is employed here. Actually, in engineering problems,
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switching signals are often unknown or unable to be determined in advance, so the stability of
switched systems under arbitrary switching signals is of special significance. Thus, in this paper,
the arbitrary switching law is selected. If a switched system can be stabilized under the arbitrary
signal, then the subsequent research (such as robust control, etc.) does not need to pay attention to
the impact of switching signals on the system stability.

6. Simulation Example

In this section, a simulation experiment is used to show the effectiveness of the pro-
posed adaptive fuzzy output feedback control approach. Consider the following uncertain
nonlinear switched system 

.
x1 = x2 + f1,σ(t) + ρ1,σ(t).
x2 = vσ(t) + f2,σ(t) + ρ2,σ(t)
y = x1

(58)

where σ(t) ∈ {1, 2} stands for the switching signal. When σ(t) = 1, the external distur-
bance are chosen as ρ11 = 0.02 cos(t), and ρ21 = 0.015 sin(t), the nonlinear functionss are
f11 = 0.012x1e−0.11x1 and f21 = 0.11x2 + x3

1. When σ(t) = 2, the external disturbances
are ρ12 = 0.01 sin(t) and ρ22 = 0.02 sin(0.2t), and the nonlinear functions are chosen as
f12 = 0.021x1e−x2

1 and f22 = 0.016 sin(x2)e−x1 .
Moeover, the input quantization is selected as

vr(t) =


(1− δr)qr

1,j, i f qr
1,j ≤ ur(t) ≤ qr

1,j+1
0, i f 0 ≤ ur(t) ≤ qr

1,1
−Ur(−ur(t)), i f ur(t) < 0

where r = 1, 2. In addition, to solve the problem of unmeasurable states, the following
fuzzy-based observer is designed

.
x̂1 = x̂2 + ŵT

1,σ(t)ϕ1(X1) + ξ1(x1 − x̂1)
.
x̂2 = vσ(t) + ŵT

2,σ(t)ϕ2(X2) + ξ2(x1 − x̂1)

ŷ = x̂1

and the adaptive virtual controller and the adaptive quantization controller are chosen as

α1 = −(K1 + κ1)z1 −
3
2

z1

k2
1(t)− z2

1
− z1Θ̂1

2a2
1,min

(
k2

1(t)− z2
1
)

ur = [−(K2 + κ2)z2 − R1 − z2Θ̂2
2a2

2,min(k2
2(t)−z2

2)

− z2
k2

2(t)−z2
2
− qr

2(t)−
k2

2(t)−z2
2

k2
1(t)−z2

1
z1]v

.
Θ̂1 = −Ψ1Θ̂1 +

ζ1z2
1

2a2
1,min

(
k2

1(t)− z2
1
)2

.
Θ̂2 = −Ψ2Θ̂2 +

ζ2z2
2

2a2
2,min

(
k2

2(t)− z2
2
)2

In this simulation, the reference signal is selected as yd = 0.5 sin(2t), the associated
initial value is set as x1(0) = 0.01, x2(0) = 0.1, x̂1(0) = 0.02, x̂2(0) = 0.2, Θ̂1(0) = 0.01,
Θ̂2(0) = 0.02, k1(t) = 0.8 + 0.1 sin(0.5t), k2(t) = 2 + 0.1 sin(2t). The relevant design
parameters are chosen as K1= 20, K2= 50, ξ1 = 15, ξ2= 25, Ψ1 = 1, Ψ2= 0.5, ζ1 = 0.01,
ζ2 = 0.02, a1,min = 0.2, a2,min = 0.5, p1 = 10, p2 = 20.
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Figures 1–7 show the simulation results. Figure 1 gives the switching signal. Figure 2
depicts the trajectories of the system output, its constraint bounds and the tracking signal.
From which, one sees that the reference signal can be followed well, and the system
output successfully satisfies its constraint condition. Figure 3 describes the trajectories of
state x2 and its constraint condition. We can find that x2 is limited within prespecified
range. Figure 4 expresses the curves of the state x1 and x̂1, and their estimated error e1,
respectively. Figure 5 shows the curves of the state x2 and x̂2, and their estimated error e2,
respectively. From Figures 4 and 5, we can conclude that the system state x1 and x2 are well
observed. Figure 6 gives the curves of the adaptive laws Θ̂1, Θ̂2, and the input quantization
u is presented in Figure 7. Figures 6 and 7 immplies that Θ̂1, Θ̂2 and u are all bounded.
From the simulation results above, it can be concluded that by using the proposed control
approach, the control objectives are achieved, thus it is effective.
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7. Conclusions

This paper focuses on the input quantization, state constraints and unmeasured system
states issues for switched nonlinear systems. For the unmeasured states, a fuzzy-based state
observer is developed to estimate them. Then, the barrier Lyapunov function approach is
employed to guarantee that the system state does not exceed the corresponding constraint
bound. Using the backstepping technique, an adaptive control law is designed that can
offset the impact of input quantification. However, due to the application of backstepping
method, the problem of computation explosion may be caused. Therefore, how to reduce
the amount of computation will be studied in future research.
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