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Abstract: Cross-database micro-expression recognition (MER) is a more challenging task than the
conventional one because its labeled training (source) and unlabeled testing (target) micro-expression
(ME) samples are from different databases. In this circumstance, a large feature-distribution gap may
exist between the source and target ME samples due to the different sample sources, which decreases
the recognition performance of existing MER methods. In this paper, we focus on this challenging
task by proposing a simple yet effective method called the transfer kernel regression model (TKRM).
The basic idea of TKRM is to find an ME-discriminative, database-invariant and common reproduced
kernel Hilbert space (RKHS) to bridge MEs belonging to different databases. For this purpose, TKRM
has the ME discriminative ability of learning a kernel mapping operator to generate an RKHS and
build the relationship between the kernelized ME features and labels in such RKHS. Meanwhile,
an additional novel regularization term called target sample reconstruction (TSR) is also designed
to benefit kernel mapping operator learning by improving the database-invariant ability of TKRM
while preserving the ME-discriminative one. To evaluate the proposed TKRM method, we carried out
extensive cross-database MER experiments on widely used micro-expression databases, including
CASME II and SMIC. Experimental results obtained proved that the proposed TKRM method is
indeed superior to recent state-of-the-art domain adaptation methods for cross-database MER.

Keywords: cross-database micro-expression recognition; micro-expression recognition; probability
distribution gap; kernel learning; domain adaptation

MSC: 68T10; 68T09

1. Introduction

Micro-expression (ME) is defined as a set of brief, subtle and unconscious facial
movements, whose duration boundary is often within half a second [1-3]. It has been
demonstrated to be an important cue to reveal people’s hidden intentions and, hence, it can
be widely applied in police interrogation [4], national and public security [5], psychology
and healthcare [6], and deceit analysis [7]. However, unlike conventional facial expressions,
it is very difficult for individuals to recognize MEs even once they have gained professional
training due to the brief and subtle characteristics of MEs. Therefore, it is of value to
investigate the problem of automatic ME recognition (MER) to enable the computer to
understand the emotion states from micro-expression video clips, helping people better
understand MEs.

Recently, researchers have made great progress in the research of MER. For example,
lots of publicly available ME databases, e.g., CASME series [8-11], SMIC series [12,13],
and SAMM [14], have been released, which support the advancement of MER research.
In order to effectively describe MEs, researchers have also designed a number of hand-
crafted spatiotemporal descriptors, e.g., local binary pattern from three orthogonal planes
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(LBP-TOP) [12,15], spatial temporal LBP with integral projection (STLBP-IP) [16], and a
histogram of image gradient-TOP (HIGO-TOP) [17], as well as feature-enhancement meth-
ods [18]. Recently, inspired by the success of deep neural networks in computer vision
tasks, deep learning methods [19-21] have also been used to learn discriminative features
for recognizing MEs.

Although MER research has experienced remarkable progress, it is also worth men-
tioning that most existing MER methods that perform well were designed and evaluated
under an ideal assumption that the training and test ME samples both belong to the same
database. In other words, these ME samples were often recorded by the same camera
and under the same environment; hence, their features can be viewed as abiding by the
same probability distributions. In practical applications, however, this assumption may
easily be broken, which leads to the feature distribution mismatch between the training
and testing ME samples. Hence, the performance of existing MER methods would be
significantly degraded. To address this issue, several researchers have shifted their focus
to a more challenging but interesting MER task, i.e., cross-database MER [22], in which
the training and testing ME samples derive from different databases. Recently, numerous
methods have been proposed to manage this MER task and achieve promising performance,
e.g., data augmentation [23], transfer subspace learning [22], and deep transfer learning
methods [24].

In this paper, we also focus on this challenging but interesting topic and try to approach
it from the angle of kernel learning. By utilizing the nonlinear mapping ability of kernel
learning, we propose a novel transfer subspace learning method called the transfer kernel
regression model (TKRM) to cope with the cross-database MER tasks, an overview of which
is shown in Figure 1. In TKRM, we first build a simple and straightforward kernelized
regression model to seek a reproduced kernel Hilbert space (RKHS) to build the relationship
between the source ME features and label vectors. Meanwhile, a novel regularization term
called target sample reconstruction (TSR) is designed to further enhance the TKRM model
so that it is robust to the database variance existing between the source and target ME
databases and also preserves the ME’s discriminative ability. Hence, the proposed TKRM
model is also applicable in the task of accurately predicting the ME labels of target samples.

[ TSR Regularization ]
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Figure 1. Basic Idea of the Proposed TKRM Method for Cross-Database MER Problem.

In summary, the major contributions of this paper are threefold:

1.  We propose a novel transfer subspace learning model called TKRM to deal with the
cross-database MER problem. The major advantage of the proposed TKRM is seeking
a common reproduced kernel Hilbert space for the distribution alignment between
the ME samples from different databases.

2. So that TKRM possesses the database-invariant ability, a well-designed regularization
term called TSR is designed, which allows any target ME sample to be reconstructed
by a few source ones.

3. A large number of comprehensive experiments are conducted to compare the pro-
posed TKRM method and recent state-of-the-art transfer subspace learning methods.
The results verify the effectiveness and superiority of TKRM in coping with the
cross-database MER problem.
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The rest of the manuscript is organized as follows: Section 2 reviews the recent
progress in cross-database MER methods, including both transfer subspace learning and
deep transfer learning methods. Section 3 provides the details of the proposed TKRM
model, including how to build, optimize, and use the TKRM for cross-database MER tasks.
In Section 4, we desribe the extensive cross-database MER experiments that were conducted
to evaluate the proposed TKRM model and we also provide in-depth discussion. Finally,
the conclusions and directions for future work are provided in Section 5.

2. Related Work

The earliest work of cross-database MER may be traced to [22], in which Zong et al.
designed extensive cross-database MER tasks based on two widely used spontaneous ME
databases, including CASME II [9] and SMIC [13]. They also proposed a straightforward
transfer subspace learning method called target sample re-generator (TSRG) to remove the
feature distribution mismatch between the training (source) and testing (target) ME samples.
Subsequently, Zong et al. [25] further extended TSRG to a more generalized framework
called domain regeneration (DR). Recently, in order to advance the research of cross-
database MER and provide a standard platform to evaluate emerging methods, a cross-
database MER benchmark was presented in the works of [23,26]. Subsequently, researchers
have shifted their focus to achieving better performance in the tasks of cross-database MER.
To achieve this goal, some researchers continue to develop the transfer subspace learning
methods by considering the ME-aware discriminative clues. For example, in the works
of [26-28], the authors attempted to learn more discriminative features from the facial local
region cues to better describe MEs, while considering the database-invariant performance.

On the other hand, several researchers have tried to manage the problem of cross-
database MER using deep transfer learning methods. For example, Xia et al. [24] designed
a style aggregated and attention transfer framework (SA-AT) consisting of two stages en-
abling the ResNet model learned from the source ME samples to also be applicable to target
ME. Li et al. [29] proposed a novel deep domain adaption method called the discriminative
region transfer network (DRTN), which uses an adversarial-based adaptation structure
and attention mechanism to learn the database-invariant ME features from discriminative
facial regions. More recently, Song et al. [30] designed a dual-stream convolutional neural
network (DSCNN) to cope with cross-database MER tasks. The major novelty of DSCNN is
that the temporal dynamic and salient cues in ME samples are simultaneously considered
to ensure that the network can learn more discriminative and robust features.

3. TKRM for Cross-Database MER

In this section, we first formulate the TKRM model in detail. Then, we design an
efficient algorithm to learn the optimal parameters of the proposed TKRM model. Finally,
we present how to use the TKRM model to predict the target ME samples that are different
from the source ones.

3.1. Formulation of TKRM

Assume that we are given a labeled source ME database and their corresponding
feature matrix is denoted by X; € R¥*"1s where d is the dimension of the feature vector
used for describing ME, and #; is the source ME sample number. Let Ls € R“*"s be the ME
label matrix, where c is the number of micro-expression categories. The ith column of L,
denoted by 1, is a c-dimensional vector whose jth entry is set as 1, while the others are
fixed at 0 if this ME sample’s label is jth ME. Accordingly, we are also given an unlabeled
target ME database, whose feature matrix is denoted by X; € R¥*", where n; is the the
target sample number.

As described previously, the basic idea of the proposed TKRM is seeking a common
RKHS for both source and target ME samples by resorting to a kernel mapping operator to
bridge them such that their feature distribution mismatch can be removed, which is shown
in Figure 1. Following this idea, we first build the relationship between the source ME
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features and their corresponding label vectors via a simple kernel regression model, whose
optimization problem can be formulated as follows:

min [Ls — ¢(0) 906}, )

where ¢(-) is a kernel mapping operator, and ¢(U) and ¢(X;) denote the projection matrix
and source ME features in the reproduced kernel Hilbert space (RKHS) generated by ¢(-),
respectively. From Equation (1), it is clear to see that the proposed TKRM can own the ME
discriminative ability and we can easily predict the ME category of the source ME feature
vector based on the projection matrix ¢(U) in the RKHS.

Meanwhile, according to Figure 1, the ¢(U) learned by our TKRM model should
also be applicable to predicting the target ME samples’ labels. In other words, the RKHS
should be a common space for target ME samples as well as the source ones. Unfortunately,
in the case of cross-database MER, a large feature distribution gap exists between the
source and target ME databases. Therefore, we hope to find a common RKHS, in which
the feature distributions of the source and target domains are close, i.e., samples of two
domains can be bridged by a linear combination. Since the source data have emotion labels,
reconstructing each target sample with source data can not only accurately supervise the
emotion prediction of the target samples, but also effectively align the feature distributions
between two domains. To this end, we also map the target ME features onto the same
RKHS, which can be denoted by ¢(X;). Then, we design a novel regularization term called
TSR for the TKRM model to help modify the RKHS so that it is also suitable for the target
ME samples. The objective function of TSR can be formulated as follows:

1t
F@(U) = (V) ¢(Xe) = P(U)TXOWIE + A Y [lwills, @
i=1
where W = [wq, -+, wy,| € ns X n; is a coefficient matrix, || - [|; denotes the L; norm of

a vector and A is a trade-off parameter to control the balance between the L1 norm and
reconstruction terms. Note that, by minimizing the objective function of TSR in Equation (2),
the learned projection matrix ¢(U) in the common RKHS forces the target ME samples to
be a linear combination of several source ME ones, which indicates the projected target
ME samples will be assimilated into the source ones. Furthermore, the sparse property of
the L; regularization term also effectively reduces the dimension of the parameter space
to avoid over-fitting in the optimization process. Therefore, it is a good choice to jointly
minimize the objective function in Equation (1) and the one shown in Equation (2); in this
way, we will arrive at the optimization problem of the proposed TKRM, which is expressed
as follows:

1y

¢ﬁ%nw ILs — p(U) o (X)IF + A1l (U) T p(Xe) = p(U) (X)W + A2 ) lwilli, ()
, i=1

where A1 and Ay = A; x A are the trade-off parameters controlling the balance among three
terms in the objective function of TKRM.

However, it should be pointed out that it is difficult to solve the current version of the
optimization problem for TKRM because the row dimension of the kernel mapping operator
¢(U) is infinite. Using the kernel trick [31], the kernel function can be used to convert
the optimization problem to be a solvable one. Specifically, let p(U) = [¢(X;), p(X¢)]P,
where P € R("+7)%¢ js a reconstruction of the coefficient matrix used to enforce ¢(U) to
be linearly combined by the source ME features ¢(X;) and target ME features ¢(X;) in the
RKHS. By substituting this equation into Equation (3), we are able to arrive at the new
formulation of the optimization problem for TKRM, as follows:

1y
min |Ls — PTKG[|2 + A1 ||[PTK; — PTKW(2 + A5 Y [willa, 4)
) i=1
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where Ks = [KZ, Kz;]T and K; = [KSTt, KE]T. Among them, K5 = d(Xs)Tp(Xs), Kis =
d(X)TP(Xs), Kst = ¢(Xs)Tp(Xs), and Kyt = ¢(X¢)T¢p(X¢), and can be directly calculated
by the kernel function, e.g., Gaussian, polynomial, and linear ones.

In addition, we would like to further regularize the model parameter matrix P of
TKRM by adding an L; norm term with respect to P to the objective function, which results
in a sparse column vector for P. This was inspired by the works of [18,23], in which a
sparse coefficient matrix led to a more effective reconstruction in the RKHS and helped to
avoid overfitting for optimization. Consequently, the eventual optimization problem of the
proposed TKRM model can be written as follows:

ng
min [[Ls — PTKG[| + A [|PTK; — PTKWIIE + A2 ) [[wills + As [Pl ®)
) i=1
Note that similar to A and Ay, A3 is a trade-off parameter as well. ||P||; = Y5, ||p;l/1 and

pi is the ith column of P.

3.2. Optimization of TKRM

We would like to use the alternated direction method (ADM) [32] to learn the optimal
solution of the TKRM model, i.e., alternatively updating P and W until convergence.
Specifically, we initialize W and repeat the following three major steps:

1.  Fix W and update P. In this step, the original optimization problem will be reduced to:
min [[Ls — PTKG[[E + A1[|PTAKs 7+ A3 [Pl ©®)

where AK;; = Ky — KgW. The inexact augmented Lagrangian multiplier (IALM) [33]
method can be adopted to efficiently learn the optimal solution. Concretely, we first
introduce an additional variable Q satisfying P = Q. Then, the original optimization
problem of TKRM, which is an unconstrained one, can be converted to a constrained
one as follows:

min [Ls — QTKG|[F + M [QTAKu[E + As[|Plly, st P=Q. @)

’

Subsequently, the Lagrangian function for the above optimization problem can be
written as follows:

L(P,QW,T, 1) = [|Ls - Q"K, [} + A1 ]| Q" AK[|}
AP+ T (P-Q) + ZIP-Q},  @®

where T is the Lagrangian multiplier matrix and y is the trade-off parameter.

By alternatively minimizing the Lagrangian function with respect to the variables
until convergence, the optimal P will be obtained. The detailed updating procedures
are as follows:

(a) Fix P, T, and y, and update Q; the optimization problem with respect to Q can
be reformulated as:

min||Ls — Q"Ks [} + 41| QAKy [} + T"(P~Q)+ 5P -QIF, )

which has a closed-form solution, as follows:
Q = (2K;K! + A AKoAKY + ul) L 2KL! + T 4 uP), (10)

where Iis an (15 + n¢) x (ns + n¢) identity matrix.
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(b) Fix Q, T, and y, and update P. In this step, the optimization problem with
respect to P is:

min A3[|Plls + T7 (P — Q)+ £|P - QJ3, (1)
which can be rewritten as the following formulation:
. Az 1 T
m;n7||P||1+§IIP—(Q—;)H%- (12)

Referring to Step 2 of optimization procedures in [22], the solution of Equa-
tion (12) can be determined according to the following criterion, i.e.,
(P iy A oyp Qi A
() Py= (2= ) = iy =t > 5
ij As - ij A
2 PBj=(Fj— )+ 3Py — 5 <32
3) P;j = 0, otherwise,

where Pj;, Q;j, and T;; are the entry in the ith row and jth column of matrices P,
Q, and T, respectively.

(¢ Update Tand p: T = T+ u(P — Q) and p = min{p, pimax }, where p is a
scaled parameter greater than 1 and .y is a preset maximal value for .

(d)  Check convergence: |P — Q|| < € or the interaction reaches maximal value

Iteryay.

2. Fix P and update W: In this step, the original optimization problem is:
NPT _ pT 2 A2
min [|P7I; — PP Kswi |7+ —=[lwill1, (13)
Wi )\1

where ki is the ith column of K; corresponding to the kernel function of the ith target
ME sample. This is a standard Lasso problem and can be efficiently solved by a
number of typical algorithms, e.g., coordinate descent.

3. Check convergence or reach the preset maximal iterations.

3.3. Convergence Analysis for the Optimization of TKRM

As Section 3.2 shows, we proposed an efficient iterative algorithm to learn the optimal
solutions of the proposed TKRM. In this section, we would like to analyze the convergence
of this algorithm from a mathematical angle. Specifically, it is clear to see that the optimiza-
tion problem for TKRM in Equation (5), whose objective function is denoted by f(P, W), is
divided into two minimization subproblems, i.e., Equations (6) and (13), whose objective
functions are denoted by f(P,W) and f(P, W), in the proposed optimization algorithm,
where W and P are constants learned by their corresponding minimization subproblems
in a previous round of optimization. Then, since all the terms in the objective function
of TKRM are L; and Frobenius norms, which are continuous and lower-bounded, the
objective function value of TKRM in Equation (5), f (P, W), would sequentially decrease if
these two minimization subproblems, Equations (6) and (13), were iteratively optimized.
Consequently, the convergence of the proposed iterative algorithm for learning the optimal
solutions of the proposed TKRM can be guaranteed by the following inequation:

fPL, W) < f(Pr, W) < f(Pro1, Wiq), (14)

where ¢ denotes the updating step index in the optimization algorithm.

This inequation holds obviously in the proposed iterative algorithm, which can be
supported by the following two conclusions drawn from the divided minimization sub-
problem: (1) given a constant W, the minimization subproblem in Equation (6) would
undoubtedly result in f(P;, W) < f(P;_1,W) at the tth step of the proposed iterative
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algorithm; (2) similarly, based on the minimization subproblem in Equation (13), we can
also obtain that f(P, W;) < f(P,W,_1) for a constant P at the tth step.

3.4. Target Sample’s MEE Label Prediction

Suppose the optimal solution of the TKRM model is denoted by P. Then, we can
conveniently predict the ME labels of the target samples, even though the source of these
samples is quite different from that of the training samples. Let xi be a target ME sample’s
feature vector. Thus, we can first calculate its ME label vector, which is obtained with the
following optimization problem:

min ||1i — PTK!|?, (15)
ll

t

where ki = [¢p(x})Tp(Xs), ¢(xi)Tp(X¢)]T. It is noted that the inner product in the RKHS
associated with ki must be calculated using the same kernel function as the one chosen
in the training stage. Equation (15) is a quadratic programming (QP) problem and can be
easily solved with a number of of QP algorithms, including the interior point method.
Finally, according to the optimal label vector 1, the eventual ME label would be deter-

mined as the jth ME label if the jth entry of 1i has a maximal value among all the entries.

4. Experiments
4.1. Micro-Expression Databases and Experiment Setting

In this section, we adopt the CASME II [9] and SMIC [13] micro-expression databases
to design cross-database MER tasks to evaluate the proposed TKRM model. The SMIC
database includes recordings with high speed (HS), normal visual (VIS), and near-infrared
(NIR) cameras, resulting in three subsets, i.e., HS, VIS, and NIR. It is the first publicly
available ME database containing diverse ME samples. In all the subsets, the ME samples
are divided into three different ME types including Positive, Negative, and Surprise. Sim-
ilarly to the HS subset in SMIC, CASME Il is also recorded using a high-speed camera.
Each sample of CASME 1l is assigned one of five ME labels, i.e., Happy, Disgust, Surprise,
Repression, and Others. Figure 2 provides an example of the above four ME sample sets,
which demonstrates the sample difference existing among these databases.

:..‘{‘ =y
L 7
(a) CASME II (b) HS (c) vis (d) NIR

Figure 2. Sample Examples of Four ME Sample Sets Used in the Evaluation Experiments.

By using any two of the above four types of ME samples to alternatively serve as the
source and target, we are able to obtain six different cross-database MER tasks. We denote
these tasksasC -+ H,H - C,C — V,V — C,C — N,and N — C, respectively, where C,
H, V,and N are abbreviations for CASME II, HS, VIS, and NIR. Since the source and target
samples in cross-database MER require consistent ME labels, we select and relabel parts
of samples from CASME II. Specifically, the Happy samples are given the Positive label,
the Disgust and Regression samples are relabeled as Negative, and the label for Surprise
samples remains unchanged. Table 1 shows the new statistics of the relabeled CASME II
and SMIC databases used in our experiments.
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Table 1. Sample Statistics of the CASME II and SMIC databases used in the designed cross-database
MER experiments.

ME Database Negative Positive Surprise Summation
CASMEII (C) 73 32 25 130
HS (H) 70 51 43 164
VIS (V) 28 23 20 71
NIR (N) 28 23 20 71

4.2. Comparison Methods and Performance Metrics

To see whether the proposed TKRM method performs well in coping with cross-
database MER tasks, we choose seven state-of-the-art transfer subspace learning methods,
including transfer component analysis (TCA) [34], geodesic flow kernel (GFK) [35], sub-
space alignment (SA) [36], transfer kernel learning (TKL) [37], target sample re-generator
(TSRG) [22], domain regeneration in the original feature space with unchanged target
domain (DRFS-T) [25], domain regeneration in the label space (DRLS) [25], and region
selective transfer regression (RSTR) [26]. To analyze the experimental results, mean F1-score
and Accuracy are used as the performance metrics. Among them, mean F1-score is the

primary metric and calculated by Y5, Fl(l), where Fl(l) is the F1 score associated with
ith predicted ME samples. As for the other metric, Accuracy, it is defined as the correct
predictions divided by the total testing sample number.

Note that unlike end-to-end deep learning methods, subspace learning methods re-
quire the features to describe MEs; hence, we choose uniform LBP-TOP with the parameters
R =3 and P = 8 to serve as the spatiotemporal descriptors to extract the features of MEs
in the experiments. In addition, a multi-scale spatial division scheme, including four types
of grids,ie.,1x1,2x2,4 x4,and 8 x 8, is used to divide the facial image into 85 facial
local blocks before extracting the LBP-TOP. Hence, a supervector consisting of 85 LBP-TOP
feature vectors is eventually served to describe each ME sample. As for the parameter
setting of transfer subspace learning methods, we follow the benchmark evaluation work
in [23,26] and directly take their results for comparison because our experiment setting
is identical to theirs. Regarding our TKRM, the kernel function is set as linear. Three
trade-off parameters need also to be set for our TKRM. Still following the experiment
setting of [23,26], we search for them from a preset parameter interval, i.e., [0.1:0.1:1,2:1:10],
and then report the best results when it reaches the best mean F1l-score for each experiment.

4.3. Experimental Results and Discussion

Tables 2 and 3 summarize the mean F1-score and Accuracy for our KDAL and seven
comparison transfer subspace learning methods. Apart from these, it can be seen that we
also directly use the SVM classifier to perform the same cross-database MER experiments to
serve as the baselines. As Tables 2 and 3 show, it is easily found that nearly all the transfer
subspace learning methods outperformed the baseline method, i.e., SVM without any
knowledge transfer operation, which indicates that transfer learning is indeed an effective
method to improve the model robustness to the database variance and provides a possible
direction to advance the research of MER.

Second, it is noted that the proposed TKRM achieves the best performance in terms
of both mean Fl-score and Accuracy averaged among all six experiments. By further
observing the detailed results of six experiments, it can also be obtained that our TKRM
also achieved the best mean F1-score and Accuracy in three tasks including H — C,C — V,
and N — C. These observations indicates that our TKRM can achieve a more promising and
satisfactory performance than recent state-of-the art transfer subspace learning methods
for cross-database MER tasks.

Finally, it can also be noted that nearly all the transfer subspace learning methods
performed better in the experiments between CASME II and VIS than the others. For
example, we can find that seven methods, including our TKRM, achieved a mean F1-score
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of over 60.00% in at least one task (C — V, V — C, or both). However, they do not all
have improved performance in the four remaining tasks. Therefore, it can be concluded
that the experiments between CASME II and HS, or between CASME II and NIR, are more
challenging cross-database MER tasks. Nevertheless, our TKRM can still achieve a mean F1-
score of over 50.00% for all four tasks, which demonstrates the superior performance of
TKRM over all comparison methods.

Table 2. The results of cross-database MER experiments in terms of the mean F1-score (%) among
CASME 11, HS, VIS, and NIR, respectively. The best result in each experiment is underlined.

Method C—H H—C C—V V—=C C—N N—C Average

SVM 36.97 32.45 47.01 53.67 52.95 23.68 41.12
TCA 46.37 48.70 68.34 57.89 49.92 39.37 51.77
GFK 41.26 47.76 63.61 60.56 51.80 44.69 51.61
SA 43.02 54.47 59.39 52.43 57.38 35.92 48.77
TKL 38.29 46.61 60.42 53.78 53.92 42.48 49.25
TSRG 50.42 51.71 59.35 62.08 56.24 41.05 53.48
DRLS-T 45.24 54.60 62.17 67.62 53.69 46.53 54.98
DRLS 49.24 52.67 57.57 59.42 48.85 38.38 51.02
RSTR 52.97 56.22 58.82 70.21 50.09 46.93 55.87
TKRM 52.53 59.41 70.20 65.31 50.29 51.35 58.18

Table 3. The results of cross-database MER experiments in terms of accuracy (%) among CASME II,
HS, VIS, and NIR, respectively. The best result in each experiment is underlined.

Method C—H H—C C—V V—=C C—N N—C Average

SVM 45.12 48.46 50.70 53.08 4211 23.85 45.55
TCA 46.34 53.08 69.01 59.23 50.70 42.31 50.73
GFK 46.95 50.77 66.20 61.50 53.52 46.92 54.31
SA 47.56 62.31 59.15 51.54 47.89 36.92 50.90
TKL 44.51 54.62 60.56 53.08 54.93 43.85 51.93
TSRG 51.83 60.77 59.15 63.08 56.34 46.15 56.22
DRLS-T 46.95 60.00 63.38 68.46 56.34 50.77 57.65
DRLS 53.05 59.23 57.75 60.00 49.83 42.37 53.71
RSTR 54.27 60.77 59.15 70.77 50.70 50.77 57.74
TKRM 52.44 66.15 70.42 65.38 50.70 52.31 59.57

4.4. Performance of TKRM with Different Kernel Functions

In the above experiments, our TKRM only uses the linear kernel function and achieved
promising performance in cross-database MER tasks. It should be pointed out that the
nonlinear kernel function is also suitable for TKRM. To see how the kernel function affects
the performance of TKRM, we further carry out several additional experiments by choosing
different nonlinear kernel functions for TKRM. Specifically, we choose three tasks as
the representatives and set the kernel function as the polynomial, i.e., f(x,y) = (x"y),
[x—yll

PolyPlus, ie., f(x,y) = (x"y +1)%, and Gaussian, i.e., f(x,y) = e~ 2 _, where f(-) is the
kernel function, x and y are the feature vectors, and d is the dimension of feature vectors. For
polynomial and PolyPlus functions, their parameter 4 is set to 1.01, 1.05 and 1.1, respectively.
For the Gaussian, its parameter ¢ is fixed at 1, 5 and 10, respectively. Table 4 depicts the
results of the experiments, which enables us to obtain several interesting observations
and conclusions. It is clearly observed that, for most tasks, the linear-kernel-based TKRM
obtained the best results in terms of both mean Fl-score and Accuracy. However, it is
still noted that the polynomial kernel with the parameter d = 1.01 achieved the highest
mean F1-score, reaching 60.02. This indicates that the performance of the proposed TKRM
with a suitable nonlinear kernel would achieve a further increase. Nevertheless, it should
be pointed out that the performance of the nonlinear version of TKRM varies sensitively
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with respect to the change in the kernel function’s type and parameter, which can be
demonstrated by the comparison between the results achieved by the polynomial and
Gaussian functions. Consequently, how to choose the kernel function and search for its
optimal parameter in the KDAL model to improve its performance when coping with
cross-database MER tasks is still an open question. This point should be investigated in
the future.

Table 4. The results of cross-database MER experiments by using TKRM with different kernel
functions. The best result in each experiment is underlined.

Kernel Function C—H H—C C—>V

Linear 52.53/52.44 59.41/66.15 70.20/70.42
Polynomial (d = 1.01) 52.53/52.44 60.02/65.38 58.89/69.01
Polynomial (d = 1.05) 51.99/51.83 58.46/60.77 67.31/67.61
Polynomial (d = 1.1) 52.53/52.44 59.39/62.31 63.89/63.38
PolyPlus (d = 1.01) 52.53/52.44 60.02/65.38 68.89/69.01
PolyPlus (d = 1.05) 51.99/51.83 58.46/60.77 67.35/67.61
PolyPlus (d = 1.1) 51.85/51.83 59.39/62.31 70.20/70.42
Gaussian (t = 1) 37.93/40.24 47.14/57.69 51.25/50.70
Gaussian (f = 5) 50.61/50.61 57.22/57.60 67.65/67.61
Gaussian (t = 10) 49.45/49.35 51.74/52.31 66.05/66.20

5. Conclusions and Future Work

In this paper, we propose a new transfer kernel regression model (TKRM), which
makes full use of the kernel learning’s powerful nonlinear mapping ability, to deal with the
cross-database MER problem. The major advantage of TKRM is minimizing the probability
distributions divergence between source and target ME samples in the kernelized feature
space with an implicit method of feature reconstruction. Moreover, extensive experiments
were carried out to evaluate the effectiveness and superiority of the proposed TKRM. The
experimental results proved that our TKRM method can achieved improved performance
compared with most recent state-of-the-art transfer subspace learning methods for the cross-
database MER problem. In addition, it should be noted that the proposed TKRM method is
still not satisfied because its performance in challenging tasks, e.g., tasks between SMIC
(NIS) and CASME 1I, only reaches a low-level mean Fl-score of about 50%. Consequently,
the ME discriminative ability of TKRM needs to be improved so that the cross-database
MER problem can be better addressed. In the future, we will further enhance the proposed
TKRM model by absorbing discriminative information learned from the ME-aware cues.
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