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Abstract: Generative Adversarial Networks (GANs) have been used for many applications with
overwhelming success. The training process of these models is complex, involving a zero-sum game
between two neural networks trained in an adversarial manner. Thus, to use GANS, researchers and
developers need to answer the question: “Is the GAN sufficiently trained?”. However, understanding
when a GAN is well trained for a given problem is a challenging and laborious task that usually
requires monitoring the training process and human intervention for assessing the quality of the
GAN generated outcomes. Currently, there is no automatic mechanism for determining the required
number of epochs that correspond to a well-trained GAN, allowing the training process to be safely
stopped. In this paper, we propose AutoGAN, an algorithm that allows one to answer this question
in a fully automatic manner with minimal human intervention, being applicable to different data
modalities including imagery and tabular data. Through an extensive set of experiments, we show
the clear advantage of our solution when compared against alternative methods, for a task where
the GAN outputs are used as an oversampling method. Moreover, we show that AutoGAN not only
determines a good stopping point for training the GAN, but it also allows one to run fewer training
epochs to achieve a similar or better performance with the GAN outputs.
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1. Introduction

Generative models are a crucial part of many important machine learning and com-
puter vision algorithms. In recent years, they have been used in multiple applications
with outstanding success (e.g., [1]). Generative Adversarial Networks (GANs) [2] are a
subset of the generative models that have attracted the attention of the scientific commu-
nity. GANSs have also been used in a diversity of real-world applications involving data
generation, such as image generation [3-7], image-to-image translation [8-10], image super
resolution [11], video generation [12,13], music generation [14], graphs generation [15],
or text generation [16]. They have also been applied to address other complex tasks,
namely data de-identification [17], over-sampling [18,19], improving classification accu-
racy [20,21], dealing with missing values [22], trajectory prediction [23], or spatio-temporal
prediction [24].

The procedure to train a GAN is more complex and challenging than training a
standard learning algorithm [25,26]. In effect, to train a GAN, we do not aim at optimizing
an objective function. Instead, the learning task is related to game theory, which is defined
as a minimax problem in which two players compete against each other, one trying to
maximize an objective function, while the other is trying to minimize it. The solution to
this minimax problem could be the Nash equilibrium of the game [27]. However, finding
the Nash equilibrium is a complex and difficult task when compared with optimizing an
objective function [2,27].
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Besides being a complex task, other important challenges arise when training a GAN.
One of these challenges is the lack of a systematic criterion to evaluate when the GAN is
already sufficiently trained for the task at hand as the training epochs take place. Several
attempts have been made to address this critical problem, with a growing body of research
being put forward through the proposal of multiple alternative measures. So far, no
single measure has been identified as the gold standard method for use across multiple
applications and/or data modalities.This leaves researchers and end-users with the problem
of determining when to stop the GAN training process for a given task through a non-
systematic trial-and-error procedure. In this paper, we focus on finding a systematic
solution to the problem of when to stop training a GAN that can be used across different
data modalities.

The currently existing metrics for addressing the described problem can be categorized
into “‘qualitative evaluation’ and ‘quantitative evaluation’. The former involve human
judgment, while the latter are based on different mathematically defined distance functions.
A commonly used qualitative method of evaluating when to stop training a GAN is through
human visual inspection of the generated samples [1]. This is a very direct and intuitive way
of evaluating the quality of images. Nevertheless, it is a very costly and time-consuming
task that cannot be applied to tabular data. The visual inspection process was regulated and
standardised in a more systematic manner [1,28-30]. However, this solution has multiple
disadvantages that prevent it from being broadly adopted. Namely, the following issues
were found: (i) in some domains (e.g., medical domain), it might be difficult for a human to
learn what is realistic or not; (ii) there are limitations regarding the number of images that
can be reviewed in a reasonable period of time; (iii) the reviewers’ biases and opinions may
be incorporated into the process [30]; and (iv) visual inspection methods are restricted to
images and cannot be applied to tabular data.

Regarding quantitative evaluation solutions, several measures have been proposed
for assessing GANs trained on image datasets. Inception Score (IS) [31] and the Fréchet
Inception Distance (FID) [32] are relatively popular measures in this category. Their goal is
to use a large, pre-trained model, the InceptionNet in this case, to derive a good metric of
the quality of the generated images. Other solutions, such as the Fréchet Confidence and
Diversity (FCD) score, exchange the use of the InceptionNet model with an Autoencoder.
Still, all these solutions will output a score, and it will be the end-user’s responsibility to
decide whether the GAN'’s training process can be stopped. Other quantitative evaluation
metrics are trained on both imagery and non-imagery data. For instance, in [8,33,34],
measures based on classification accuracy are introduced. While quantitative measures
do not encounter the same issues as direct human (qualitative) evaluation, they may not
directly correspond to how humans view and judge generated samples [1].

A new type of GAN called Wasserstein GAN (WGAN) was proposed in [35] to remove
the oscillatory behaviour observed on the loss values of GAN components. WGAN can be
observed as a way of incorporating qualitative measures into the loss functions of a GAN.
Plotting WGAN learning curves has multiple applications, including improving sample
quality explanability, which can help with the problem of deciding when to stop training
GANSs. However, WGAN does not allow the comparison of results between different GAN
architectures, the estimation of the Wasserstein distance may be inaccurate [35], and WGAN
still requires human visual validation in imagery datasets when observing the loss values
and GAN performance.

Overall, the qualitative measures proposed require human intervention during GAN
training, while quantitative measurements that address certain shortcomings of qualitative
measures still require human monitoring of the metric during training. Therefore, the
human remains in the loop for both types of measures. Moreover, from a data modality
perspective, we observe that qualitative measurements are exclusively applicable to GANs
trained on imagery datasets. In addition, the majority of the popular quantitative measures
are also tailored for imagery datasets. Consequently, not only are the possibilities for
applying GANs to non-image datasets limited, but human inspection or supervision is still
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required. In this paper, we tackled these gaps by proposing a human-out-of-the-loop algo-
rithm, named AutoGAN, where the usage of quantitative measures is fully automated.
In a nutshell, AutoGAN starts the training of a GAN and evaluates the improvements
achieved at each iteration using an oracle. Note that we use the term oracle in the classical
sense of Computing Theory, that is, a machine that (via some black-box process) solves a
decision problem in constant time (see, e.g., [36]). The oracle is a central component of the
algorithm that encapsulates the end-user preferences for the task at hand. An oracle should
provide a score for a given generator, which should correspond to the generator’s ability
to synthesize “better”. This score should match the end-user goals and thus define the
end-user’s understanding of the notion of “better” samples. We provide several examples
of oracle instances in this paper to illustrate the different oracles that can be used. AutoGAN
will rely on the oracle outputs to assess the training of the GAN. Furthermore, it will allow
the performance to deteriorate while waiting for the GAN to recover. This is necessary to
deal with the known oscillatory behaviour of the GAN’s performance. When no further
improvements are observed for a certain number of consecutive iterations, the AutoGAN
will return the overall best GAN model obtained during this process. AutoGAN requires
minimal human intervention and is applicable to different data modalities (tabular and
images). Our extensive experiments demonstrate a clear advantage of using AutoGAN,
even when compared to GANs trained under a thorough human visual inspection of the
generated images.
The key contributions of this paper are four-fold:

*  Present a comprehensive review of the literature on: (i) multiple distances and perfor-
mance measures that can be used to assess the performance of a GAN; and (ii) existing
algorithms involving automation in GANSs;

e Introduce the AutoGAN Algorithm, a new automatic human-out-of-the-loop approach
for determining when to stop training a GAN that is applicable to a variety of data
modalities, including imagery and tabular datasets;

*  Provide an extensive experimental comparison using multiple imagery and tabular
datasets that include multiple GAN evaluation metrics;

*  Provide all of our code so that AutoGAN can be easily used and to allow the repro-
ducibility of our research.

This paper is organized as follows. Section 2 describes the background and related
works. In Section 3, we present our algorithm, AutoGAN, designed to solve the problem of
automatically determining when to stop training a GAN. We also provide in this section
a set of oracle instances that can be used in our AutoGAN Algorithm. In Section 4, we
describe the experiments carried out, including the datasets considered and the settings
used, while in Section 5, we present and discuss the main results of the experiments. Finally,
Section 6 concludes the paper and provides some interesting future research avenues.

2. Background and Related Work

This section starts by providing a brief background on GANs. Then, we review
multiple distance measures and provide a detailed explanation of how they can be used to
evaluate the quality of GANs. Finally, we review related works on automation in GANs
that involve a neural architecture search.

2.1. Generative Adversarial Networks

Generative Adversarial Networks are a system composed of two differentiable func-
tions, the generator and the discriminator [2]. The generator receives a sample drawn
from a multivariate distribution and maps it to a sample from another distribution. The
discriminator’s goal is to discriminate between the synthetic samples obtained through the
generator and the real samples. In the first phase of each iteration of the learning procedure,
the generator attempts to deceive the discriminator into accepting its outputs as actual
data, while in the second phase, the discriminator attempts to discern between real and
fake samples. The generator and discriminator are trained together, competing against
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each other, and thus we can think about them as adversarial in the game theory sense. If
trained on an image dataset, after a significant number of repetitions, the generator will be
able to produce samples that are nearly indistinguishable from the actual images, i.e., the
generator will generate synthetic samples from the distribution of the dataset.

A simple vanilla GAN does not need the class labels of the examples; thus, it can be
regarded as an unsupervised model. Other variants of GANSs, such as the Conditional
Generative Adversarial Networks (CGANSs) [37], use the class labels during the training
process as an extra input to both the generator and the discriminator. The advantage of
CGAN:s is that, after training, the generator provides the ability to generate samples from a
specific class, whereas in a vanilla GAN, that control is not present.

2.2. Relevant Distances and Performance Measures

Measuring the quality of a GAN is crucial. In this subsection, we study several mea-
sures that have been used to assess the quality of GANSs, including some distances and other
measures used for performance assessment. We will focus on three particular measures: the
Kullback-Leibler divergence, the Wasserstein distance, and the F1-score. We include here
the F1-score as an example of a potentially interesting performance assessment metric that is
useful in many problems involving GANs due to their application to imbalanced domains.
Other metrics could be used, but the Fl-score is one of the most frequently applied.

The Kullback-Leibler (KL) divergence is a well-known statistical distance that mea-
sures how similar two given distributions are [38]. Consider two distributions P and Q,
where p and g denote the probability densities of P and Q, respectively. The KL-divergence
is defined as shown in Equation (1).

® p(x)

D (P Q) = [ px)tog( L5 ) <1>

)

An alternative way to compute the distance between two probability distributions is

provided by the Wasserstein distance [39]. Let X and Y be two random variables with finite

p-moments, X ~ P and Y ~ Q. Assume that J(P, Q) represents all joint distributions | for
random variables (X, Y). The p-Wasserstein distance is defined in Equation (2).

1/p
Wy (P,Q) = < inf [ ||lx —yII”dI(x,y)> @)
JeJ(P.Q)

where p > 1. A special case of this distance is when p = 1. This distance is called
the Earth Mover or 1-Wasserstein distance. The 2-Wasserstein distance is also called the
Fréchet distance.

To determine the performance of a model, one can take advantage of the F1-score. This
metric depends on the notions of true positives (TP), true negatives (TN), false positives
(FP) and false negatives (FN), which are the cases correctly classified from the positive
and negative class and the cases that were incorrectly classified as positive or negative
class cases, respectively. The Fl-score is defined as the harmonic mean of the precision
(cf. Equation (3) and recall (cf. Equation (4). When dealing with binary classification
problems, typically the Fl-score of the minority class (or positive class, or class of interest)
is reported as shown in Equation (5). The F1-score can also be calculated for each class in
the domain, and its macro- or micro-average variants can be used as the global F1-score on
a multiclass problem.

precision = % 3)
recall = 7TPEPFN (4)
Fl-score — 2 x precision * recall 2xTP 5)

precision +recall ~ 2% TP + FP + FN
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2.3. From Distances and Measures to Experimental Configurations for Evaluating the Performance
of GANs

Different distances and measures can be used to assess the performance of a GAN.
However, the setting in which these distances or measures are used can also change sub-
stantially. This section discusses these configurations in terms of the experimental setting
they advocate as well as their underlying assumptions. We will review six configurations,
explaining in detail how they are used to assess the performance of GANS.

2.3.1. Classification Accuracy Score: Train on Synthetic Data, and Test on Real Data

Ravuri and Vinyals [33] argue that if we have a good and well-trained generative
model that accurately captures the data distribution, then any downstream task should
perform similarly regardless of whether it uses generated or original data. The authors
train several class-conditional generative models, such as CGANs and variational auto-
encoders (VAEs), on real and labeled data. Following this step, a classifier is trained on
synthetic data and used to predict the label of real images. A performance assessment
metric such as the Fl-score can be used to evaluate the resulting model. This configuration,
termed CAS-real, has also been studied in [34], where the authors state that this setting
shows how diverse the samples generated by a GAN are. While we can apply CAS-real to
GAN:s trained on both imagery and tabular data, it requires a multi-class, labeled dataset.
Furthermore, it can only be used with conditional GANs, which might be a disadvantage
in some deployment scenarios.

2.3.2. Classification Accuracy Score: Train on Real Data, and Test on Synthetic Data

If we assume that the images generated with a well-trained GAN are realistic, then
the classifiers trained on real images should have no problem identifying the synthesized
image correctly as well. This assumption was put forward by Isola et al. [8], motivating the
configuration we termed CAS-syn. Compared to the previous CAS-real configuration, CAS-
syn switches the roles of synthetic and real data, i.e., in CAS-syn, a classifier is trained on
real data and tested on synthetic data, while the reverse happens for CAS-real, which uses
real data on the training phase and synthetic data on the testing phase. CAS-syn has also
been studied in [34], where the authors argue that the CAS-syn configuration can measure
how well the generated samples approximate the unknown real distribution on image data.
GAN:Ss trained with either imagery or tabular data can use this configuration. However,
CAS-syn requires a multi-class labeled dataset, and it is only applicable to CGANS.

2.3.3. Inception Score

A different approach named the Inception Score (IS) is proposed by Salimans et al. [31].
To begin, the conditional label distribution p(y, x) is computed by applying an InceptionNet
model to each image produced by a GAN trained on the original dataset. The assumptions
underlying this approach are that: (i) the GAN should generate images with high confidence
for each label, i.e., p(y|x) has a low entropy; and (ii) the GAN should produce varied images,
i.e., the marginal [ p(x = G(z)) dz has a high entropy. Based on these two requirements, the
authors propose the use of the following metric exp[Ex~p, Dkr.(p(y|x)||p(y))], which they
claim has a direct correlation with human judgment. The expected value of KL-divergence
is exponentiated to allow for an easier comparison.

Although this is an extensively used approach, several weaknesses of this config-
uration must be taken into account. In particular, the disadvantages of IS have been
enumerated in [30] and include: (1) sensitivity to parameters and implementations of
model parameters; (2) biased towards ImageNet dataset and InceptionNet models; (3) di-
versity within classes is not captured; (4) requires a high sample size to be reliable; (5) a
high IS is achievable by inputting only one example per ImageNet class; and (6) it can only
be used for GANSs trained on certain imagery datasets because the InceptionNet model
uses colored images as inputs, uses convolutional layers, and is trained in the ImageNet
dataset. Therefore, IS cannot be used with either black-and-white images or tabular data.
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Moreover, the usage of IS on GANS trained on colored images other than ImageNet can be
misleading [40].

2.3.4. Confidence and Diversity Score

The methodology described for IS can be altered to obtain a different configuration
named the Confidence and Diversity Score (CDS). In this setting, we carry out the following
steps: (1) use a neural network classifier with an arbitrary architecture; and (2) train the
classifier on the target dataset instead of the ImageNet dataset [41]. This modification
allows this new score to be applicable to GANs trained on non-imagery and imagery data,
whereas the IS is confined to a special area of imagery data. However, the CDS requires the
data to be clustered into two or more classes and requires the class labels to be available
in order to calculate the score, while the original IS does not require class labels of the
target dataset.

2.3.5. The Fréchet Inception Distance

Heusel et al. [32] proposes to use the features extracted from both real (r) and generated
data (g) to assess the quality of images created by a GAN. Typically, an InceptionNet model
is trained on the ImageNet dataset, and the results of the last pooling layer prior to the
output classification layer are used as the extracted features.

The extracted features from real (X;) and generated (X;) data are viewed as continu-
ous multivariate Gaussian distributions, i.e., X; ~ N (pir, Z;) and Xg ~ N (jg, Z¢), where
pr and jie are the means of X, and Xg and ¥, and X are the covariance matrices of the
two distributions. The parameters of the two underlying distributions are then estimated
and the Fréchet distance between the two distributions is calculated. The Fréchet Incep-
tion Distance (FID) is used to compare the similarity between two multivariate Gaussian
distributions, and is calculated as shown in Equation (6) for X; and X,.

d* = |ux — py|* + tr(Zx + Zy — 2(ZxZy)"?) (6)

The smaller the FID is, the closer the two estimated distributions are; consequently, the
better the GAN outputs are. Unlike IS, FID captures the diversity within classes [30]. FID, on
the other hand, is highly biased [30]; and small samples sizes can result in an overestimation
of the true FID [30]. Although both FID and IS are based on the InceptionNet, the IS uses
the trained InceptionNet model as is, while the FID uses this model as a feature extractor.
Given that the InceptionNet is trained on colored images (the imageNet dataset), this could
make both IS and FID only applicable to gray-scale images. However, the FID has the
potential to be more generic and could be applied to both colored and gray-scale images,
given the fact that the InceptionNet is merely used as a feature extractor. We will test the
versatility of FID by also testing it on black-and-white images in our experiments to confirm
this hypothesis.

2.3.6. Fréchet Confidence and Diversity Score

Modifications to FID were proposed by Obukhov and Krasnyanskiy [41] to obtain the
Fréchet Confidence and Diversity (FCD) score. In this version, the InceptionNet model
is replaced by an auto-encoder model trained on the target data. After training the auto-
encoder, the encoder is used as a feature extractor. Different sizes of the encoder’s output
layer, i.e., the number of extracted features, were investigated.

Given the results obtained in this work [41], the authors considered that while the FCD
score has a correlation with the quality of generated images, the same does not happen
for the generated tabular and non-imagery data. The authors based this conclusion on
the fact that no correlation was observed with a reduction in the errors of the generator
and the discriminator. However, the known oscillatory behaviour of the generator and
discriminator [35] leads us to conclude that a decrease in the errors does not necessarily
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imply proper training. When we present our experimental results in Section 5, we will go
over this in greater detail.

2.4. Algorithms Involving Automation in GANs

Regarding automation in GANSs, several efforts have been made to search for the best
generator architecture in GANSs. The proposed neural architecture search methods have
provided good outcomes as they outperform architectures that are manually designed on
multiple tasks [42,43]. In this field, Wang et al. [44] presented an algorithm for an automated
neural architecture search for deep generative models. On the other hand, Gong et al. [45]
define the search space for the generator architectural variations and propose the usage of
a Recurrent Neural Network (RNN) to guide the search process. This study used the IS as
the reward and applied a multi-level search strategy to search for the neural architecture
progressively. Still, several research avenues remain to be explored, such as increasing the
search space and also extending this search to the discriminator, incorporating class labels,
or testing the search on high resolution images.

The research with automation gives rise to other concerns, for instance, related to the
model’s size. Building on the neural architecture search solutions, Fu et al. [43] presented
the AutoGAN-Distiller (AGD), the first AutoML framework dedicated to GAN compression.
However, several aspects remain to be studied. One of the main problems when training
a GAN with a specified architecture is determining when the GAN is well trained and
when the process can be stopped. However, as far as we know, no effort has been made to
automate the process of training a GAN for a given architecture. In effect, many applications
dealing with images rely on domain experts to evaluate when the images being generated
have the required quality and thus stop the training procedure of the GAN. A domain
expert needs to define when the GAN has trained for a sufficient number of iterations and
the training process stops with his input. Moreover, frequently, the generated images are
analysed to obtain that answer, which is not only a time-consuming process but can also
be biased and susceptible to the subjectivity of the expert. Finally, such inspection is not
possible when non-imagery data is used. The AutoGAN solution that we present in the
following section seeks to answer these questions.

3. Proposed AutoGAN Method

This section describes our proposed solution, AutoGAN, for automating the training
process of GANs. We begin by defining the goals and requirements of AutoGAN and
then proceed to the details of our algorithm. Finally, we provide a detailed illustration of
several oracle instances, an important component of AutoGAN. Notice that the term oracle
is used in the classical sense of Computing Theory, representing a machine that (via some
black-box process) solves a decision problem in constant time (e.g., [36]).

3.1. Algorithm Goals and Requisites

The goal of our solution is to provide the end-user with a GAN model that is well
trained for the specific target task. To achieve this, the end-user needs to provide the task
requirements as well as the particular GAN architecture that needs to be trained. Besides
providing these settings, which reflect the preferences for the task at hand, the end-user
will have no more intervention in the AutoGAN algorithm. Our AutoGAN algorithm
will use this information to output the trained GAN model given the provided end-user
preferences. This way, the end-user obtains a trained model in a fully automated way, i.e.,
except for the design aspect there is no human intervention, such as, for instance, setting
the number of epochs to run or inspecting the results at certain checkpoints to determine
whether the training process can be stopped.

AutoGAN includes a critical component that we named the oracle. This oracle is
defined by the end-user and should encapsulate the requirements of the tasks being
addressed. It is the user’s responsibility to define the correct oracle for the task he aims
to solve. The oracle can be observed as a function that receives the GAN generator and
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outputs a score corresponding to the ability of the generator to synthesize high-quality
samples. The oracle parameters are defined by the end-user. Section 3.3 contains a detailed
description of several oracle instances that can be used with our AutoGAN algorithm in
various contexts and with different goals.

3.2. The AutoGAN Algorithm

When deciding when to stop training a GAN on imagery datasets, a human is typically
in the loop and visually inspects the GAN’s output samples to make that decision. On
tabular data, this inspection is impossible to be carried out, and thus the task becomes
harder. Some metrics can be monitored, but a human should still be involved in the process
of deciding when to stop training. Frequently, we observe that researchers limit the GAN
training to an arbitrary number of epochs, leading to GAN models trained sub-optimally.

To address this problem, we propose a systematic approach, AutoGAN, that automates
the training process involving a quantitative measure. Our solution eliminates humans
from the process of deciding when enough epochs have been run and the training of the
GAN can be stopped. AutoGAN is an automated human-out-of-the-loop approach for
training GANSs that allows an end-user to determine when to stop training a GAN in a fully
automatic way and without the need of inspecting any data, images, or metrics.

The key idea of the AutoGAN algorithm is to allow the training of a GAN to continue
even when the GAN output samples do not show any improvements after several training
iterations. This means that AutoGAN aims to provide the GAN with sufficient opportuni-
ties to overcome potential local unfavorable points, allowing it to reach an improved model.
AutoGAN depends on the end-user definition of an oracle instance. AutoGAN uses the
oracle instance provided to assess the quality of the output samples in an iterative manner
until no further improvement in the GAN is expected. For a certain iteration of GAN
outputs, the oracle produces a scalar score that corresponds to the quantitative measure
that the end-user considers suitable to be monitored to estimate the GAN’s performance.

The pseudocode of our proposed solution is presented in Algorithm 1. We consider
the four following inputs: (1) the maximum number of failed attempts, which encapsulates
how long we are willing to wait without observing any improvements in the GAN; (2) the
unit used for the training iterations; (3) an untrained GAN with a particular architecture;
and (4) an instance of an oracle that contains the task requirements set by the end-user.
After the initialization, the GAN is trained in an iterative way. At each iteration, the GAN is
trained and evaluated using the oracle settings. If a better solution is found, then it is stored
as the best GAN trained up to that moment, and the best score achieved is also recorded. If
the GAN obtained is worse than the best GAN stored, then that solution is discarded and a
new iteration is run. This local deterioration of the performance is expected to happen due
to the known relationship between the generator and discriminator losses [26]. For this
reason, we need to assume that a certain number of consecutive failed attempts will happen.
However, when the maximum number of failed attempts is reached, i.e., when the GAN
was trained for the maximum number of consecutive rounds set without improvements,
then, the algorithm stops and provides the best model that was obtained.

3.3. Potential Oracle Instances

An important component of our algorithm concerns the definition of an oracle instance.
This task, although being the end-user’s responsibility, can be difficult and needs to be
carefully considered as the evaluation of AutoGAN will depend on the oracle defined.
Thus, the instantiation of the oracle is a crucial step. This section provides an illustration
of multiple oracle instances that can be used in different contexts concerning specific data
and GAN requirements. Namely, we will describe oracle instances that have different
assumptions regarding the characteristics of the used data (e.g., modalities or availability
of class labels) and the GAN architectures.
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Algorithm 1 The AutoGAN algorithm

Input: Max_failed_attempts: The maximum number of failed attempts accepted;
Train_unit: The unit used for training iterations;
Untrained_GAN: The GAN architecture selected and not trained;
Oracle: The selected oracle instance;

Output: best_GAN: The trained GAN model

current_GAN <« Untrained_GAN
best_GAN < Untrained_GAN
best_score < —oo
failed_attempts < 0
while failed_attempts < Max_failed_attempts do
Train current_GAN for one Train_unit
score < oracle(current_GAN)
if score > best_score then
failed_attempts ~—0; // the new trained GAN is better than the best known
best_GAN < current_GAN
best_score < score
else
fuiled_attempts — failed_attempts +1; // the trained GAN is worst than the best
known
end
end
return best_ GAN

As previously mentioned, an oracle is a function that maps a given generator into a
score that corresponds to the generator’s ability to synthesize “better” samples. The oracle
instance should define what the end-user understands by the term “better” sample. For
instance, in some cases, a “better sample” might be to approximate as closely as possible
the distribution of the dataset. However, in other situations, a “better sample” can indicate
the presence of more diversity in the data or even, in the case of images, higher quality and
sharpness. Figures 1-6 provide an overview of the six oracle instances that we will describe
in more detail in the next sections.
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S —— output score
Fake Labeled Dataset

o classification
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Figure 2. The architecture of an oracle instance based on CAS-syn score.
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Figure 4. The architecture of an oracle instance based on FID Score.
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Figure 6. The architecture of an oracle instance based on Confidence and Diversity score.

The oracle instance used for a given task reflects the end-user preferences, and should
be adapted to different deployment scenarios. Moreover, the oracle instance is not simply
a metric or score used; it involves the entire architecture used to compute that score. For
instance, a certain oracle instance may use only synthetic data to compute the desired score,
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while another oracle instance can use only real data to compute the same score. Other
oracles may use some or all layers of a given neural network, while others might use a
different classifier for that task. For this reason, the oracle entity encapsulates multiple
settings that can and should be adapted to the specific task being solved, and thus, the
oracle instances differ from other existing fixed solutions.

3.3.1. Oracle Instance Based on CAS-Real

This oracle begins by using the available labelled data to train a CGAN. Then, the
CGAN is asked to generate a labelled dataset, which is fed to a classifier. The classifier is
trained using the generated data. Finally, the trained classifier’s performance is evaluated
on the real labelled dataset. Any selected performance assessment metric can be used
to evaluate the performance of the classifier. In our implementation, we selected the F1
score to be used because we decided to test this oracle instance in an imbalanced problem,
and the F1 score is a suitable metric in this context. In this particular case, the higher
the CAS-real score, the higher the quality of the GAN outputs. Figure 1 displays the key
structure of the described oracle instance based on CAS-real.

3.3.2. Oracle Instance Based on CAS-syn

This oracle instance works in a similar way as the previous one that was based on
CAS-real. The main difference concerns a change in the roles of real and synthetically
generated data. This oracle starts by training a classifier with real labelled data. This same
real data is also used to train a CGAN. Then, the generator of the CGAN is used to generate
a synthetic test set utilized to assess the performance of the classifier. The trained classifier
is tested on the generated labeled test set and the performance is recorded using a selected
performance assessment metric. In our implementation, we used the F1 score because we
tested this oracle in an imbalanced domain. In this case, the higher the CAS-syn score,
the higher the quality of the GAN outputs. An overview of an oracle instance based on
CAS-syn is shown in Figure 2.

3.3.3. Oracle Instance Based on Inception Score

In this oracle, the InceptionNet model is first trained on the ImageNet dataset, while
the GAN is trained on the given real dataset. The GAN generator is then used to obtain
new samples to be fed into the InceptionNet model. The IS is computed based on the
output vectors of the model and used to assess the quality of the GAN. The higher the IS,
the better the quality of the GAN outputs. This oracle can be used with both conditional
and non-conditional GANs. An overview of the described oracle instance is displayed in
Figure 3. We must highlight that this oracle based on IS is not applicable to tabular data or
black and white images, as explained in Section 2.3.

3.3.4. Oracle Instance Based on Fréchet Inception Distance

This oracle instance also relies on the InceptionNet but uses a truncated version of this
neural network architecture. The process starts with the training of the InceptionNet model
on the ImageNet dataset. The target real dataset is used to train a GAN, whose generator is
then used to obtain a certain number of fake samples. The real and fake data are given to
the truncated version of the InceptionNet model to obtain their InceptionNet-represented
features. Finally, the extracted features of both the fake and real data are used to calculate
the FID score. The lower the FID score, the higher the quality of the GAN outputs. To
obtain a positive correlation between the FID and performance in our implementation, we
multiplied the FID score by minus one. This oracle can be used with both conditional and
non-conditional GANs. Figure 4 shows the overview of an oracle instance based on FID.

3.3.5. Oracle Instance Based on Fréchet Confidence and Diversity Score

In [46], an extensive study is performed comparing different metrics to the original
FID. The authors test several measurements that are based on the InceptionNet model pre-
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trained on different datasets. Other metrics were also tested using several self-supervised
models that were used as feature extractors. Furthermore, the applicability of the FCD
score on imagery and tabular data was investigated in [41].

This oracle instance is based on FCD and begins by training a GAN and an auto-
encoder using the available real dataset. Then, the GAN generator is used to generate new
fake data. The real and generated data are given to the encoder so that we can obtain a new
representation of their features. Finally, the extracted features of both real and generated
data are used to calculate the FCD score. The lower the FCD score is, the higher the quality
of the GAN outputs. Similar to the modified FID introduced in [41], we implemented an
oracle using the FCD, as shown in Figure 5. We also included a minor implementation
detail by multiplying the FCD score by minus one; this allowed us to observe a positive
correlation between the FCD score and the quality of the outputs. This oracle instance can
be used with both conditional and non-conditional GANS.

3.3.6. Oracle Instance Based on Confidence and Diversity Score

Since the introduction of the IS in [31], it has been widely used in the assessment of im-
agery generative models [4,9,47,48]. The InceptionNet model consists of 2D-convolutional
networks, which are suitable for processing images. Moreover, IS is obtained via an Incep-
tionNet model that is pre-trained on the ImageNet dataset. Therefore, as mentioned in [41],
the application of the IS is not possible for real-valued tabular data.

By replacing the InceptionNet model with an arbitrary neural network classifier
trained on the target dataset, the applicability of the Confidence and Diversity Score on
imagery datasets is investigated in [41]. As shown in Figure 6, we built an oracle instance
that uses the CDS to run tests on both imagery and tabular data. This oracle uses the
end-user dataset to train both a neural network classifier and a GAN model. Then, the
GAN's generator is used to obtain a certain number of synthetic samples that are used as
the classifier’s test set. Finally, the CDS is calculated based on the model’s results on this
test set. The higher the CDS, the better the quality of the GAN outputs. This oracle can be
used with both conditional and non-conditional GANs.

3.3.7. Overview of the Oracle Instances and Their Characteristics

The different oracle instances described have multiple assumptions regarding the
data and the GAN architecture, and thus can be used in diverse contexts. These instances
serve as examples of possible oracle instances that can be used. However, the specific task
requirements and the end-user preferences should drive the selection of the oracle instance
to be used for a certain problem involving training a GAN. A comparison between the
different oracle instances used in this paper is shown in Table 1. We observe that some
oracles are only suitable for being used with CGANs (CAS-real and CAS-syn), while others
can use any selected GAN. In terms of the required class labels, only FCD does not require
the existence of labeled data during the training, while all the other alternatives discussed
require those labels. We also verify that all oracles can be applied to imagery data, while
only four of the implemented oracles are applicable to tabular data. Table 1 also displays
the number of times the network/classifier in the oracle is required to train (column “train
times”). The indication of “one time” means that it is trained in the beginning and no
further training is necessary, and “multiple” means that a new training process is necessary
after each change in the GAN weights. CAS-real is the only oracle instance that needs to
have the training repeated multiple times to obtain the desired score. The remaining oracles
only need to be trained once. By comparing all the six implemented oracle instances, we
observe that the FCD is the most flexible, working for both tabular and image data while
not requiring class labels and allowing the usage on any GAN architecture. We must also
highlight that all oracle instances can be used with colored images and almost all can also
be used with black-and-white images. Following some preliminary test, we observed that
the oracle IS is not suitable for black-and-white images.
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Table 1. A comparison between the requirements of the described oracle instances.

Required Labels Type of Data
Oracle o .
Instance  Labeled Data Labeled Data Type of GAN Imagery  Imagery .. . Train Times  Metric Source
during Training to Generate Score Color B&W

CAS-real Required Required Requires a CGAN v v v Multiple F1-score [33,34]
CAS-syn Required Not required Requiresa CGAN v v v One time Fl-score [8,34]
IS Required Not required Any GAN v One time KL-divergence [31]
FID Required Not required Any GAN v v One time Fréchet distance [32]
CDSs Required Not required Any GAN v v v One time KL-divergence [41]
FCD Not required Not required Any GAN v v v One time Fréchet distance [41]

4. Experimental Evaluation

This section presents all the experiments carried out to observe the performance of our
proposed AutoGAN algorithm. We begin by providing an overview of our experiments.
Then, we describe the datasets used and provide the complete experimental settings. To
allow the reproducibility of our results, all the code used in this paper is freely avail-
able to the research community at https://github.com/enazari/autoGAN (accessed on 8
February 2023).

4.1. Experiments’ Overview

Our goal is to assess the ability of the AutoGAN algorithm (cf. Algorithm 1) in
addressing the “when to stop training a GAN” problem. To verify whether a GAN is
well-trained (or if the training process is automatically stopped at a good point), we use the
GAN as an over-sampling tool under a class imbalance setting. Our assumption is that, if
the GAN is conveniently trained, it will provide advantages similar to those of GANs that
have been carefully trained with human intervention. This experimental setting allows us
to inspect the effectiveness of our proposed solution in both imagery and tabular datasets.

The key structure of the experiments carried out is as follows. We start by assessing the
performance of a certain classifier on a given imbalanced domain to observe the baseline
performance (Initial method). Then, we train a GAN using different methods that will
determine when the training should be stopped. Each one of these GAN models is then
employed to generate new synthetic samples, which are used to balance the number of
examples in the training set. The performance of the classifiers trained on the different
balanced training sets is assessed and will determine whether the GANs generated high-
quality synthetic data and thus were well trained. We must highlight that the synthetic
cases are only used in the training set, and the test set is kept untouched and separated
from the remaining data that are used exclusively to test the classifier. In particular, we are
interested in observing whether AutoGAN is able to find a stopping iteration that leads to a
well-trained GAN. If the outcomes of our proposed method are at least equal to those of the
alternative methods, we may conclude that we have successfully addressed the quandary
of when to stop training a GAN.

In our experiments, we use different alternative methods to decide when to stop
training the GAN. The different alternatives tested depend on the type of dataset used
(imagery or tabular). Overall, we tested the following four main alternatives: (i) Initial: a
baseline where the original imbalanced dataset is used to train a classifier; (ii) Fixed: GAN
trained for a fixed number of iterations, selected based on experiments from other research
papers or experiments/guidelines where the GAN shows good results; (iii) Manual: GAN
trained using human visual inspection to determine the number of iterations required
to obtain a well-trained GAN; and (iv) AutoGAN: GAN automatically trained using the
AutoGAN algorithm and one of the oracle instances defined in Section 3.3. We compare
the performance obtained through these different methods against each other and the
baseline (Initial).

To make the comparisons fair, we start the training process of a certain GAN and use
the different alternative methods in parallel to determine when the process should stop,
as shown in Figure 7. As a result, we obtain the final state of the GAN using different
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methods while following the same training process. The GAN’s training process is only
stopped after all tested methods provide a stopping signal. By testing our solution using
this framework, we are able to assess the quality of GANs trained under several different
processes on both imagery and tabular datasets. Moreover, we can also observe the number
of epochs used by the different methods and their impact on the performance.

start training a GAN

AutoGAN-CAS_real Manual AutoGAN-CDS AutoGAN-FCD AutoGAN-IS  AutoGAN-CAS_syn

Figure 7. An example of when each alternative method might give the stop training signal to a
given GAN.

We run three main experiments, which we describe briefly in Table 2. The first set of
experiments is carried out on tabular datasets and involves the application of the initial,
fixed, and AutoGAN methods. Given the nature of these datasets, a manual inspection is
not possible as a human cannot visually inspect the quality of the generated tabular data.
For the fixed method, we obtain the fixed number of stopping iterations to use to train the
GAN from previous experiments in [19]. For the AutoGAN method, we are only able to
apply four of the Oracles described in Section 3.3, namely CAS-real, CAS-syn, CDS, and
FCD, which are the only ones applicable to tabular datasets. In the second and third sets of
experiments, we use imagery datasets. We carried out extensive tests with a high number
of imagery datasets in our second experiment, in which we applied the initial, fixed, and
AutoGAN with six different oracles. Our third experiment was conducted on a smaller
subset of the imagery datasets, for which we also tested the manual method besides all the
other methods used for the second experiment. This third experiment could not have been
run for all the imagery datasets due to the time required to run the manual method, which
involves a human inspecting all the images generated by the GAN after each iteration to
decide upon their quality. Being an extremely time-consuming task, we decided to run this
method only for a subset of the imagery datasets. This allows us to include in our tests a
frequently used method to assess the quality of the GAN while keeping the time to run our
experiments manageable.

Table 2. Overall description of the three main experiences carried out. (* AutoGAN-IS was only used
with imagery datasets that contain colored images).

Experiment Experiment #1 Experiment #2 Experiment #3
Data Used Tabular Data Imagery Data 1 Imagery Data 2
Initial Initial Initial
Fixed Fixed Fixed
AutoGAN-CAS-real AutoGAN-CAS-real Manual
AutoGAN-CAS-syn AutoGAN-CAS-syn AutoGAN-CAS-real
Alternative Methods AutoGAN-CDS AutoGAN-CDS AutoGAN-CAS-syn
AutoGAN-FCD AutoGAN-FCD AutoGAN-CDS
AutoGAN-FID AutoGAN-FCD
AutoGAN-IS * AutoGAN-FID

4.2. Datasets

For our experiments, we considered four base tabular datasets and four base imagery
datasets. For each of the base datasets, we created binary versions and obtained a total of
17 binary datasets. Figure 8 shows an overview of the eight base datasets and the binary
versions created and used in this paper. The orange branches in this figure show the four
base tabular datasets, upon which several binary datasets are built and are displayed in the
red branches. Similarly, the blue branches show the four base imagery datasets, and their
respective binary versions are represented in the purple branches. The dataset’s names
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and the two classes selected for the binary task are shown in the red and purple branches.
Overall, we consider a total of 17 binary datasets: 7 tabular and 10 imagery datasets.

The class imbalance setting we are creating assumes that the two classes of the predic-
tive tasks are not represented with a similar frequency, i.e., one of the classes is represented
by a higher number of examples (majority or negative class) in the available data, while
the other one is poorly represented (minority or positive class). To create different class
imbalance tasks with different characteristics, we generated multiple variants with a vary-
ing number of majority and minority class examples. For each of the 17 binary datasets,
we create 16 variants by changing the imbalance ratio (the imbalance ratio is defined as
the ratio between the number of minority class samples and the number of majority class
samples) and the sample size. We used the same procedure described in [19] to obtain these
variants of the datasets. Namely, we select a random sample of majority class examples
matching a desired majority class count. A set of minority class examples is then randomly
selected from the dataset and added to the previous majority class examples to obtain the
required imbalance ratio. We considered all combinations of four majority class counts (100,
200, 500, and 1000) and four imbalance ratios (0.1, 0.2, 0.3, and 0.4). A total of 272 (17 binary
datasets x 16 variants) imbalanced datasets are generated and used in our experiments.

ISCXTor2016 tor: class TOR vs. class non-TOR

cic_syscallsbinders_adware: class
benign vs. class adware (features:
syscallbinders)

cic_syscallsbinders_smsmalware:
class benign vs. class sms malware
(features: syscallbinders)

ClCMalDroid2020
—

Tabular . .
cic_syscalls_adware: class benign vs.
class adware (features: syscalls)

iscx_spam: class benign vs. class spam
'SCX’URLZ("S_' iscx_defacement: class benign vs. class
defacement
CIRA-CIC-DoHBrw2020 cira: class benign DoH traffic vs.
=== class non-DoH
Base Datasets
mnist01: class zero vs. class one
MNIST mnist23: class two vs. class three
mnist38: class three vs. class eight
fmnist17: class trouser vs. class sneaker
Fashion MNIST fmnist79: class sneaker vs. class ankle
Imagery boot
fmnist24: class pullover vs. class coat

kmnist12: class one vs. class two

Kuzushiji MNIST kmnist16: class one vs. class six

kmnist35: class three vs. class five

CIFAR10 cifar17: class automobile vs. class horse

Figure 8. The base datasets (in blue and orange) used for creating 17 binary datasets (in red and
purple). Dataset name and respective classes shown in the rightmost branch.

The following sections provide a more detailed description of the base tabular and
imagery datasets as well as the 17 derived binary datasets that are used in our experiments.

4.2.1. Tabular Datasets

We used the same four base tabular datasets used in [19], namely ISCXTor2016 [49],
CICMalDroid2020 [50], ISCX-URL2016 [51] and CIRA-CIC-DoHBrw2020 [52], which we
transformed into seven different binary classification problems.

The ISCXTor2016 dataset [49] contains features extracted from network traffic using
the ISCXFlowMeter. The binary classification dataset we named tor is derived from the
target variable labels for TOR and non-TOR traffic.
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The CICMalDroid2020 [50] dataset contains information about Android malware and
includes the following five classes: benign, SMS malware, riskware, adware, and banking.
The features are extracted from a total of 11,598 APK files and are grouped into two
categories: (i) syscallbinders, which include the frequencies of system calls, binders, and
composite behavior in a total of 470 features; and (ii) syscalls, which include the frequencies
of system calls in a total of 139 features. Using the syscallsbinders features, we created
two binary datasets: the cic-syscallsbinders-adware and the cic-syscallsbinders-smsadware.
For the first one, only the instances with classes benign and adware were included, while
for the second, only the instances with classes benign and sms malware were kept. We
also created another binary dataset using the syscalls features. We named this dataset
cic-syscalls-adware which includes the instances from adware and benign classes.

We obtained two binary datasets from the base dataset ISCX-URL2016 [51] (which
contained five different classes): iscx-spam and iscx-defacement. The first one contains the
cases from the classes benign and spam, and the second one contains the cases from the
classes benign and defacement.

The last base tabular dataset considered is the CIRA-CIC-DoHBrw2020 [52], which
has a target class with three labels: benign DoH traffic, malicious DoH traffic, and non-DoH
traffic. We built a binary dataset that we named cira that includes only the benign DoH
and non-DoH classes.

4.2.2. Imagery Datasets

In our experiments, we used the following four imagery base datasets: MNIST [53],
Fashion-MNIST [54], Kuzushiji-MNIST [55], and CIFAR10 [56].

MNIST is a collection of 70,000 black-and-white images of 10 handwritten digits (i.e.,
10 classes) with 28 x 28 pixels. We derived the following three binary datasets from the
MNIST dataset: (1) mnistO1: instances with classes zero and one are selected for this
dataset; (2) mnist23: instances with digits (classes) two and three are selected for this
dataset; and (3) mnist38: class three and class eight are chosen for this dataset. The different
classes picked for these three binary datasets allow us to obtain a varying complexity of the
predictive task, as we surmise that distinguishing between classes 0 and 1 is the simplest
task while distinguishing between classes 3 and 8 can be observed as the most difficult task.

The Fashion-MNIST dataset contains 70,000 black-and-white images of 10 different
clothing classes, each with 28 x 28 pixels. We derived three binary datasets from Fashion-
MNIST by selecting different classes and using the same intuition used for the MNIST
dataset to obtain tasks of different complexity. The following datasets were created: (1) fm-
nist17, using the classes trousers and sneakers; (2) fmnist79, using the classes sneaker and
ankle boot; and (3) fmnist24, using the classes pullover and coat. We hypothesize that
fmnist17 is the easiest of these tasks, fmnist79 has an intermediate complexity, and fmnist24
has the highest complexity of the three datasets.

Kuzushiji-MNIST dataset also contains 70,000 black and white images of 10 classes
of handwritten Hiragana Japanese syllabary, each with 28 x 28 pixels. In this case, we
also generated three different datasets by selecting two out of the 10 classes available in
the original dataset. The following datasets were built: (1) kmnist12 with classes 1 and 2;
(2) kmnist16 containing examples from classes 1 and 6; and (3) kmnist35 including cases
from classes 3 and 5. We randomly selected the two classes used in each one of the cases.

Finally, we also derived one dataset from CIFAR10, a dataset containing 60,000 colored
images of 10 classes of objects with 32 x 32 x 3 pixels. We extracted automobile and horse
classes to build our binary dataset, which we named cifar1?.

4.3. Experimental Setting

Our three experiments, depicted in Figure 9, use 17 different base datasets, each with
16 variants with different imbalance ratios and sample sizes (see Section 4.2). For each
experiment, we evaluated different alternative methods to provide a stopping signal to the
GAN. We evaluate the method initial, which corresponds to using the original imbalanced
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training set, and the other alternatives, which correspond to using the images generated by
the GAN stopped with a certain stopping signal to oversample the training set, making
the two classes balanced. For these methods, we use different oracles with the AutoGAN
algorithm and also use the fixed (a set number of iterations to train the GAN) and manual
(a human manual inspection of the GAN images).

Tabular Datasets Alternative Methods
& tor ) 4 Initial ™
-“-c" cic-syscallsbhinders_adware Fixed
g cic-syscallsbinders_smsmalware AutoGAN-Cas-real
= cic-syscalls_adware AutoGAN-Cas-syn
- iscx_spam AutoGAN-CDS
o iscx_defacement AutoGAN-FCD
cira = \ r
I |  Black & White Imagery Datasets Alternative Methods
Vi B s i oY
mnist01 Ir]ltlal
mnist23 L
mnist38 AutoGAN-Cas-real
Kkmnist 2 AutoGAN-Cas-syn
Q kmnist16 AutoGAN-CDS
o Kkminst3s AutoGAN-FCD
t b g . AutoGAN-FID 5/
1]
E Color Imagery Datasets Alternative Methods
7] . -
3 / D) Initial
u Fixed
AutoGAN-Cas-real
citar17 AutoGAN-Cas-syn
AutoGAN-CDS
AutoGAN-FCD
AutoGAN-FID
\ / AutoGAN-IS
Black & White Imagery Datasets Alternative Methods
2 i ~, Initial ™
] Fixed
S 2 Manual
1]
E ;mg::gg AutoGAN-Cas-real
2 fmnist24 AutoGAN-Cas-syn
3 AutoGAN-CDS
AutoGAN-FCD
L \ / AutoGAN-FID

Figure 9. Detailed description of the three main experiments carried out.

One single GAN is trained until all methods give the stopping signal, as previously
described and illustrated in Figure 7. We used a stratified five-fold cross-validation process.
The F1-scores of both the minority and majority classes were recorded, irrespectively of the
metric used internally by the AutoGAN algorithm. We report the average and standard
deviation of the five-fold results. We also report the number of training iterations used for
the GAN under each alternative method. This will allow us to observe the relationship
between performance and the length of the required training. Finally, we analyse the
Pearson correlation between the results of the different alternative methods for stopping
the GAN training that we tested.

We selected a CGAN for our experiments. Two main architectures were considered: (i)
fully connected hidden layers for both the discriminator and the generator; and (ii) convo-
lutional layers for both the generator and discriminator. The output layer of the generator
and the input layer of the discriminator were adapted to match the number of features in
each dataset. Full details of the architectures are provided in the Appendix A.1.

The parameters used for AutoGAN with the oracles implemented are described in
Appendix A.2. For the fixed alternative, we used the parameters used in [19] for the tabular
datasets, while for the imagery datasets, we experimentally determined this value based
on trial and error. For the manual alternative, we relied on the inputs from a human expert.
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We selected a fully connected deep neural network for the classification task. The
number of hidden layers and perceptrons used in each layer were adapted to each dataset.
Full details on the network architecture are provided in Appendix A.3.

5. Results and Discussion

This section summarizes the main results and conclusion of the three experiments
conducted.

5.1. Experiment #1: Tabular Datasets

We observed three different patterns in the results obtained from the tabular datasets.
We present those patterns by showing the results of one dataset representative of the pattern.
We will specifically discuss the results of the tor, iscx_defacement, and cira-based datasets.
The detailed results of the remaining tabular datasets are provided in the Supplemental
Material where additional figures (Figures S2-59) and tables (Tables S1-512, S33 and S34)
are provided.

tor-based datasets

The results obtained on tor-based datasets exhibit a pattern that is also observed in
the cic-syscallsbinders-adware, cic-syscallsbinders-smsmalware, and cic-syscalls-adware
datasets. Figure 10 shows the average F1-scores for the minority class of the neural network
trained on the different variants of the tor dataset (The corresponding results for the
majority class can be observed in Figure S1 of the Supplemental Material). This figure
demonstrates that all alternative methods applied to train the GAN produced better results
than the initial setting (where no oversampling is applied). This demonstrates that, overall,
all methods trained a GAN that generates images of comparable good quality. These results
were aggregated by a majority class count and by imbalance ratio and are displayed in
Figure 11 and Figure 12, respectively.

The following observations can be drawn from these results: (1) as an over-sampling
technique, CGAN results in little or no deterioration of the majority class’s Fl-scores,
whereas the minority class’s Fl-scores improve significantly; (2) as the difficulty factors
(imbalance ratio and sample size) become more extreme, the classification task becomes
more difficult, resulting in lower Fl-scores; (3) if the initial F1 scores are lower, the amount
of improvement obtained through CGAN over-sampling is greater; (4) the results of
AutoGAN algorithm are relatively similar to that of the fixed setting in terms of F1-scores;
and (5) AutoGAN algorithm achieves these results with a lower number of iterations for
training the GAN when using three of the four tested oracles (FCD, CAS-real and CDS).

The stopping iterations displayed in the rightmost plot in Figures 11 and 12, show a
clear difference in the oracle instances. For example, while the F1-scores of oracles CAS-real
and CAS-syn in both minority and majority classes are similar, we observe that they stop
at around 1000 and 2500 iterations, respectively. Furthermore, CAS-real achieves similar
F1-scores to the fixed method while using a lower number of training iterations.
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. .
.
0 ]
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Figure 10. Box-plot of Fl-scores of the minority class with different stopping methods for tor-based
datasets.
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Figure 11. Average F1 results of tor-based datasets by majority class count for minority (left) and
majority (center) classes, and average number of iterations until the training is stopped (right).
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Figure 12. Average F1 results of tor-based datasets by imbalance ratio for minority (left) and majority
(center) classes, and average number of iterations until the training is stopped (right).

iscx_defacement-based datasets

As the Fl-score increases, the room for improvement shrinks, so that, after a
certain point, fewer improvement opportunities are present. The experiments with
iscx_defacement-based datasets, summarized in Figures 13 and 14, show no improve-
ment when using any of the trained GANs when compared to the initial setting. The F1
results of the AutoGAN algorithm are also very close to the fixed setting. However, some
differences are noticeable with regards to the number of iterations necessary for training
the GAN. The fixed method used 1500 iterations, while, for instance, CDS consistently
used fewer iterations.

cira-based datasets

The pattern observed in cira-based datasets was also observed in iscx-spam-based
datasets. The three first observations identified in tor-based datasets are also present here
(Figures 15 and 16). In addition, the results demonstrate that the performance outputs of
the AutoGAN algorithm consistently surpass those of the fixed technique. Moreover, when
compared against the fixed method, the results produced by AutoGAN with FCD and CDS
Oracles are better while requiring fewer iterations. In fact, if we look at AutoGAN with
FCD Oracle, the F1 performance achieved is among the best, despite the fact that it only
took around 500 training iterations to stop the GAN (fixed used 1500 iterations).
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Figure 16. Average F1 results of cira-based datasets by imbalance ratio for minority (left) and majority
(center) classes, and average number of iterations until the training is stopped (right).

5.2. Experiment #2: Imagery Datasets
5.2.1. Black-and-White Imagery Datasets
kmnist-based datasets

We selected kmnist-based datasets for showing the results of this experiment. Sim-
ilar results were achieved with the mnist-based datasets. These additional results for
mnist-based datsets are available in the Supplemental Material (Figures 512-514 and
Tables S21-526). Figure 17 displays the results of all the variants of kmnist12 by imbalance
ratio. As we can observe, all alternatives perform better than the initial method. Moreover,
we also observe that all oracles tested in the AutoGAN algorithm perform similarly to the
fixed alternative for both the minority and majority classes. However, there is a significant
advantage to using AutoGAN when considering the number of training iterations. In
fact, all the oracles tested use a much lower number of iterations than the fixed approach,
although they achieve the same performance. The fixed approach was set to use more
than 7000 iterations. The automatic method, on the other hand, uses between 1000 and
4000 iterations with the FCD and FID oracles. All the remaining oracles tested use a num-
ber of iterations between these two values. Further figures for Kmnit-based datasets are
available in the Supplemental Material (Figures S10 and S11). Further detailed results for
these datasets are available in Tables S27-532.
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Figure 17. Average F1 results of kmnist12-based datasets by imbalance ratio for minority (left) and
majority (center) classes, and average number of iterations until the training is stopped (right).
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5.2.2. Color Imagery Datasets
cifarl7 datasets

The results of the experiments on the 16 variants of the binary cifarl7 dataset are
shown in Figure 18. We do not observe a considerable improvement on the oversampling
technique. However, in the most extreme case where the number of majority class count is
100, we observe improvements in the minority class with little effect on the majority class.
In this case, the AutoGAN approach yields a similar performance to the fixed number of
iterations, while, on average, requiring a much lower number of iterations for training (see
Figure 18 on the right). Note that unlike black-and-white imagery datasets, we can also
apply the IS oracle to this dataset. This shows that all the oracles tested use less training to
achieve the same results. In effect, FID and FCD use approximately 5000 to 10,000 iterations,
while the fixed method requires 20,000. These results also demonstrate the adaptability of
our AutoGAN, which can increase the required training iterations dynamically without any
human intervention. This is especially noticeable for CDS and IS oracles, which required a
greater number of training iterations in the cases of the 100 and 200 majority class count.
This number was not considered necessary for the other cases and was found automatically.
Tables with the detailed results for cifar-based datasets are available in the Supplemental
Material (Tables S19 and S20).
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Figure 18. Average F1 results of cifarl7-based datasets by imbalance ratio for minority (left) and
majority (center) classes, and average number of iterations until the training is stopped (right).

5.3. Experiment #3: Imagery Datasets with Human Inspection
Fashion-MNIST-based datasets

The fmnist datasets was used to build three binary class problems: fmnist17, fmnist79,
and fmnist24. We select the classes to obtain different difficulty levels for a human to
visually distinguish between the two classes. The two classes are clearly distinguishable
visually for the fmnist17 dataset, the task is more challenging for the fmnist79 dataset, and
the fmnist24 dataset presents the most challenging task. The overall F1 results and training
iterations required for these datasets are shown in Figure 19. Experiments indicate that the
classification challenge for a neural network classifier is equivalent in difficulty to human
visual classification. This can be observed on the leftmost plots of Figure 19, where the
easiest task (top left plot) shows very high results for all methods, the intermediate task
(middle left plot) shows some degradation of the performance across all methods, and
the most difficult task (bottom left plot) displays much lower Fl-scores for all methods.
This shows clearly that, as the classification task becomes more difficult, the F1-score of
the minority class deteriorates. GAN over-sampling offers the most benefits in the most
difficult case, where there is significant room for improvement.

The following key observations can be drawn from these results: (1) in almost all
cases, very little change in the performance of the majority class is observed; (2) AutoGAN
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results are very similar to the values obtained with the human manual inspection (human)
and the fixed number of iterations (fixed); (3) when comparing the manual inspection
with the fixed iterations, we observe that similar performance results are achieved with
fewer iterations for the manual method; (4) AutoGAN algorithm, with any of the oracles
tested, achieves the same performance results as manual method with a lower number
of training iterations. This is in fact an outstanding result: AutoGAN is able to stop the
training to obtain the same performance that we could obtain with a human inspection of
the generated images, but it achieves this with less training. Additional detailed results are
available for fmnist-based datasets inthe Supplemental Material (Tables S13-518).
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Figure 19. Average F1 results of fmnist17 (top), fmnist79 (middle), and fmnist24 (bottom)-based
datasets by imbalance ratio for minority (left) and majority (center) classes, and average number of
iterations until the training is stopped (right).
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5.4. Correlation Analysis of the Methods Used for Stopping the GAN Training

We further studied the correlation between the different methods for stopping a GAN's
training. We focused on the F1 results of the minority class. Our goal is to observe whether
the results of AutoGAN with different oracles are similar to the other methods, including;:
initial, fixed, and manual. We computed the Pearson correlation between the F1 scores of
four groups of experimental results. We considered the three main experiments carried out
and formed four groups as follows: Group 1: includes all tabular datasets from experiment
#1; Group 2: includes black-and-white imagery datasets from experiment #2 and the fmnist-
based datasets; Group 3: includes colored imagery datasets used in experiment #2; and
Group 4: includes only the fmnist-based datasets as they were tested with the manual
option (experiment #3). Figures 20-23 show the correlation results and the corresponding
dendrogram of the four groups described, respectively.

In Figures 20, 21, and 23, we observe that the initial method exhibits the lowest
correlation with the remaining methods. However, for group 3, which contains the color
imagery datasets, a different trend is shown, as displayed in Figure 22. We hypothesize that
this difference can be explained by the over-sampling results (Figure 18); in the experiments
where the initial results are sufficiently poor and the room for improvement is substantial,
the GAN-oversampling demonstrates a significant improvement. In contrast, with cifar17-
based datasets (group 3), GAN-oversampling yields negligible or no improvement. This
lack of improvement from the initial results suggests that this might be linked to a higher
correlation between the initial approach and the alternative methods.

When observing Figure 20, it is clear that all of the methods are clearly more separated
from each other than from the initial. On the contrary, the figure highlights that the
fixed exhibits more correlation with the other methods; namely, it is closer to the cluster
containing CDS and CAS-syn.

Figure 21 shows the highest separation between initial and the remaining methods.
We also observe that the fixed method is closer to FCD and FID for these experiments.

The correlation results of the group 3 (color imagery datasets) are the most surprising
ones (Figure 22). Besides the fact that the initial method is not clearly separated from the
remaining methods, we also observe a strong correlation between the IS and fixed. We
must highlight that we only used IS in one color imagery base dataset (cifarl?7). Thus, these
results might be biased towards the particular performance of these base datasets.

Finally, the correlation results observed in Figure 23 confirm that the fixed method is
close to FID and FCD oracles. Moreover, these results highlight that the manual is very
correlated with CAS-syn and also with CDS and CAS-real. This confirms the advantages of
replacing a human’s manual inspection of images with our AutoGAN algorithm, which
can achieve results highly correlated with several of the oracles implemented and tested.
Moreover, this is achieved with a lower number of training iterations, which brings benefits
in terms of computational time and memory.
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Figure 20. The Pearson correlation heatmap and dendrogram plots of the minority class of the
experiments on all tabular datasets.
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Figure 21. The Pearson correlation heatmap and dendrogram plots of the minority class of the
experiments on all black-and-white imagery datasets (mnist-based, fmnist-based, and kmnist-based).
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Figure 22. The Pearson correlation heatmap and dendrogram plots of the minority class of the
experiments on color imagery datasets (cifar17-based).
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Figure 23. The Pearson correlation heatmap and dendrogram plots of the minority class of the
experiments on fmnist-based datasets.

6. Conclusions

In this paper, we address the issue of when to stop training a GAN by combining
quantitative measurements into an algorithm named AutoGAN. Our proposed AutoGAN
is an “human-out-of-the-loop” solution, as it automatically decides when to stop training a
GAN and requires minimal human monitoring or intervention during the GAN training
process. The extensive set of experiments carried out on both tabular and imagery datasets
show that AutoGAN achieves similar or superior results than all the alternative methods.
Moreover, this solution provides gains in terms of the number of training iterations required,
as it allows one to achieve a point of the GAN with fewer training iterations. Another key
finding concerns the comparison with manual human inspection. In effect, we observe that
AutoGAN consistently decides to stop the training at lower stages while ensuring that the
data generated are of high quality.

Regarding our conclusions on tabular datasets, we must highlight that overall, the
majority class performance is not affected while the minority class performance increases
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or is comparable. The performance results of the AutoGAN algorithm are relatively similar
to those of running a fixed number of training iterations, but the AutoGAN algorithm
achieves these results with a much lower number of training iterations.

On the imagery data, similar conclusions are reached, despite the fact that more oracles
and alternatives for stopping the GAN'’s training process were tried. Overall, the Oracles
tested with AutoGAN provided competitive results against the option of training the GAN
for a fixed number of iterations but also against the option of training a GAN using manual
human inspection. These results are remarkable, demonstrating that, in fact, the human
inspection, when possible, is a time-consuming, subjective process that will require more
training iterations to achieve the desired result.

Finally, our study of the Pearson correlation between the different methods demon-
strates that, overall, the initial method has the lowest correlation with the remaining
methods. The correlation between the oracles and the other methods varies greatly with
the datasets tested. Thus, no global conclusion regarding the other method’s correlation
is provided.

In terms of future research directions, our proposed framework opens the way to
shift several GAN applications from the image domain to the tabular data domain, as no
supervision is required to train the GAN. An interesting future research direction could
explore, for instance, the transferability of image-to-image translation to tabular-to-tabular
translation, or image de-noising to tabular data de-noising. AutoGAN can assist with these
new tasks as it allows any GAN to be trained for tabular data without human intervention.
Another relevant research aspect could involve using AutoGAN to address the problem
of mode collapse and vanishing gradients. In fact, our early experiments demonstrate
that the scores obtained by oracle instances for GAN suffering from mode collapse show
heavy oscillations; on the contrary, we do not observe such behaviour when the mode
collapse problem is not present. Facing the potential problem of detecting overfitting in the
GAN'’s generator can also be investigated in the future. We hypothesize that specific oracle
instances and/or modifications to the AutoGAN algorithm would be necessary to achieve
this goal.
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Appendix A. Implementation Details
Appendix A.1. Details of the CGAN

The general architecture of GAN for all tabular data and black and white imagery
data remains similar throughout all experiments. We used a fully connected conditional
GAN architecture based on the code available on https:/ /github.com/eriklindernoren/
Keras-GAN/tree/master/cgan (accessed 8 February 2023). The only difference between
the GANSs is the output layer of the generator and the input layer of the discriminator,
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which match the dimension of the specific dataset being used. Tables A1 and A2 show the
architectures of the generator and the discriminator for a dataset with 784 features, in this
particular case, the fmnist-based datasets.

For cifarl0-based datasets, a different architecture for both the generator and the
discriminator is used. Tables A3 and A4 show the architecture details of the generator and
the discriminator, respectively.

Table Al. The architecture of the generator used for the fmnist-based datasets.

Explanation Layer Output

Inputl: noise 1 100 Neurons
Input2: class label 1 1 Neuron
transforming class label into 100 2 100 Neurons
multiply transformed class label with input noise 3 100 Neurons
Dense 4 100 Neurons
Dense 5 1024 Neurons
Dense 6 784 Neurons

Table A2. The architecture of the discriminator used for the fmnist-based datasets.

Explanation Layer Output
Input 1 784 Neurons
Dense 2 512 Neurons
Dense 3 512 Neurons
Dense 4 512 Neurons
Dense 5 1 Neuron

Table A3. The architecture of the generator used for the cifarl0-based datasets.

Explanation Layer Output
Inputl: noise 1 100 Neurons
Input2: class label 1 1 Neuron
Transforming class label into 100 2 100 Neurons
Multiply transformed class label with input noise 3 100 Neurons
Dense 4 4096 Neurons
Reshape to (4, 4, 256) 5 (4, 4, 256)
Conv2DTranspose: filters: 128; kernel shape: (4, 4) 6 (8,8,128)
Conv2DTranspose: filters: 128; kernel shape: (4, 4) 7 (16, 16, 128)
Conv2DTranspose: filters: 128; kernel shape: (4, 4) 8 (32,32, 128)
Conv2D: filters: 3; kernel shape: (3, 3) 9 (32,32,3)
Reshape to 3072 10 3072 Neurons

Table A4. The architecture of the discriminator used for the cifar10-based datasets.

Explanation Layer Output
Inputl: the image 1 3072 Neurons
Input2: class label 1 1 Neuron
Transforming class label into 100 2 100 Neurons
Multiply transformed class label with input noise 3 100 Neurons
Reshape to (32, 32, 3) 4 (32,32,3)
Conv2D: filters: 64; kernel shape: (3, 3) 5 (32,32, 64)
Conv2D: filters: 128; kernel shape: (3, 3) 6 (16, 16, 128)
Conv2D: filters: 128; kernel shape: (3, 3) 7 (8,8,128)
Conv2D: filters: 256; kernel shape: (3, 3) 8 (4, 4, 256)
Flatten 9 4096
Dense 10 1 Neuron
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Appendix A.2. Parameters Used for AutoGAN Algorithm

The hyper-parameters of AutoGAN Algorithm that were used across all the experi-
ments are the following;:

*  The number of accepted failed attempts: 15;
. Iterations unit: 100;
*  The number of generated samples per class for calculating the scores = 500.

The parameters of each oracle that we implemented and tested with the AutoGAN
algorithm are as follows:

¢ Oracle CAS_syn:

—  The number of hidden layers for the classifier = 2;
—  The number of perceptrons for the classifier = 100;
—  The number of training epochs for the classifier = 100;
- Optimizer: adam;
- Batch size: 32.
*  Oracle CAS_real:

—  The number of hidden layers for the classifier = 2;
- The number of perceptrons for the classifier = 100;
—  The number of training epochs for the classifier = 100;
- Optimizer: adam;
- Batch size: 32.
*  Oracle CDS:

—  The number of hidden layers for the classifier of CDS = 2;
- The number of perceptrons for the classifier of CDS = 100;
—  The number of training epochs for the classifier of CDS = 100;
- Optimizer: adam;
- Batch size: 32.
e Oracle FCD:

—  The autoencoder consists of 6 layers of sizes: 784, 784 x2, 784, 784 /2 (the bottle-
neck), 784 x2,784;

—  Optimizer = ‘adam’;

—  Loss = ‘mse’;

—  The number of training epochs for the autoencoder = 200.

Appendix A.3. Classifier Details

The classifier used in our experiments is a fully connected deep neural network.
For each base dataset, different numbers of the hidden layer and different numbers of
perceptrons are used according to the difficulty of the problem. Moreover, the input layer of
each neural network is altered to match the feature number of the datasets. The activation
functions used are rectified linear units.

e  Tor-based datasets: one hidden layer of 10 perceptrons;

*  cic_syscallsbinders_adware-based datasets: two hidden layers of 20 perceptrons;

*  cic_syscallsbinders_smsmalware-based datasets: two hidden layers of 20 perceptrons;

*  cic_syscalls_adware-based datasets: two hidden layers of 100 perceptrons;

*  iscx_spam-based datasets: two hidden layers of 20 perceptrons;

. iscx_defacement: two hidden layers of 100 perceptrons;

*  cira-based datasets: one hidden layer of 10 perceptrons;

*  mnist-based, fashion-mnist-based, Kuzushiji-mnist-based, and cifar10-based datasets:
one hidden layers of five perceptrons.
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