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Abstract: In rough set theory, a construct is an attribute subset with the same ability to discern objects
belonging to different classes as the whole set of attributes, while maintaining the similarity between
objects belonging to the same class. Although algorithms for reducts computation can be adapted to
compute constructs, practical problems exist where these algorithms cannot compute all constructs
within a reasonable time frame. Therefore, this paper introduces an algorithm for computing all
constructs of a decision system. The results of experiments with various decision systems (both
artificial and real-world) suggest that our algorithm is, in most cases, faster than the state-of-the-art
algorithms when the simplified binary discernibility-similarity matrix has a density of less than 0.29.
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1. Introduction

In rough set theory (RST) [1], constructs [2], like reducts [3], are subsets of attributes
that allow discerning objects belonging to different classes to at least the same extent as the
complete set of attributes, but unlike reducts, constructs also maintain similarity between
objects belonging to the same class. Thus, although constructs are commonly larger than
reducts, they are a better option for building a reduced representation of a decision system
preserving as much knowledge as possible. Constructs can be used to build rule-based
classifiers [4], as feature selectors [5], in problems of reduction of the representation space
of the objects [6], among others.

The most challenging problem related to constructs involves computing all constructs
of a decision system, which is an NP-hard problem (reducible to the Boolean satisfiability
problem (SAT) in polynomial time). On the other hand, computing constructs has been
little explored; only a few studies have proposed methods to compute constructs using
algorithms designed for reducts computation [7,8]. The study presented in [7] is focused on
computing constructs using algorithms that compute reducts working on the discernibility
function. In contrast, the study presented in [8] focuses on computing constructs using
algorithms for reducts computation that operate on the binary discernibility matrix.

Although both works introduce methods that allow computing all constructs using al-
gorithms designed to compute reducts, it is worth mentioning that, for reducts computation,
in most datasets, it is better to operate with the binary discernibility matrix rather than the
discernibility function, since by considering specific properties of Boolean operations and
their bitwise implementations, faster executions of the algorithms can be achieved [9,10].

Mathematics 2024, 12, 90. https:/ /doi.org/10.3390 /math12010090

https://www.mdpi.com/journal /mathematics


https://doi.org/10.3390/math12010090
https://doi.org/10.3390/math12010090
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/mathematics
https://www.mdpi.com
https://orcid.org/0000-0002-3492-6958
https://orcid.org/0000-0001-7973-9075
https://orcid.org/0000-0001-6244-2005
https://doi.org/10.3390/math12010090
https://www.mdpi.com/journal/mathematics
https://www.mdpi.com/article/10.3390/math12010090?type=check_update&version=1

Mathematics 2024, 12,90

20f19

Because of the above-mentioned, an algorithm for computing all constructs in a
dataset, based on the method described in [8], is introduced in this paper. The algorithm
introduced in this work for computing all constructs uses the concepts of gap elimination
and attribute contribution (denoted as CC-GEAC), which is also used in the most successful
algorithms for reducts computation reported in the literature [10-12]. The CC-GEAC
algorithm introduces a pruning strategy that allows for the a priori discarding of some
attribute subsets. This pruning strategy avoids unnecessary evaluations conducted during
the computation of constructs with the most successful algorithms for reducts computation:
fast-CT_EXT [11], fast-BR [12], and GCreduct [10] following the method described in [§], as
will be demonstrated later. Based on our experiments, it is observed that CC-GEAC, in most
cases, evaluates fewer candidates than the three algorithms above when they calculate all
the constructs following [8].

In summary, the contributions of this paper are as follows:

A new algorithm based on gap elimination and attribute contribution is proposed for
computing all constructs in a binary matrix calculated from a dataset, as described in [8].

This algorithm includes a pruning strategy that allows for the a priori discarding of
more attribute subsets than other pruning strategies (also based on gap elimination and
attribute contribution) used in state-of-the-art algorithms.

The rest of this document is organized as follows: Section 2 reviews the related works.
In Section 3, basic concepts are presented. The CC-GEAC algorithm is introduced in
Section 4. The experiments and results are shown in Section 5, and finally, in Section 6, our
conclusions and some directions for future work are provided.

2. Related Works

Constructs computation has been little explored, as mentioned earlier. This section
reviews the works reported in the literature on this issue.

In [13], the concept of a construct is introduced, and the relation between reducts and
constructs is studied. In this work, Susmaga mentioned that constructs could be computed
using a proper modification of an algorithm for reducts computation. This work adapted
the fast reducts generating algorithm (FRGA) proposed in [14] to compute constructs.

In [7], a new method for computing constructs of a DS is introduced. The method
consists of processing different parts of the object’s pairwise comparison matrix (PCM) [15]
to generate inter-class reducts, intra-class reducts, and constructs. This method has two
phases: in the first phase, empty, repeated, and non-minimal elements (attribute subsets)
with respect to inclusion are eliminated from the PCM; from this phase, the sorted absorbed
pairwise comparison list (SAPCL) is obtained. In the second phase, the SAPCL is provided
as the input to an algorithm for reducts computation. The result of the second phase
constitutes the output of the algorithm (i.e., the set of reducts/constructs). The particular
type of output is determined by the type of PCM supplied as input to the first phase of
the algorithm [7]. This method allows computing constructs using algorithms for reducts
computation as long as these algorithms work on the discernibility function.

In [8], the relationship between constructs, reducts, and irreducible testors is studied,
showing how algorithms for computing irreducible testors, designed into the logical com-
binatorial pattern recognition approach [16], can be used to compute constructs. Although
the authors did not propose a new algorithm, this work increases the set of available algo-
rithms for reducts computation that can be used for computing constructs, since the authors
provide a way to compute constructs by defining a new binary matrix, where algorithms to
compute reducts and irreducible testors can be used for computing constructs. This new
matrix is constructed by comparing all pairs of objects in different ways, depending on
whether or not they belong to the same class, unlike the binary discernibility matrix that
only considers pairs of objects belonging to different classes. In this way, when two objects
from different classes are compared, if an attribute distinguishes these objects, a 1 in the
corresponding matrix entry is put. It means that this attribute should be taken into account
when a construct is built. Otherwise, when the objects under comparison belong to the same
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class, if an attribute does not distinguish these objects, a 1 is placed in the corresponding
matrix entry. This is because the attribute contributes to preserving the similarity between
the objects. This means that this attribute should be taken into account when a construct
is built. As shown in [17], reducts and irreducible testors (IT) are closely related concepts,
and under certain conditions, they coincide. Therefore, constructs can be computed by
methods for computing reducts and irreducible testors by using this new binary matrix.

Even though either method, [7] or [8], could be used to compute constructs, the
problem of finding all constructs has been little explored. This justifies the search for more
efficient algorithms to compute constructs.

3. Basic Concepts

In RST, the data in a supervised classification problem are represented by a decision
system (DS). Formally, a DS can be represented by a pair DS = (O, Q), where:

e O represents a finite non-empty set of objects O = {01,0y,...,0,} called universe;
e QO denotes a finite non-empty set of attributes, such that Q = CU {d} and C N {d} = @;
being C # @ the set of condition attributes and d the decision attribute.

For every attribute a € Q, there is an information function I, : O — V,, where V, is a
finite non-empty set of values for the attribute a, and I, (0;) denotes the value corresponding
to the object o; in the attribute a.

A DS is commonly represented as a matrix, in which columns are associated with
attributes, rows to objects, and cells to attribute values of objects. A DS is considered
consistent if any combination of values from the entire set of condition attributes defines
the value of the decision attribute; otherwise, it is considered inconsistent.

To express the fact that a set of attributes cannot discern objects in a DS, the indiscerni-
bility relation [1], is defined for a non-empty set of attributes P C Q as follows:

IND(P)={(x,y) e OxO: aevplﬂ(x) =Ly}
If a pair of objects belongs to IND(P), the objects cannot be differentiated from each
other given the attributes of the subset P.
Before formally defining the construct concept, it is important to introduce the defini-
tions of discernibility relation and similarity relation [13].
The discernibility relation, denoted as DIS(P) C O x O, is defined as follows:

DIS(P) = {(x,y) € O x O : (x,y) € IND(P)}

This means that if a pair of objects (x, y) belongs to DIS(P), then x and y differ from each
other by at least one attribute from the set P.

On the other hand, the similarity relation, denoted as SIM(P) C O x O, is defined for
a set of attributes P C Q as follows:

SIM(P) ={(x,y) € OxO: aezlpla(x) =Ly}
If a pair of objects (x,y) belongs to SIM(P), then these two objects are similar in at least
one attribute from the set P.

A construct (introduced by R. Susmaga in [13]) is an attribute subset of condition
attributes that maintains the discernibility between pairs of objects belonging to different
classes with the same capability as the whole set of condition attributes, while simultane-
ously ensuring similarity between objects belonging to the same class. The definition of a
construct can be stated as follows:
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Definition 1. Given a DS, an attribute subset R C C is a construct of the DS, if and only if R
satisfies the following conditions:

y O{[p e DIS({d}) Ap € DIS(C)] — p € DIS(R)} (1)
peOx
(})7 O{[p € SIM({d})ANp € SIM(C)] - p € SIM(R)} (2)
peOx
3 PE DIS({d}) Ap € DIS(R) A p & DIS(R — {a})
pe0Xx
v or 3)
acR EE SIM({d}) Ap € SIM(R) Ap ¢ SIM(R — {a})
peOx

All attribute subsets satisfying conditions (1) and (2) are called super-constructs.

Condition (1) means that a construct discerns objects belonging to different classes.
Moreover, according to condition (2), a construct guarantees similarity between objects
belonging to the same class. Condition (3) ensures minimality regarding inclusion, which
means that removing any attribute from R will make Conditions (1) or (2) invalid.

The set of all attributes contained in all constructs is called a kernel. It is important to
highlight that the kernel could be empty.

Since the algorithm proposed in this article works on a binary matrix similar to the
binary discernibility matrix, first, we will define the binary discernibility matrix, which is
used by the most successful algorithms for computing all reducts.

The binary discernibility matrix (BDM), proposed by Felix and Ushio [18], is a binary
representation of the discernibility matrix proposed by Skowron and Rauszer [19].

Definition 2. Given a DS, the BDM, is a matrix M, where each row i results from comparing
two objects (u and w) that do not belong to the same class 1;(u) # I;(w), i.e..:

Mi,j = {50/ (IC/ (u>/ IC/ (w>)}

where I; (u) denotes the value of the attribute c; € C in the object u, I;(u) denotes the value of the
decision attribute in the object u, and J. is computed as follows:

5. : Ve x V. — {1,0}

{0 if v1 =07
oc(v1,02) = {1 otherwise @

4. Proposed Algorithm

Our algorithm (CC-GEAC) goes through the subsets of attributes in a particular order,
checking for each one if it is a construct. This verification is conducted on a binary matrix
built from a decision system. This binary matrix was first introduced in [8]; it contains all
pairs of object comparisons (attribute per attribute). In this work, we will refer to it as the
binary discernibility—similarity matrix (BDSM), and it is defined by:

Moo= b0 () I () if Ta(u) # Ly(w)
bl 1= 6¢;(I; (u), L, (w)) otherwise
where I, (1), I5(u), and dc are as in Definition 2.
The BDSM often contains redundant information, so it can be simplified. Next, some
definitions used to simplify the BDSM will be introduced.

Definition 3. Let M be a BDSM, i and f be two rows in M, and i is a sub-row of f if and only if:
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(i) V(column jin M)[(M;;=1) = (My,; =1)];
(i) I(column qin M) such that My, =1and M;, = 0.

Example 1. Suppose i = (001010) and f = (101011) are rows within a specific BDSM, i is a
sub-row of f, since f has 1 everywhere i has 1, and there is at least one column, such that f has 1
and i has 0.

Those rows for which there are no sub-rows are called basic rows and are defined
as follows:

Definition 4. Let M and f be defined as before. Row f is a basic row of M if and only if
B(row i in M) such that i is sub-row of f.

The matrix formed by the basic rows of the BDSM, without repeating, will be denoted
as the simplified binary discernibility—similarity matrix (SBDSM).

CC-GEAC traverses the search space looking for super-constructs and then checks
minimality regarding inclusion (Condition (3) of Definition 1); thus, it is necessary to define
the concept of the super-construct in the SBDSM. Below, some definitions are provided to
help define this concept.

Let M be an SBDSM and A C C be an attribute subset. M denotes the sub-matrix
of M, containing only columns corresponding to attributes in A.

Definition 5. Let M be an SBDSM, A C C be an attribute subset, and r be a row of./\/lA ;T s
denoted as a zero-row if it contains only zeros.

Given an SBDSM, the super-construct definition (Definition 1) can be expressed
as follows.

Proposition 1. Let M and A as before. A is a super-construct in M if and only if in M there
is 10 zero-row.

Proof. First, let us consider that A is a subset of attributes satisfying Proposition 1 and
suppose that A is not a super-construct; hence, A does not satisfy Conditions (1) or (2)
of Definition 1, then objects x and y exist in O, (x # y), such that if I;(x) = I;(y), then
I,(x) # I;(y) for all a in A, which, according to Definition 2, means that in MA thereis a
zero-row, or in another case, if I;(x) # I;(y), then for all a € A, one has that I,(x) = I,(y),
and according to Definition 2, one has a zero-row in M. In either case, the hypothesis
that A satisfies Proposition 1 is contradicted.

Let us assume that, as a hypothesis, A is a super-construct in M, i.e., A satisfies
Conditions (1) and (2) of Definition 1. And let us suppose that a zero-row exists in M+,
then according to Definition 2, there are either two objects of the same class (I;(x) = I;(y))
that differ in all attributes of A, or there are two objects of different classes (I;(x) # 1;(y))
that are indistinguishable in all attributes of .4, which contradicts the hypothesis; therefore,
A satisfies the proposition 1. [

Proposition 1, analogous to Conditions (1) and (2) of Definition 1, ensures that a
super-construct distinguishes between objects of different classes and guarantees simi-
larity between objects of the same class. Therefore, if an attribute subset does not satisfy
Proposition 1, this subset is not a construct.

CC-GEAC generates subsets of attributes following the lexicographic order, like in [20],
to traverse the search space. Hereinafter, whenever we refer to a subset of condition
attributes, it is considered to be an ordered set of attributes according to this lexicograph-
ical order. The @ operator will be used to denote the concatenation of two disjoint or-
dered subsets of attributes. In this way, {c1,¢3,¢5} @ {cs,c6,¢7} = {c1,¢3,¢5,¢4,¢6,c7} and
{ca,c6,c7} ® {c1,¢3,¢5} = {cu,c6,¢7,c1,03,¢5}; note that by concatenating two ordered
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subsets, the resulting subset maintains the order of the elements in these subsets, and
the order in which these subsets are concatenated is relevant. Therefore, concatenation is
non-commutative. Moreover, P < Q denotes that P precedes Q in the lexicographical
order, and P < Q denotes that P precedes Q but P # Q.

The CC-GEAC algorithm uses the gap concept introduced for the LEX algorithm [20].
The gap of an ordered attribute subset A is the rightmost attribute whose succeeding
attribute in A is not its succeeding attribute in C (column in SBDSM); e.g., consider
C ={c1,c2,¢3,¢4,c5}, for A = {c1,¢2,c3}, there is no gap; for A = {cy1,c3,¢c5}, the gap
is c3; finally, for A = {c1,c2,cs, 5}, the gap is c.

The pruning property of gap elimination has been used for computing irreducible
testors and reducts [10,20]. The same property can be enunciated, adapting it to the BDSM
and the super-construct concept, as expressed in Proposition 2.

Proposition 2. Let M be an SBDSM and A = {c;,, ..., c;,} be a construct, such that A C C
and c;, is the last attribute in C. If there is a gap c;, in A and A" = {cj, - }; then,
there is no construct P, such that A < P < A’

o ij—l’ ij+1

Proof of Proposition 2. Let W = {Cjo" Gy },and Z = {C]'p+1' .., st}/ then A and A’
canbe writtenas A = W® {c;,} & Zand A’ = W& {cj,11}. Let P be an ordered attribute
subset, such that A < P < A’, so P can be written as P = W & {c;,} ® V. Knowing
that ¢;, is a gap (all attributes in Z are consecutive in C) and ¢;; is the last attribute in C,
we can guarantee that V C Z and, hence, P C A. From this, P cannot be a construct by
condition (3) of Definition 1 (minimality condition). O

From Proposition 2, we have the following corollary.

Corollary 1. Let M be as in Proposition 2, and let A = {c;, ..., cj, } be a non-super-construct,
such that c;_is the last attribute in C. If there is a gap ¢, in A, and A" = {cj,,...,c;,_,,¢j , }
then, there is no construct P, such that A < P < A’.

Using Proposition 2 and Corollary 1, in both cases, all attribute subsets between A
and A’ can be discarded.

One of the recently proposed pruning strategies is also used in our proposal, which
is based on the definition of attribute contribution, which, in our case, is adapted to the
SBDSM as follows:

Definition 6. Let M be as before, A be a subset of condition attributes, and c; be a condition
attribute, such that ¢; ¢ A. The attribute c; contributes to A if and only if the number of zero rows
in the sub-matrix MACi} is less than the number of zero rows in the sub-matrix M.

Definition 6 means that an attribute contributes to a given subset, which does not
contain it if the new increased subset is capable of distinguishing more objects from different
classes or making more objects from the same class appear similar than the original subset.

In CC-GEAC, the columns in SBDSM are represented as binary words, the length of
which is equal to the number of rows in the matrix. The cumulative mask [12] for an at-
tribute ¢;, denoted as cm,, is a binary representation of the ith column in the SBDSM
and the cumulative mask for an attribute subset A = {cjo,c]'], .. "Cjk} is defined as
cmyg = o V cimic;, VeV ctic;, (V denotes the binary OR operator). The number of

0's in cm 4 is equal to the number of zero rows in M for a given SBDSM M. Accord-
ing to Definition 6, ¢; contributes to A if and only if cm 44 (.} has more 1's than cm 4.
The proposed algorithm generates subsets of attributes in increasing order following the
lexicographical order introduced in [20], so the cumulative mask can be computed as
CM pey (¢} = CMA Y CHig,. Notice that, from Definition 6, ¢; contributes to A if and only if
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CM fas(c;} # cm 4 since cm 4, {¢;} cannot have less 1’s than cm 4. From Proposition 1, it can
be seen that A C C is a super-construct if and only if cm 4 = (1,...,1).

The exclusion mask, defined for the first time in [21], is relevant to determine whether
or not a super-construct is a construct.

Definition 7. Let M and A be as before. em 4 denotes the exclusion mask of A, and it is defined
as the binary word that has a 1 in the ith bit if the ith row in M has a 1 in only one of the columns
corresponding to the attributes in A; the remaining bits of em 4 are zeros. Let c; be an attribute,
such that ¢; ¢ A. The exclusion mask of A& {c;} is computed as follows:

eMmpgyc,) = (emp A —cme) V (memp A cme,) ()
where cm is the cumulative mask, and — is the binary operator for negation.

Example 2. Let Ay = {co,c1}, A1 = {co,c2,c3}, and Ay = {ca, c5} be subsets of attributes of
a SBDSM:

ch (1 Ch (€3 (€4 C5
|1 0 1 0 1 0
nlo 1 0 1 1 1
n(1l1 1 0 1 0 O
|1 0 0 1 1 1
0 0 1 1 1 0
|0 1 1 1 0 1
|1 0 1 1 0 0

The corresponding cumulative and exclusion masks are as follows:
cmy, = (1,1,1,1,0,1,1),em 4, = (1,1,0,1,0,1,1),

cmy, = (1,1,1,1,1,1,1),em 4, = (0,1,0,0,0,0,0),
cmy, = (1, 1,0, 1,1,1,0),67)@42 = (1, 0,0,0,1, 1,0)

The following proposition represents a contribution to the cumulative calculation of
the exclusion mask.

Proposition 3. Let M and A be as defined in Definition 7. Let ¢; ¢ A. If 3cx € A, such that
em g ey N\ etme, = (0,...,0), then A® {c;} cannot be a subset of any construct, and c; is said to
be exclusionary with A.

Proof of Proposition 3. First, suppose that Jcx € A, such thatem 4.y Acme, = (0,...,0).
Now, suppose that A @& {c;} is a subset of a construct; thus, ¢y is an essential attribute,
which implies that there is a zero-row ry in the sub-matrix MA@t —{ex} guch that the
bit in cm,, associated with the row ry is 1. Thus, by Definition 7, the bit in em 4 (.,} is
associated with the row r, is 1. So we can conclude that e 4o,(.y A cme, # (0,...,0) if
A @ {c;} is a subset of a construct, which is a contradiction L. [

Proposition 3 allows all supersets of A @ {c;} to be discarded when c¢; is exclusion-
ary with A. In what follows, the application of Proposition 3 will be referred to as the
exclusion evaluation.

Proposition 4. Let A be a subset of condition attributes and c; be a condition attribute, such that
ci ¢ A. A® {c;} is a construct if and only if cm gq (.1 = (1,...,1) and c; is non-exclusionary
with A.
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Proof of Proposition 4. First, suppose that cm 4q(.,y = (1,...,1); therefore, A& {c;} is a
super-construct by Proposition 1. Then, if ¢; is non-exclusionary with A, all attributes in
A & {c;} are essential attributes by Proposition 3, which means that removing an attribute
from A @& {c;} would invalidate any (or both) of the Conditions (1) or (2) of Definition 1.
Thus, we can conclude that A & {c¢;} is a construct. [

To reduce the search space, Proposition 5 is used to determine a priori if a zero-row pre-
vails after adding any of the remaining attributes to the current attribute subset. This idea
was introduced in [22] as a pruning strategy to compute the minimum-length irreducible
testor. Similarly, it can be used to prune the search space for computing constructs.

Proposition 5. Let M be an SBDSM, A = {Cjo' Cirreees cjp} be a subset of condition attributes,

and c; be a condition attribute, such that c; ¢ A. If there is a zero-row r in MA, such that
Mo = Mo, == Mg, =0, then A® {c;} is not contained in any construct.

Proof of Proposition 5. Since there is a zero-row  in M+, A is not a construct. By hypothe-
sis, if we consider MA@{C"}, the row r prevails as a zero-row, even if we add any attribute in
{¢i+1,.-.,cn}. So, we can conclude that A & {c;} will not be a subset of any construct. [

Corollary 2. Let M be an SBDSM, A = {cjo,ch,. ) .,c]'p} be a non-super-construct, and

c; be a condition attribute, such that ¢; ¢ A. If there is a zero-row v in MA, such that
M, = My, = -+ = My, =0, then there is no construct P, such that A < P < A/,
where A" = {cjy, ..., ¢j,+1}.

Consequently, following Proposition 5 and Corollary 2, all attribute subsets between
A and A’ can be discarded.

Next, we introduce the definition of a zero mask to determine, a priori and in constant
time, whether a zero-row will prevail after adding any remaining attributes to the current
attribute subset.

Definition 8. Let M be as before; we define the zero mask of a condition attribute c;, denoted as
zme,, to the binary word that has a one in the ith bit if the ith row in M has a one in any of the (at
least one) columns corresponding to the condition attributes c;, such that j > i, and it is 0 otherwise.
The zero mask of c; is computed as follows:

ZMe; = CMg; V i 4 \ Chie; , V.--Vceme,
where cm refers to the cumulative mask.

By using Definition 8, we can discard some subsets of attributes, thereby pruning the
search space. To facilitate this, the following proposition is introduced.

Proposition 6. Let M, A, and c; be as in Proposition 5. If zme, V ecmy # (1,...,1), then
A& {c;} is not a subset of any construct.

Proof of Definition 8. Since zm, V cm 4 # (1,...,1), there is a zero-row r in MA that
remains as a zero-row in MA®{ci }, even if we add any attribute in {c;;1,...,¢n}. So, we
can conclude that A @ {c;} is not a subset of any construct. [J

CC-GEAC, unlike the algorithms reported in [10-12], uses the kernel [7] and the
minimum attribute subset [11] together to reduce the number of generated subsets.

Next, the kernel definition is introduced, given a simplified binary discernibility—
similarity matrix.
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Definition 9. Let M be an SBDSM and C be the set of condition attributes associated with the
columns in M. The kernel of M is defined as:

Kernel(M) ={c; € C | 3f: Myy=1and V(i #q): Ms; =0My, =1}

Given a simplified binary discernibility—similarity matrix (SBDSM), according to
Definition 9, if, in SBDSM, there exists a row with all zeros except for one column, the
attribute corresponding to the column with the value 1 is indispensable for discriminating
objects from different classes or maintaining similarity between objects in the same class.
Therefore, this attribute must belong to every construct and, consequently, to the kernel.
Attributes that meet this condition, and only those, belong to the kernel. It is evident that
the kernel is a subset of every construct.

On the other hand, following [11], those attributes in the row with the least amount of
1’s belong to the minimum attribute subset (MSA). Therefore, if the kernel is not empty,
MSA has one attribute, which also belongs to the kernel. For this reason, in this paper,
the rows with only a “1” are not considered to compute the MSA. Accordingly, given
an SBDSM, the definition of the minimum attribute subset (MSA) used in this paper is
as follows:

Definition 10. Let M’ be the sub-matrix resulting from eliminating the rows with just a 1 in
the SBDSM, C be the set of condition attributes, and f be the row with the least number of 1’s in
M (if there is more than one row, any one of them can be selected). The minimum attribute subset
(MSA) is the subset:

MSA(M') ={c;eC | M}’q =1}

In CC-GEAC, the kernel is computed first. Then if the kernel is a construct, it will
be the unique construct in the SBDSM. Otherwise, if the kernel is not a construct, to
search for constructs, only those subsets contained in C’ will be taken into account by the
algorithm, being:

C' = MSA(M) @ (C — (MSA(M) @ Kernel(M))) (6)

The attributes in C' = {c{,¢},..., c’q,. .., c;,} are relabeled, such that the first g attributes
belong to the MSA following the order in C, and the remaining p — g attributes are attributes
in C that neither belong to the kernel nor the MSA; the last p — g attributes also follow the
orderinC, e.g., let C = {c1,¢2,¢3,¢4,¢5,¢6}, MSA = {c3,c5}, and the Kernel = {c,}, then
according to Equation (6) C' = {c{, ¢}, ¢, ¢4, ¢4}, where ¢jy = c3, ¢} = ¢5,¢h = ¢1, c5 = ¢4,
¢y = Ce-

CC-GEAC uses Proposition 5 and Corollary 2 to determine if there is a zero-row after
adding all the remaining attributes in C’ to the current attribute subset. If there is no
zero-row, the attribute contribution condition is verified. If the new attribute contributes,
it is checked whether the current candidate (the current attribute subset along with the
added attribute) is a super-construct. If the current candidate is a super-construct, then,
using Proposition 3, CC-GEAC determines whether the candidate is a construct; if it is
a construct, the candidate is saved. At this stage, the algorithm generates the following
attribute subset, pruning those subsets that cannot lead to a construct based on Corollary 2
and Corollary 1. The CC-GEAC algorithm continues this process until the first attribute in
the current attribute subset no longer belongs to the MSA.

Algorithm 1 shows the pseudo-code of CC-GEAC. The CC-GEAC algorithm operates
over the simplified binary discernibility—similarity matrix (SBDSM). First, the kernel is
computed. If the kernel is a super-construct, the algorithm ends by returning the kernel
as the only construct. Otherwise, the MSA is computed to form set C’, which will be
considered to generate the candidate subsets to evaluate. The current attribute subset is
initialized with the first attribute in C’, and then the cumulative mask is updated. Then, if
after adding one of the remaining attributes to the current attribute subset, there is no zero-
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row (using Proposition 6), the attribute contribution (Definition 6) is evaluated. For those
attribute subsets with a contributing attribute (candidates), the super-construct condition
(Proposition 1) is evaluated. Proposition 3 is applied to each found super-construct to
determine whether it is a construct that will be saved in the result (SC). Candidate
evaluation ends at this point, and the next attribute subset in lexicographical order is
generated by calling nextSet().

Algorithm 1: All Constructs Computation

Input : M, an SBDSM; C, the set of condition attributes
Output:SC, set of all constructs
SC+ @
A<« @ // Attribute subset (candidate).
K < Kernel(M)
ifcmg = (1,...,1) then
// The kernel is the only construct in the SBDSM
SC+ K
return SC

W ON =

end

SA + MSA(M)

C'+SA®(C—(SA@K))// C' ={cyc),...,cp}, where p is the index of the last
attribute in C’

10 next < True

11 i < 0// Index of the new attribute in C’ to add in the current attribute subset,

© ® N o W

i=(0,1,...,p).
12 while next do
13 construct, superConstruct, contributes, zeroRows <— False
14 CM gy (ely 4= updateCM(A, i)
15 ifzmy Vemy #(1,...,1) then
16 ‘ zéroRows < True
17 end
18 else
19 if CMM pgs 1y # cm 4 then
20 contributes < True
21 1fcmA${C§} =(1,...,1) then
22 superConstruct <— True
23 construct < exclusion(A, 1)
24 if construct then
25 | SC+SCa{KaAd{]}}
26 end
27 end
28 end
29 end
30 next, A,i < nextSet(A, i, contributes, superConstruct, constrict, zeroRows)
31 end

32 return SC

The procedure for updating the CM of a candidate (A @ {c/}) appears in Algorithm 2.
The CM is stored in an array, indexed by the index in C’ of the last attribute in the current
attribute subset (A). The last attribute in B is determined using last(5), while cni stores
the CM of the kernel.

The gap elimination is performed through Algorithm 3. Every consecutive attribute in
the current attribute subset, beginning from the last attribute, is removed. In Algorithm 3,
the variable g keeps the index in C’ of the last attribute in .4, while p keeps track of the
index of the last attribute in C’.

Algorithm 4 performs the exclusion evaluation. Firstly, it computes the exclusion mask
by applying Equation (5) (see Definition 7). Then by applying Proposition 3, each attribute
in the current attribute subset A is evaluated for exclusion. Thus, using Proposition 4, it is
possible to determine whether or not the current candidate A @ {c/} is a construct.
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Algorithm 2: UpdateCM

Input :A,i
Output:cm g (.1}
- 1
if A = @ then
‘ cmy < cmy// All attribute subsets must contain the kernel.

end
else

cy = last(A)
6 cm 4 + mask[q)
end
Cm gy < (ema Vemey)
¢y = last(A)
10 mask[q] < cm ye g0y

o{c]

[ S I R

® 3

©

11 return cm g ¢ .1y // Updated cumulative mask (CH)
- 1

Algorithm 3: RemoveGAP

Input : A

Output: A

¢, ¢ last(C') // The last attribute in C’.
while last(A) = (p—1) do

3 ¢y < last(A)

No=

4 pq

5 A A—{c}
6 if | A |=1then
7 | break

8 end

9 end

10 return A

Algorithm 4: Exclusion

Input :A4,i

Output:construct

em,cm < (0,...,0)

foreach x € A® {c/} do

em < (em A\ —cmy) V (—em A cmy)

cm < cmV cny

end

construct < True

foreach x € A do

ifemVcemy = (0,...,0) then
construct < False
break

end

© ® N O U om W N R

=
=)

-
=y

end
return construct

==
@ N

Algorithm 5 shows the pseudocode for generating the following attribute subset A
and determining the index in C’ of the next attribute to be processed according to the
lexicographic order. First, using Proposition 6, it is determined if there is a zero-row after
adding to A all of the remaining c;, attributes, for g > i, where i is the index in C’ of the
current attribute. If there is no zero-row, if the last attribute in C’ is included in the current
candidate, and if the current candidate is not a super-construct (Proposition 2) or a construct
(Proposition 4), the gap is removed. Otherwise, the following attribute subset is generated
in lexicographical order as follows:

1. If the current candidate is a super-construct or the current attribute ¢; does not con-
tribute to A; the next attribute in C’ is then considered, which is cg 41+ Thus, if the
current candidate is a super-construct or if ¢; does not contribute to 4, all supersets of
A @ {c!} are discarded.
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2. If the current candidate (A @ {c/}) is not a super-construct and ¢ contributes to A;
then cg is included in A and the next attribute in C’ is set as the current attribute,
ie., i<+ i+1.

Algorithm 5: NextSet

Input :A,i, contributes, superConstruct, constrict, zeroRows
Output:next, A, i

next < True

if zeroRows then

¢y« last(A)

A+ A— {c,;}

i—qg+1

end

else

if i = p then

if construct or not superConstruct then
| removeGAP(A)

end

cg « last(A)

i+q+1

A= A—{c}}

© ® N O U ok W N R

=
A o B R S

end
else

B e
I o«

if not contributes or superConstruct then
| i+i+1
end
else
A Ad{c}
i i+1
end

NN R
N R S © ®

N
@

end

N
'S

end

if A=Qandi= (|SA| —1) then
‘ next < False

end

return next, A, i

NONNNN
e ® 3 o a

As described above, the search space is traversed following the lexicographical order,
evaluating some attribute subsets and discarding others. First, the kernel and the MSA are
computed to reduce the number of generated and evaluated attribute subsets (the kernel
is contained in all constructs, and every construct must have at least one attribute from
the MSA). The time complexity in the worst case for computing the kernel and the MSA
is ©@(nm), where n is the number of columns and m is the number of rows in the SBDSM.
On the other hand, the time complexity for updating the cumulative mask, checking for
zero rows, and determining if the current attribute subset is a super-construct is ®@(m) in all
cases. To check if a super-construct is a construct, firstly, the exclusion mask is computed;
after that, the attribute exclusion is evaluated, which is ®(nm). Generating the following
attribute subset, we have ©@(#), as in the worst-case scenario, all n attributes of the current
subset must be analyzed. Since the exclusion evaluation has the highest time complexity in
CC-GEAC, the time complexity for evaluating a candidate is ®@(nm). Therefore, since, in
the worst case, the number of evaluated candidates has an exponential relation with the
number of attributes (1), CC-GEAC has an exponential complexity in terms of the number
of attributes. Thus, our algorithm has the same complexity as the algorithms designed to
compute reducts or IT that can be used for computing constructs following the process
described in [8]. In the next section, some experiments regarding runtimes showing the
performance of CC-GEAC are discussed.
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5. Experiments and Results

The CC-GEAC algorithm uses the binary discernibility—similarity matrix to com-
pute constructs following the process described in [8]. Hence, to assess our algorithm
in Section 5.1, we present a runtime comparison of CC-GEAC against the option of comput-
ing constructs following [8] using the fastest algorithms for reducts computation currently
available: Fast-CT-EXT [11], FastBR [12], and GCreduct [10], over SBDSMs computed from
real-world datasets taken from [23-25]. Subsequently, in Section 5.2, we present a second
experiment using artificial SBDSMs. We used the authors’ implementation of Fast-CT-EXT,
FastBR, and GCreduct for our experiments, jointly with CC-GEAC, all implemented in Java.
To carry out our experiments, a computer with two Intel Xeon processors at 2.40 GHz, with
256 GB of RAM, and with a Windows 10 64-bit operating system was used.

5.1. Experiments on Real-World Datasets

A total of 34 real-world datasets were selected from the UCI Machine Learning Reposi-
tory [23], Keel Repository [24], and OpenML Repository [25]. These datasets have SBDSMs
with different densities, which allows representing the runtime variations among the four
algorithms with respect to the variation of the SBDSM density. The density is computed by
dividing the number of ones in the matrix by the total number of cells. Additionally, the
discretization method described in [26] was employed for numerical attributes using Weka.

Table 1 shows the 34 datasets used in our experiment. The Dataset column specifies the
dataset’s name. The columns Instances, Attributes, and Classes show the number of objects,
attributes, and classes of the respective dataset. The Size column indicates the size of the
SBDSM, based on the number of rows and columns. The Density column shows the density
of the SBDSM. The Constructs column shows the number of constructs. On the other hand,
Table 2 shows the number of evaluated candidates and runtimes (in seconds) for each
dataset in Table 1, as computed by the four algorithms. The cells containing the shortest
runtime or the smallest number of assessed candidates for each dataset are highlighted in
bold red.

According to Table 2, CC-GEAC shows the best performance in SBDSM with a density
under 0.34. From Table 2, it can be seen that CC-GEAC is outperformed in some cases for
SBDSM with a density under 0.34. However, in those cases, the difference in runtimes is
quite small, less than 16 milliseconds. From Table 2, it can also be noted that for SBDSM
with a density under 0.34, the number of candidates evaluated by CC-GEAC in all cases
is the smallest. On the other hand, Fast-BR outperformed CC-GEAC for most simplified
binary discernibility—similarity SBDSM with a density higher than 0.34. Indeed, as can
be seen in Table 2, as the density increases, CC-GEAC loses efficiency since fewer subsets
are eliminated and the evaluation cost of each subset in our algorithm is higher compared
to Fast-BR.

This experiment concludes that CC-GEAC is the best option for computing constructs
for SBDSM with a density under 0.34, while Fast-BR is the best option for SBDSM with a
density higher than 0.34.

Table 1. Datasets used in the experiments and some of their characteristics.

Dataset Instances Attributes Classes Size Density Constructs

Landsat_tst [23] 2000 36 6 36 x 36 0.028 1
Kr-vs-kp [23] 3196 36 2 29 x 36 0.029 4
Ionosphere [24] 351 33 2 30 x 33 0.031 2

Hypothyroid [25] 3772 29 4 25 x 29 0.036 15,932
Spect-Heart [23] 267 44 2 39 x 44 0.037 36
Connect-4 [23] 676 42 3 241 x 42 0.047 84
Wdbc [25] 569 30 2 18 x 30 0.056 29
Vehicle [25] 846 18 4 17 x 18 0.056 1

N
—_

Primary-tumor [24] 339 17 16 x 17 0.059 1
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Table 1. Cont.

Dataset Instances  Attributes Classes Size Density Constructs
LtterUV [25] 1577 16 2 16 x 16 0.063 1
Vote [23] 435 16 2 13 x 16 0.067 2
Segment [25] 2310 19 7 9x%x19 0.070 4
Credit-Approval [25] 690 15 2 14 x 15 0.071 2
Heart-c [23] 303 13 5 12 x 13 0.083 2
Led24 [24] 3200 24 10 75 x 24 0.103 47
Flags [23] 194 28 4 36 x 28 0.106 177
German-credit [25] 1000 20 2 30 x 20 0.110 23
Heart-h [23] 294 13 5 14 x 13 0.165 8
Lsd [23] 266 35 15 119 x 35 0.233 6536
Zoo [23] 101 17 7 21 x 17 0.235 46
Student-Por [23] 649 32 20 2588 x 32 0.242 135,743
Dermatology [24] 366 34 6 522 x 34 0.262 82,228
Lymph [23] 148 18 4 193 x 18 0.265 827
QSAR-Biodeg [23] 1055 41 2 278 x 41 0.298 28,941
Mushroom [23] 8124 21 2 56 x 21 0.299 1038
Student-Mat [23] 395 32 20 3755 x 32 0.305 487,613
Hepatitis [23] 155 19 2 201 x 19 0.342 1754
Sponge [23] 76 45 2 99 x 45 0.346 24,209
Labor [24] 57 16 2 90 x 16 0.351 458
Diabetes130US [25] 1018 35 3 3330 x 35 0.374 1,046,864
Cylinder-Bands [23] 540 39 2 5771 x 39 0.390 1,850,264
Sick [24] 3772 29 2 830 x 29 0.480 15,372
Lung-Cancer [23] 32 56 3 446 x 56 0.492 20,669,421
Divorce [24] 170 54 2 2941 x 54 0.565 51,736,610

Table 2. Number of evaluated candidates and runtimes (in seconds) spent by Fast-CT-EXT, FastBR,
GCreduct, and CC-GEAC.

N Fast-CT_EXT Fast-BR GCreduct CC-GEAC
ame Candidates Time Candidates Time Candidates Time Candidates Time
Landsat_tst 3.44 x 1010 549.268 630 0.016 36 <0.001 1 0.016
Kr-vs-kp 6.23 x 108 9.773 3683 0.016 29 <0.001 5 0.004
Ionosphere 8.06 x 108 11.542 4090 0.026 30 <0.001 2 0.004
Hypothyroid 5.24 x 107 0.602 2325 0.015 25 <0.001 2 0.003
Spect-Heart 3.27 x 1010 618.079 7.44 x 10° 902.853 1.55 x 1010 335.687 2047 <0.001
Connect-4 4.33 x 10° 140.182 7.90 x 108 145.276 2.53 x 108 9.218 37,122 0.063
Wdbc 1.38 x 10° 0.049 1.94 x 10° 0.052 1.92 x 10° 0.014 101 0.003
Vehicle 1.31 x 10° 0.011 153 0.003 18 <0.001 1 <0.001
Primary-tumor 32,784 0.016 576 0.015 16 <0.001 1 <0.001
LtterUV 32,784 <0.001 120 <0.001 16 <0.001 1 <0.001
Vote 9312 0.001 299 0.002 13 <0.001 3 0.003
Segment 1596 <0.001 93 0.016 9 <0.001 4 0.003
Credit-Approval 12,296 <0.001 91 <0.001 14 <0.001 2 0.003
Heart-c 3104 0.015 66 0.015 12 <0.001 2 0.002
Led24 8.11 x 10° 0.172 2.32 x 100 0.312 2.84 x 10° 0.031 572 0.015
Flags 2.28 x 107 0.300 4.18 x 10° 0.288 2.87 x 10° 0.064 16,105 0.010
German-credit 392 x 10° 0.063 1.79 x 10° 0.058 24,098 0.018 336 <0.001
Heart-h 1974 <0.001 740 <0.001 616 <0.001 48 <0.001
Lsd 1.48 x 108 3.589 1.47 x 107 1.531 1.46 x 108 3.938 4.81 x 10° 0.156
Student-Por 3.04 x 10° 292.027 1.31 x 10° 239.086 2.01 x 108 27968  7.41 x 107  23.748

Dermatology 7.66 x 108 25.323 8.63 x 107 8.346 6.65 x 108 26413 510 x 107 4.756
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Table 2. Cont.
N Fast-CT_EXT Fast-BR GCreduct CC-GEAC
ame
Candidates Time Candidates Time Candidates Time Candidates Time
Zoo 14,131 0.002 3953 0.005 13252 0.002 1220 0.003
Lymph 179,763 0.015 100,255 0.031 72,575 0.031 50,351 0.063
QSAR-Biodeg 5.53 x 1010 1853.365 1.25 x 10° 169.121  3.65 x 1010 1242256  1.96 x 107 1.526
Mushroom 150,248 0.016 36,220 0.031 105,139 0.016 38,573 0.016
Student-Mat 2.38 x 107 342.415 8.34 x 108 223.088 5.49 x 108 116.848  1.90 x 108 79.715
Hepatitis 286,082 0.063 1.39 x 10° 0.083 1.38 x 10° 0.047 88,004 0.094
Sponge 4.15 x 108 7.251 2.91 x 10° 0.313 2.44 x 108 4.500 2.92 x 107 1.552
Labor 31,105 <0.001 16,535 0.015 22,275 <0.001 11,043 0.009
Diabetes130US 1.54 x 10° 574.130 2.41 x 108 119.906 1.13 x 10° 480.050 3.39 x 108 210.349
Cylinder-Bands 8.73 x 10° 4141.789 6.27 x 108 338.837 5.04 x 10° 2812581  2.65 x 10°  946.929
Sick 475 x 10° 0.077 21,350 0.031 46,990 0.018 55,147 0.038
Lung-Cancer 2.85 x 1010 2784.221 5.61 x 108 85.886  2.05x 1010 2118.727 119 x 10"  1075.469
Divorce 6.27 x 1010 12,609.659  4.64 x 10° 1065.11 516 x 1010 9034.070 2.28 x 1010  7029.546

The cells containing the shortest runtime or the smallest number of assessed candidates for each dataset are
highlighted in bold red.

5.2. Experiments on Artificial SBDSMs

Another experiment was performed with the aim of further evaluating the performance
of CC-GEAC, with respect to the density of the SBDSMs. In this experiment, the runtime
and the number of evaluated candidates of the algorithm are compared against those
obtained by the same aforementioned algorithms. This experiment was performed over
artificial SBDSMs generated in an ample interval of densities; 900 artificial SBDSMs were
generated with 30 columns and between 30 and 1000 rows. These dimensions were selected
to guarantee runtimes within certain reasonable limits and generate different densities. The
densities of the matrices used in our experiments range from 0.01 to 0.9, which allows for a
demonstration of the performance of the algorithms as the density of the matrices varies.
Figures 1 and 2 show, on a logarithmic scale, the average runtime and the average number
of evaluated candidates for all SBDSMs with the “same density” (taking into account two
decimal points), sorted in acceding order by their density. From these figures, it can be seen
that CC-GEAC is the fastest for all SBDSMs with a density lower than 0.29.

Three distinct Wilcoxon right-tailed tests were performed using 300 matrices with
densities less than 0.29 from the 900 artificial SBDSMs containing 30 columns. Each test
had a 95% confidence level and an alpha value set at 0.05. The objective was to evaluate
the performance of CC-GEAC in computing constructs compared to the Fast-CT_EXT, Fast-
BR, and GCreduct algorithms, when each is used for the same purpose with the SBDSM.
The results of these tests show a p-value of 0.00 for each test. These results confirm that
CC-GEAC is statistically faster than Fast-CT_EXT, Fast-BR, and GCreduct algorithms for
computing constructs using SBDSM with a density of less than 0.29.

Furthermore, to delve into the performance of CC-GEAC for SBDSMs with a density
of less than 0.29, 300 artificial SBDSMs were generated with 40 columns, and between
40 and 1000 rows. This also allows us to show the behavior of CC-GEAC as long as the
number of columns in the SBDSMs increases. Figures 3 and 4 show the average results in
the logarithmic scale regarding the runtime and the number of evaluated candidates over
artificial SBDSMs with 40 columns. These figures show that our algorithm obtained the
best results concerning the runtime and the number of evaluated candidates for artificial
SBDSMs with a density of 1’s under 0.29.



Mathematics 2024, 12,90 16 of 19

Fast-CT_EXT
—— Fast-BR
104 4 —— Gcreduct
—— CC-GEAC
103 4
W
15
o
=
E
z
=]
@ 102 4
10! 4

0.04 0.07 0.10 0.13 0.24 0.27 0.30 0.39 0.48 0.58 0.61 0.69 0.76 0.79 0.87
DENSITY OF 1'S

Figure 1. Average runtime in milliseconds (logarithmic scale) vs. SBDSM’s density, using artificial
matrices with 30 columns.
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Figure 2. Average number of evaluated candidates (logarithmic scale) vs. SBDSM'’s density, using
artificial matrices with 30 columns.
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Figure 3. Average runtime in milliseconds (logarithmic scale) vs. SBDSM’s density, using artificial
matrices with 40 columns.
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Figure 4. Average number of evaluated candidates (logarithmic scale) vs. SBDSM'’s density, using
artificial matrices with 40 columns.

6. Conclusions

As discussed in this paper, the problem of computing constructs has been little studied,
with only a few studies proposing methods to compute constructs using algorithms for
reducts computation. This paper introduces a new algorithm, CC-GEAC, to compute con-
structs using the binary simplified discernibility-similarity matrix. Our algorithm utilizes
the kernel and the minimum set of attributes to prune the search space, and it searches
for gaps in the subsets for further pruning. Additionally, it looks for rows of zeros in the
current subset, enabling the elimination of subsets that will never form constructs. We
evaluated CC-GEAC and compared it, in terms of runtime and the number of evaluated
candidates, against the option of computing constructs using algorithms for reducts com-
putation [8]. Our experiments on real and artificial matrices demonstrate that CC-GEAC is
the best option for computing constructs when the discernibility-similarity matrices have
densities lower than 0.29. In most cases, our algorithm evaluates fewer attribute subsets
than Fast-CT-EXT [11], FastBR [12], and GCreduct [10], which are the fastest state-of-the-art
algorithms for reducts computation that can also be used to compute constructs follow-
ing [8]. However, this efficiency comes at a higher computational cost. Therefore, in future
work, we will work on speeding up the process of evaluating candidates. Another line of
future work will involve implementing CC-GEAC using GPU-based architectures.
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BDSM binary discernibility—similarity matrix
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MSA minimum attribute subset

CM cumulative mask
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