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Abstract: While the increased availability of traffic data is allowing us to better understand urban mo-
bility, research on data-driven and predictive modeling is also providing new methods for improving
traffic management and reducing congestion. In this paper, we present a hybrid predictive modeling
architecture, namely GAT-LSTM, by incorporating graph attention (GAT) and long short-term mem-
ory (LSTM) networks for handling traffic prediction tasks. In this architecture, GAT networks capture
the spatial dependencies of the traffic network, LSTM networks capture the temporal correlations,
and the Dayfeature component incorporates time and external information (such as day of the week,
extreme weather conditions, holidays, etc.). A key attention block is designed to integrate GAT, LSTM,
and the Dayfeature components as well as learn and assign weights to these different components
within the architecture. This method of integration is proven effective at improving prediction
accuracy, as shown by the experimental results obtained with the PeMS08 open dataset, and the
proposed model demonstrates state-of-the-art performance in these experiments. Furthermore, the
hybrid model demonstrates adaptability to dynamic traffic conditions, different prediction horizons,
and various traffic networks.

Keywords: traffic prediction; graph attention networks; long short-term memory networks; adaptive
attention; deep learning

MSC: 37M10

1. Introduction

Closely tied to the development of transportation systems and the growing need to
address traffic congestion-related problems in urban areas, traffic prediction now plays
a vital role in traffic management, congestion reduction, transportation planning, and
improvements in public services. Thus, traffic prediction is a crucial component of intelli-
gent transportation systems (ITS) and broader smart city frameworks. On the other hand,
the use of more data generated with the ITS infrastructure and advanced technologies
applied to transportation systems promotes the use of new traffic prediction methods,
e.g., in recent years, traffic prediction capabilities have been significantly enhanced through
the integration of machine learning techniques and big data analytics.

Before 2010, traffic prediction methods primarily relied on traditional modeling ap-
proaches and statistical techniques, such as time series analysis, regression analysis, au-
toregressive integrated moving average (ARIMA), and modeling and forecasting traffic
in a simulated environment like the traffic simulation software VISSIM. ARIMA and its
variants [1–3] are some of the consolidated early learning models most widely used as
baseline models for developing new approaches. Through the application of the support
vector machine (SVM) method to time series, supervised machine learning models with
support vector regression (SVR) can also be applied to traffic data analysis, e.g., an SVR
predictor was proposed for use in travel-time prediction in [4], while an online SVR was
used to predict traffic flow in both typical and non-recurring atypical traffic conditions
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in [5]. K-nearest neighbor (KNN) models [6,7] are another type of nonparametric regression
method applied for short-term traffic forecasting. Moreover, we have observed a shift
towards more data-driven and sophisticated approaches in the post-2010 period, leverag-
ing advanced computational techniques to improve the accuracy and timeliness of traffic
predictions. In particular, the application of deep learning models has played an important
role in advancing the field of traffic data analysis and the prediction of traffic conditions.
Researchers in [8] proposed a stacked autoencoder (SAE) model integrated with a greedy
layer-wise unsupervised learning algorithm to pre-train deep networks, reporting that the
proposed SAE method can discover the latent traffic flow feature representation, such as
the nonlinear spatial and temporal correlations from the traffic data. The long short-term
memory (LSTM) neural network is a type of recurrent neural network (RNNs) capable of
capturing long-term dependencies in sequential data. Reference [9] is one of the previous
studies that applied LSTM neural networks to traffic prediction tasks, demonstrating that
the LSTM model is effective for short-term travel speed prediction without requiring prior
information about the time lag. In addition, it has a superior capability for time series
prediction with long temporal dependency. Due to its competitive performance, the LSTM
method is often regarded as a baseline in subsequently proposed approaches. Meanwhile,
ever-more enhanced LSTM models [10,11] and hybrid LSTM-based models [12–17] have
been proposed.

Convolutional neural networks (CNNs) have also been applied for modeling spatial-
temporal traffic data to capture the temporal dependencies or spatial correlations in traffic
networks [18–21]. However, traditional CNNs are often limited to modeling Euclidean
data, and graph convolutional networks (GCNs) have gained popularity since 2018, as
traffic data usually have non-Euclidean spatial structures and can be represented in graph
form. The diffusion convolutional recurrent neural network (DCRNN) [22] is an existing
model that uses graph convolutions to capture the spatial dependency and recurrent neural
networks (with an encoder-decoder architecture) for temporal dependency, and it has
been demonstrated that this combination can achieve better performance than statistical
models and pure RNNs-based models. Similarly, another GCN-RNN hybrid model named
the temporal graph convolutional network (T-GCN) [23] was proposed for learning the
complex topological structures of traffic networks and dynamic changes in traffic data,
where the RNN layer was a gated recurrent unit (GRU). An early spatial-temporal graph
convolutional network (STGCN) [24] was also designed by combining graph convolutions
and gated temporal convolutions to extract spatial features and temporal features in parallel.
In [25], two parallel GCN branches were used in the dual-channel GCN model (DC-STGCN),
where the GCN branches captured both spatial and temporal dependencies in traffic data.
Other than using separated modules to capture spatial and temporal features, Song et al.
proposed a spatial-temporal synchronous graph convolutional network (STSGCN) [26] to
capture localized spatial-temporal correlations at the same time. Other frequently cited
models based on graph structure data include the graph wavenet recurrent neural network
(Graph WaveNet) [27], the attention-based spatial–temporal graph convolutional network
(ASTGCN) [28], and the graph multi-attention network (GMAN) [29].

Notably, when the ASTGCN model was proposed in [28], its performance was superior
to those of models that existed at that time. At almost the same time, the Graph WaveNet
achieved state-of-the-art results [27], outperforming ARIMA, FC-LSTM, DCRNN, and
STGCN. Moreover, interestingly, in the next year, when STSGCN and GMAN were each
proposed, the STSGCN model [26] was found to have a better performance than ASTGCN
for four datasets collected from the Caltrans Performance Measurement System (PeMS),
and the GMAN model [29] achieved even better results than the Graph WaveNet model
and other previous models (especially when the prediction horizon tended to be longer)
from two datasets (one from Xiamen and the other from PeMS). To date, the trend of using
architectures that integrate graph convolution or graph attention with temporal prediction
models, such as LSTM networks and GRU networks, for handling traffic prediction tasks
has continued.
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Recently, hybrid models that integrate the application of adaptive graph representa-
tion [30–32] and multi-graph models [33,34] have been used to achieve higher accuracy in
prediction techniques. Graph WaveNet [27] uses a self-adaptive adjacency matrix to capture
hidden spatial dependencies as well as dilated casual convolution networks to capture
long temporal trends. In [15], DyGCN uses a dynamic distance correlation temporal graph-
based adjacency matrix as an alternative to the static spatial distance matrix to capture the
spatial correlations of neighboring and relevant remote sensors. Another hybrid model,
namely TYRE [31], uses GCN with gating and attention mechanisms as an intra-graph
model and generates node embeddings at each time point to learn the temporal dependency.
Three graph structures (connectivity, similarity, and betweenness) were firstly fused by
attention in the ETGCN [33] model before integrating the graph convolutional network
and gated recurrent unit to identify spatial and temporal dependencies. These approaches
enable more accurate forecasting through the analysis of large datasets, considering various
influencing factors and adapting to changing conditions.

However, we still face the following challenges related to applying these deep learning
approaches to traffic prediction tasks:

• Generally, the prediction accuracy decreases as the prediction horizon increases, with
this trend noted in almost all prediction models.

• Super parameters configured for a specific model may have significant impacts on
its prediction performance. Researchers often need to spend a great deal of time and
effort to tune model parameters and obtain the optimal modeling results based on
certain expert experience.

• Furthermore, when varying the spatial and temporal dependencies between one traffic
network and another, a well-tuned model with specific parameters may have different
performance for a new dataset application scenario.

Therefore, dynamically calculating the similarity matrix and updating attention
weights are the two main adaptive techniques used for handling traffic prediction problems.
In this study, we propose a general GAT-LSTM architecture by combining state-of-the-art
graph attention networks and long short-term memory networks to capture spatial and
temporal dependencies from traffic data, which are collected by sensors installed in road
networks. Moreover, we intend to introduce other relevant data into our model to improve
its prediction accuracy. For example, the traffic state may change significantly due to uncer-
tainties, such as accidents and important local events, and we may model some of these
uncertainties to improve the prediction performance of the model. To enhance our model,
we also propose using an attention block to learn the contributions of GAT networks and
other original inputs to the whole model on the basis of specific sensor (node) locations.

The main contributions of this work are summarized as follows:

• We propose a novel GAT-LSTM architecture that is applicable to both global and local
graphs, according to the road network and prediction tasks. In this architecture, an
extra input called Dayfeature is designed to include external factors affecting traffic
conditions, such as extreme weather, public holidays, and other special uncertainties
that may arise over time, which greatly improves the prediction accuracy.

• The GAT network and LSTM network are not simply connected in series within
the model. An attention block is designed to learn the weights of the GAT network,
original traffic data, and Dayfeature before passing them into the LSTM network. These
weights vary from one node to another. Thus, within the global GAT-LSTM model,
the GAT network and LSTM network may automatically have different combinations
to adaptively predict traffic conditions for each local sensor. This design also allows
the model to be easily applied to other traffic networks using new datasets.

• The proposed model achieved state-of-the-art performance in traffic flow prediction
using the PeMS08 open dataset (also known as PeMSD8 in some literature). In addition,
weaker nodes within the traffic network can be detected, and local adaption algorithms
can be designed to further improve the local performance of the model.
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The remainder of the paper is organized as follows. The model definition and the
main architecture of GAT-LSTM networks are introduced in Section 2. Then, we outline the
experiments, analyze the experimental results, and describe the adaptive mechanism in
Section 3. A brief discussion of the factors influencing the results is carried out in Section 4,
and the conclusions of our work and ongoing research lines are presented in Section 5.

2. Methods
2.1. Problem Description

Traffic prediction involves forecasting the future states of traffic flow, speed, congestion,
and other related variables in a given area using historical traffic data while also considering
other features that impact traffic conditions, such as weather conditions, special events,
road infrastructure, etc.

2.1.1. Traffic Network Graphs

We define the general spatial traffic network as a graph G = (V, A), where V is
the whole set of nodes that corresponds to the N sensors in the traffic network, and
A
(
A ∈ RN×N) is the adjacency matrix corresponding to the connectivity and other dy-

namic correlations between nodes. The graph of a given area of a traffic network is
generally stable, with variability only occurring during situations such as infrastructure
construction (or reconstruction) and the temporary closure of roads. However, these tem-
porary changes can result in variations in traffic patterns, thus affecting the prediction
accuracy. To take these special cases into account, we consider the graph to be dynamic
and use G(t) = (V, A(t)) to denote the traffic network at current time t. A subgraph
Gi(t) = (Vi, Ai(t)) is defined as representing a distributed point in our previous work,
which is linked to a central node i (i ∈ V); here, Vi is the subset of Ni nodes (Ni ≤ N) that
includes node i and its neighbors, and Ai(t) is the local adjacency matrix at time t.

Recently, different types of adjacency matrices have been proposed to construct multi-
ple graphs for GNNs, such as matrices based on the spatial distance between nodes [33,34];
localized neighborhood connectivity [26,35,36]; similarity [15,33], which is the temporal
graph-based correlations between the time series of pairs of nodes; and betweenness [33],
which determines the degree of busyness of a road section passed through by all shortest
routes between a pair of nodes. We use the dynamic connectivity adjacency matrix AC(t).
It is defined based on the existence of edges or links between pairs of nodes, i.e., the road
connections between pairs of sensors in specific direction. As properties of the road net-
work, these adjacency relationships are generally consistently maintained, with alterations
only occurring in specific restrictive conditions. The dynamic connectivity adjacency matrix
is defined as follows:

AC,i,j(t) =
{

1, i f node j is an outgoing neighbor f rom ndde i at time t, i 6= j
0, otherwise

(1)

2.1.2. Traffic States

We use Xt(Xt ∈ RN×F) and xt
i
(
xt

i ∈ Xt) to denote the traffic states of all the nodes and
the traffic state of a single node i at current time t, respectively. F represents the number of
features. In this paper, we only use one traffic feature to represent traffic state (i.e., F = 1),
and this traffic feature can be average speed, traffic volume, traffic intensity, etc.

2.1.3. Temporal and Other External Features

Temporal features include the hour of the day, the day of the week, holidays, public
vacation time, etc., and possible external features taken into consideration are extreme
weather, important local events, etc. These features are encoded into a feature matrix D(t),
which, in this paper, we called Dayfeature.
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2.1.4. Problem

We set X[t−Ts+1:t] as the historical state sequences of all nodes for the last Ts time slots
and set X[t+1:t+Tp ] as the future states for the next Tp time slots; thus, the traffic prediction
problem is represented by(

X[t−Ts+1:t], G(t), D(t)
)

M→ Y[t+1:t+Tp ] (2)

where M is the model used for traffic prediction, and Y[t+1:t+Tp ] are the predicted
state sequences.

2.2. GAT-LSTM Model

GAT-LSTM is an integrated neural network architecture designed for the joint mod-
eling of traffic data that may possess both graph-structured features and sequential de-
pendencies. This hybrid model combines the strengths of the graph attention network for
capturing spatial relationships in graph data and long short-term memory for modeling
temporal dependencies in sequential data. In this study, the distribution of sensors and the
connectivity of the traffic network are represented by graphs, and the traffic states of the
sensors are represented by parallel sequences. The proposed GAT-LSTM model is shown
in Figure 1. Here, the GAT layers apply the attention mechanism to assign importance
weights to the neighboring nodes, which are actually relevant for central nodes during the
traffic state propagation, and the LSTM layers adaptively combine the GAT weights and
original traffic sequences to learn the temporal long-term and short-term traffic patterns of
each node.
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A GAT layer can be expressed as follows:

x
′
i =

K
‖

k = 1
σ
(
∑j∈Vi

αk
ij

(
Wk·xj

)
+ bk

)
, xj ∈ R1×F (3)

where x
′
i is the weight assigned for node i through the GAT layer with configured K(K ≥ 1)

attention heads, xj(j ∈ Vi) is the input feature vector of node i and its neighbors, σ(·)
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is the activation function, ‖ is the concatenation operation, and Wk and bk are learn-
able parameters. Inspired by the graph attention networks proposed in [37], the atten-
tion coefficients are computed and normalized using Equations (4) and (5), respectively,
as follows:

ek
ij = LeakyReLU

(
(ak)

ᵀ·(Wk·xj)
)

(4)

αk
ij = So f tmax

(
Mask

(
ek

ij, Ai

))
(5)

In Equation (4), ak is a shared and learnable attention parameter that captures the
correlations of node features during attention calculation. We use the leaky rectified linear
unit activation function LeakyReLU to calculate the attention coefficient ek

ij and Mask it with
the dynamic (if available) adjacency matrix. LeakyReLU is a function applied to reduce
the impacts of the negative values of features in the input data by multiplying a gradient
coefficient when the input values are negative. We set 0.1 as the value of this gradient
coefficient, while 0.2 was used in [37]. Mask is a function applied to update values satisfied
by the condition AC,ij(t) > 0. Finally, another activation function, namely Softmax, is used
to normalize the attention coefficients.

As shown in Figure 1, the outputs of GAT layers become part of the input data of LSTM
layers. In GAT layers, the attention weights are calculated in a node-wise manner, and the
attention heads are concatenated along the feature dimension. In order to capture different
levels of temporal dependencies in the historical traffic data, the traffic data are sequentially
operated over time steps in LSTM layers. However, not all nodes are equally dependent on
the spatial network in which they are located. In other words, when we use GAT layers
as the full inputs of LSTM layers, we may have overfitted the spatial dependency of some
nodes. Thus, for innovation purposes, an attention-based block is designed in this model
to fuse the output data of GAT layers, original traffic data, and Dayfeature data; thus, the
inputs of LSTM layers are not limited to the GAT outputs. The GAT-LSTM mechanism
of our proposed weighted GAT-LSTM model for each time step can be expressed using
Equations (6)–(12).
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put of the GAT layer 𝐺𝐴𝑇(∙), traffic data input 𝑋 , and the other feature matrix 𝐷(𝑡) (also 
see block 𝑎 in Figure 1). 𝑥 = 𝑎 𝑋 ∥ 𝑎 𝐺𝐴𝑇(𝑋 ) ∥ 𝑎 𝐷(𝑡) (11) 

where ∥  denotes concatenation. The corresponding weight vectors 𝑎  , 𝑎  , and 𝑎   are 
learnable and assignable, and for each node 𝑖, they satisfy the following equation: 

t
⊙

tanh(Wxcxt + Whcht−1 + bc) (8)

ot = σ(Wxoxt + Whoht−1 + bo) (9)

ht = ot
⊙

tanh(ct) (10)

where xt is calculated using Equation (11): a weighted concatenation operation of the
output of the GAT layer GAT(·), traffic data input Xt, and the other feature matrix D(t)
(also see block a in Figure 1).

xt = axXt ‖ agGAT
(
Xt) ‖ adD(t) (11)

where ‖ denotes concatenation. The corresponding weight vectors ax, ag, and ad are
learnable and assignable, and for each node i, they satisfy the following equation:

ax,i + ag,i + ad,i = 1 (12)
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3. Experiments

In this section, we design relevant experiments and evaluate the performance of
the proposed model based on the PeMS08 open traffic dataset [26,28] from the Caltrans
Performance Measurement System (PeMS).

3.1. Dataset and Baselines

The PeMS08 dataset, also known as PeMSD8 in some studies, is a highway traffic
dataset collected at San Bernardino from 1 July to 31 August 2016 and includes the historical
data of 170 detectors (derived from the original 1979 detectors by excluding those that
were too closely positioned). The traffic data of each detector include three traffic features,
namely traffic flow, average speed, and average occupancy, sequenced based on a frequency
of 5 min. This dataset is one of the open datasets that is often used in traffic flow prediction
research and has also been used in [14,26,28] to validate the LST-GCN, ASTGCN, and
STSGCN models. These models are referred as baselines in this study.

As we discovered in Section 1, the models ASTGCN [28] and STSGCN [26] have been
found to have better performance in traffic flow prediction than most of the other methods
available at that time based on PeMS08 and other datasets, such as HA, ARIMA, VAR,
LSTM, DCRNN, STGCN, etc. The LST-GCN model [14], which embeds LSTM networks
into the training process of GCN networks, was reported to have achieved improvements
compared to LSTM and ASTGCN. Thus, for representation, we use these models, including
the attention-based spatial-temporal graph convolutional network (ASTGCN), spatial–
temporal synchronous graph convolutional network (STSGCN), and LSTM-embedded
graph convolution network (LST-GCN), and a two-layer stacked LSTM model as the
baselines in this study.

3.2. Evaluation Metrics

Four metrics are used to study the performance of the proposed model and
the baselines.

• Mean absolute error (MAE):

MAE =
1

Tp × N

Tp

∑
τ=1

N

∑
i=1

∣∣xt+τ
i − yt+τ

i

∣∣ (13)

where xt+τ
i ∈ X[t+1:t+Tp ] is the observed traffic state, and yt+τ

i ∈ Y[t+1:t+Tp ] is the
predicted value.

• Rooted mean square error (RMSE):

RMSE =

√√√√ 1
Tp × N

Tp

∑
τ=1

N

∑
i=1

(
xt+τ

i − yt+τ
i
)2 (14)

• Mean absolute percentage error (MAPE):

MAPE =
1

Tp × N

Tp

∑
τ=1

N

∑
i=1

∣∣xt+τ
i − yt+τ

i

∣∣
xt+τ

i
× 100% (15)

where xt+τ
i 6= 0, i.e., only when the observed traffic states are not zero, the corresponding

prediction results are calculated using the MAPE metric.

• However, the traffic state (flow, speed, or occupancy) can be equal to zero. To include
these zero values, we introduce another metric to include all traffic states, namely the
symmetric mean absolute percentage error (SMAPE):
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SMAPE =
1

Tp × N

Tp

∑
τ=1

N

∑
i=1

∣∣xt+τ
i − yt+τ

i

∣∣
(xt+τ

i + yt+τ
i )/2

× 100% (16)

We utilize the fact that the predicted values are always positive after machine op-
erations. It still can produce large values when the observations are extremely small or
zero values.

3.3. Experimental Design

The dataset is divided into training, validation, and test sets at proportions of 65%, 15%,
and 20%, respectively. The models are set to use one-hour historical data (with 12 time slots,
i.e., Ts = 12) to predict the traffic states at 15 min, 30 min, and 60 min (Tp = 3, 6, and 12,
respectively).

To study the impact of the Dayfeature component on the forecasting task, we use a
pair of two-layer stacked LSTM models, namely LSTM and LSTM_D, for experimental
comparison. The sole distinction between these two LSTM models is that the LSTM_D
model incorporates the Dayfeature input, whereas the LSTM does not. Another set of
comparative models are GAT-LSTM_D and GAT-LSTM_D_a, two instances of the proposed
GAT-LSTM architecture. GAT-LSTM_D includes the Dayfeature but excludes the attention
block, where the GAT outputs, original traffic state sequences, and Dayfeature are parallel
inputs of LSTM layers. In contrast, the GAT-LSTM_D_a has the attention block that
dynamically assigns weights to these three types of inputs. Simultaneously, we integrate the
four metrics to evaluate the general performance of the models involved in the experiments.

In addition to assessing the overall performance of the models by considering the
average prediction accuracy across all nodes, we also investigate the performance of each
model at the node level by analyzing the error metrics at different nodes. Furthermore,
attentions assigned to different components within the proposed GAT-LSTM architecture
are tracked for further analysis.

3.4. Results
3.4.1. Overall Performance on the Traffic Network

The MAE, RMSE, MAPE, and SMAPE metrics for the prediction results for 15, 30, and
60 min from the proposed model and the baseline models are shown in Table 1. The best
results for these metrics according to the experiments are marked in bold.

Table 1. Metrics on prediction results for the 15 min, 30 min, and 60 min horizons.

Models

Metrics MAE RMSE MAPE (%) SMAPE (%)

15 min 30 min 60 min 15 min 30 min 60 min 15 min 30 min 60 min 15 min 30 min 60 min

ASTGCN * 18.61 28.16 13.08 --
STSGCN * 17.13 26.80 10.96 --

LST-GCN ** 17.93 27.47 12.81 --
LSTM 15.96 17.87 21.08 22.34 24.90 29.08 10.39 11.55 13.60 10.03 11.04 12.76

LSTM_D 17.95 18.38 18.99 24.96 25.60 26.34 11.73 11.90 12.26 11.21 11.36 11.67
GAT-LSTM_D 16.23 17.08 18.27 22.06 23.20 24.79 11.02 11.46 12.05 10.56 10.89 11.44

GAT-LSTM_D_a 15.32 16.24 17.16 21.05 22.69 24.21 10.39 11.02 11.51 10.39 10.56 10.93

* Results of ATSGCN and STSGCN are cited from [26]. ** Results of LST-GCN are cited from [14].

From the comparative results, we find that the proposed GAT-LSTM model
(GAT-LSTM_D_a) can achieve a better performance in 60 min traffic flow prediction for
the PeMS08 dataset compared to LSTM, ATSGCN, and LST-GCN for the MAE, RMSE, and
MAPE metrics as well as a competitive performance compared to STSGCN. We see that
there is a marginal 5.02% difference from the best result achieved using STSGCN in the
MAPE metric, but the results also showcase notable progress, with a substantial 9.66%
improvement in the RMSE metric. These outcomes collectively support the assertion that
the proposed model can be considered to be a state-of-the-art method in its domain.
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Figure 2 presents a comparison of metrics for each prediction step across the following
experimental models: LSTM, LSTM_D, GAT-LSTM_D, and GAT-LSTM_D_a. Generally,
the prediction errors increase as the prediction horizon grows in all models. However,
upon comparing the error lines of LSTM and LSTM_D, we see that the incorporation of
Dayfeature substantially decreases the rate of error growth. For all metrics, within the
context of fewer than three prediction steps, the inclusion of Dayfeature does not yield an
advantage; instead, it contributes to an increase in the average errors. It is only when the
number of prediction steps surpasses six that the average error associated with LSTM_D
outperforms the average error of LSTM. This observation is particularly significant and
promising for long-term prediction, as it indicates that the incorporation of Dayfeature
has a positive impact in terms of mitigating error accumulation over extended forecasting
periods. With Dayfeature included, GAT-LSTM_D and GAT-LSTM_D_a further reduce the
error level to an even lower magnitude. Moreover, GAT-LSTM_D_a achieved an average
prediction accuracy that surpassed those of the other three models within three prediction
steps. This result indicates that the proposed model, i.e., GAT-LSTM_D_a, can be equally
competitive in long-term and short-term forecasting. In traffic forecasting problems, short-
term often means a forecast horizon of less than an hour, while long-term usually means a
horizon of hours to days.
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In addition, Figure 2 illustrates that MAE and RMSE exhibit comparable trends and
contrasting effects, and MAPE and SMAPE display similar patterns. In the subsequent
analysis, we will utilize only MAE and MAPE to present the remaining results. Meanwhile,
we verified that SMAPE can serve as an alternative to MAPE, especially when the ground
truth data include a significant number of zeros.

3.4.2. Node-Wise Performance

The assessment of the model’s overall performance relies on the average prediction
errors of the entire traffic network. In this section, we conduct a detailed examination
of the model’s node-wise performance. Figure 3 illustrates the experimental models’
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MAE and MAPE distributions across the sensors (nodes) in the traffic network when
Ts = 12 and Tp = 12 (the prediction horizon is 60 min). A model with superior overall
performance across the network does not guarantee equal performance at all nodes. In
Figure 3, GAT-LSTM_D_a achieved significant improvements at most nodes with the
use of MAE, including nodes 4, 27, 70, 71,121, 143, 151, etc. However, it failed to make
improvements or resulted in larger errors at some nodes compared to LSTM, such as nodes
28, 72, 127, 154, and 155 (labeled in red in Figure 3). Similar patterns are observed for RMSE,
MAPE, and SMAPE. Moreover, by comparing the node-wise performance of GAT-LSTM_D
and GAT-LSTM_D_a, we note that GAT-LSTM_D can reduce errors to levels below those
of GAT-LSTM_D_a for nodes at which the errors are relatively small, such as nodes 70,
121 to 125, etc. However, GAT-LSTM_D_a plays a more significant role in minimizing
errors at nodes where the errors are relatively large, such as nodes 4, 27, 71, 143, etc. In
the worst cases, where neither GAT-LSTM_D nor GAT-LSTM_D_a succeed in reducing
the error, such as at nodes 28, 72, 127, and 155, GAT-LSTM_D_a is observed to be closer to
the best results (that are achieved by LSTM). In conclusion, GAT-LSTM_D_a demonstrates
superior adaptability to various types of nodes with distinct data patterns, making it more
versatile for handling diverse scenarios compared to GAT-LSTM_D. Indeed, GAT-LSTM_D
can be regarded as a specific case of GAT-LSTM_D_a, where the attentions assigned to GAT,
LSTM, and Dayfeature are fixed.
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Figure 3. The error distribution in different nodes (sensors). Black labels are the nodes where the
GAT-LSTM_D_a model achieved significant improvements for the corresponding metric compared
to the LSTM, and red labels indicate that the GAT-LSTM_D_a model did not outperform the LSTM
locally at these nodes.
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3.4.3. Adaptive Attentions

To adapt to the traffic pattern of each node, the GAT-LSTM_D_a model assigns distinct
weights to GAT, original traffic sequences directly inputting to LSTM, and Dayfeature to
nodes. Figure 4 shows the average weights automatically assigned to different nodes in the
test phase when the prediction horizon is 60 min.
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horizon is 60 min.

As stated in Section 2, in the proposed GAT-LSTM architecture, the initial processing
using GAT layers helps to capture meaningful relationships in the traffic network and
provides valuable context and input for subsequent processing at LSTM layers. Thus, the
GAT attention of a node also reflects the degree of spatial dependence of the traffic states
at that node. Similarly, the attention assigned to the original traffic sequences indicates
the degree of correlation with historical traffic states, and the attention assigned to the
Dayfeature indicates the degree to which traffic conditions at specific nodes are influenced
by external factors, such as time, day, weather, etc.

On average, from Figure 4, we can conclude that historical states and Dayfeature
play important roles in terms of forecasting the next one-hour traffic states for the entire
traffic network of this dataset. However, when considering a specific node during a specific
period of time, the situation may significantly vary. Figure 5 illustrates how these attentions
change over time, using nodes 67, 76, 131, and 132 as examples. All the nodes have different
attention curves. These attention curves enable the model to more accurately adapt to
changes in traffic data, improve the prediction accuracy by capturing nuanced fluctuations,
and provide a more precise reflection of the long-term traffic characteristics of each node,
including the daily fluctuation magnitude, neighborhood dependence, etc.

Dynamic combinations of GAT, LSTM, and Dayfeature within the GAT-LSTM archi-
tecture across the nodes allow the model to adapt both spatial and temporal variations.
Moreover, these weights automatically adapt as the prediction horizon changes. Figure 6
illustrates the attention adaptation as the prediction horizon shifts to 5, 15, 30, and 60 min
at a specific node. Once again, the versatility of the model is demonstrated, as it can be
applied to different forecasting tasks over different time horizons. Furthermore, we can
observe that for a specific node, the contribution of Dayfeature is not significant for very
short-term prediction tasks (e.g., when the prediction horizon is within 15 min), and it
increases as the prediction horizon increases. As mentioned above, this is explained by
the notion that the full incorporation of Dayfeature can increase the overall error when the
prediction horizon is very short. Thus, the proposed model flexibly suppresses the inferior
component and maximizes the advantageous component based on the location of nodes in
the network and the length of the prediction horizon.
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4. Discussion
4.1. Impact of the Historical Data Time Window

The aforementioned results are derived based on the assumption that one hour of
historical data serves as the input, i.e., Ts = 12. Indeed, the number of input slots
is a configurable parameter (or super-parameter) of the model. If sufficient resources
(e.g., historical data, computing resources, time, etc.) are available, the number of input
slots can be an arbitrary value, and the optimal number of input slots can be studied
according to the specific prediction task. Furthermore, this variable can be another adaptive
element of the model. However, such a study is not included in this paper.

4.2. Weak Nodes Detection for Further Optimization

Through the analysis of the model’s node-wise performance, it has become evident
that nodes within the traffic network may exhibit varying prediction accuracies. As a result,
specific criteria or algorithms can be explored to identify and localize ‘weak nodes’ in the
network, which are often the areas that require further optimization. For example, Figure 7
illustrates the ‘weak nodes’ of the PeMS08 dataset for the MAPE metric based on a simple
cut-off line. In this example, nodes 33, 49, 78, 92, 108, 139, 147, 155, 156, 162, and 169 were
detected to have higher MAPE than the predefined criteria (with a threshold value of 25).
Optimization based on the traffic patterns of these nodes can be further investigated.
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On the other hand, in Appendix A, we illustrate part of the loss tracking results
in training, which shows the similar group of ‘weak nodes’ that may require further
optimization by node-wise comparison of training losses and validation losses. Figure A1
shows that the model may overfit at these ‘weak nodes’ for the given training dataset. Thus,
in the proposed model, an early stop function was applied to mitigate local overfitting. As
a result, the proposed model also applies distinct training epochs for different nodes. While
further local optimization work is not addressed in this paper, it will be one of our ongoing
focuses of research.

5. Conclusions

In this study, we present a novel GAT-LSTM network architecture. In this architecture,
an additional Dayfeature component with external factors (such as holidays, extreme
weather conditions, etc.) is imported for integration with the traffic data, and a specially
designed attention block is applied to learn and adjust the weight distribution among
the GAT, LSTM, and Dayfeature components within the architecture. The integration
of Dayfeature has proven to be crucial for improving the accuracy of the model’s multi-
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step predictions. Moreover, for the experiments using the PeMS08 dataset, the attention
block not only demonstrated its capacity to further enhance the prediction accuracy but
also showcased its flexibility in terms of adapting to dynamic traffic conditions, different
prediction tasks, and various traffic networks.

For the PeMS08 open dataset, the proposed model not only achieves a state-of-the-art
level in terms of predictive accuracy but also excels in addressing the dynamic characteris-
tics of the traffic data. The adaptability of the model renders it applicable and extendable
to new and diverse applications.

To advance this research, we identify several avenues for future work that may have
the potential to further contribute to traffic prediction. First, future investigations could
conduct a comprehensive time-cost study to better understand the computational overhead
associated with the proposed model (or different models under the proposed architecture).
Additionally, exploring its viability for real-time applications is a crucial step towards its
practical implementation. Second, we believe that further refinement of our model through
local optimization techniques represents a promising direction. Investigating methods
used to enhance the efficiency and performance of the model in localized areas or specific
network segments could yield valuable insights. Third, extending the model to handle
multiple graphs can be another interesting avenue for future research.
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Appendix A

In the experiments, we observed training losses and validation losses for each node. To
mitigate overfitting, we applied an early stop function based on the condition that training
losses are consistently lower than validation losses for a certain number of consecutive
times, as denoted by P. Here, P serves as a super-parameter, and its value is set as less
than the total number of training epochs. Figure A1 shows a collection of loss comparisons
for the weak nodes detected in Figure 7, where P is set as 50. We observed that all the
validation loss curves are higher than the training loss curves in Figure A1, even though
both the validation losses and training losses are small. This result indicates that the model
may overfit at these nodes for the given training dataset. More data or other external
information may be needed to overcome this problem. In contrast, Figure A2 illustrates a
collection of training vs. validation losses for the best-performing nodes (with the lowest
MAPE shown in Figure 7). Based on node-wise tracking and comparing training and
validation losses, optimal ranges of model super-parameter values (such as training epochs,
early stop patience number P) can be determined using local optimization algorithms.

https://github.com/wanhuaiyu/ASTGCN#datasets
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