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Abstract: Over the years, the integration of Production Management and Maintenance Management
has gained significant attention from the scientific community due to its benefits for the company.
When searching through the states of the art and practice, it is possible to understand that one
of the main challenges for the integration is the lack of systematic, methodological, and scientific
approaches and evaluation systems that lead companies into a successful implementation and a
clear understanding of the benefits and drawbacks of the process. This paper introduces an original
framework that conducts the processes of evaluation, weighting, and aggregation of set of novel
indicators proposed by the authors. The main output of the proposal is an integral index that allows
us to qualify, in a linguistic domain, the importance of the Production and Maintenance Management
integration. At the same time, the proposed framework includes a methodology to evaluate the
consensus of the experts, based on the use of linguistic terms with a membership function of the
triangular type, which attempts to overcome some deficiencies of previous models identified by
the authors in a detailed and complex analysis of the scientific literature. The proposed framework
is applied in a plant of the Cuban mechanical industry. The results of this application are clearly
presented and discussed, allowing us to verify and validate the proposal while also contributing to its
ease of understanding and ultimately to the successful integration of the production and maintenance
tasks in the given company.

Keywords: production management; maintenance management; production and maintenance
management integration; ordinal linguistic fuzzy model; consensus evaluation

MSC: 90-10; 90-11; 03B52; 90C70; 90C90

1. Introduction

The success of any company requires an adequate level of integration between its
systems and/or subsystems and processes. A particular case is the integration between the
Production Management (PM) and Maintenance Management (MM) processes, given the
potential benefits achieved in terms of cost reduction, increased availability, and perfor-
mance when both subsystems fit and are managed with the required synergy [1–6].

In this sense the authors in [7] stated that some manufacturing objectives, such as
inventory reduction, improved equipment reliability, increased productivity and quality,
have led maintenance managers to operate proactively, coordinating their activities with
the production function.
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Similarly, authors like the ones in [8–10] pointed out that the MM and manufacturing
strategy integration is vital to the same MM performance, which allows ensuring of the
availability of the equipment, product quality, deliveries on time, and competitive prices.
The work presented in [11] also states that the concept of maintenance must be reviewed
periodically to take into account changes in the system and its environment; while the
authors in [12] recognize that the perspective of the maintenance function will change
depending on its interaction with the company, and thus the researchers and practitioners
often have to deal with maintenance concept variations from one organization to another,
and with the lack of a global solution easily adjustable to each case study.

At the same time, it is fair to say that the need to achieve an adequate level of in-
tegration between PM and MM may be more or less significant, depending on factors
related to the design characteristics of the production subsystem and the effectiveness
of the maintenance subsystem. In this regard, authors like the ones in [13,14] highlight
that, in companies with a high component of labor and poorly integrated processes, the
inverse nature of the Production and Maintenance functions (the operators use the equip-
ment for producing and it has to be running while maintainers use it for restoring its
condition while this usually has to be switched off) does not necessarily constitute a key
issue given that the bottlenecks are not necessarily found on the machines. On the other
hand, in complex industrial or service systems, in which there is significant automation
and integration of processes such as, for example, in the automotive industry in Europe,
the situation of the reverse activities of production and maintenance operators (operators
require that equipment is upon on state, available for producing, meanwhile maintenance
staff generally use it upon off mode for its restoring) is an increasingly important issue
to take into account. In consequence, the need to adopt proactive maintenance policies
and computer-assisted Maintenance Management systems is greater in large companies,
with continuous production processes and high costs due to stoppages, but usually not in
the case of small companies with process-oriented production flows. Similarly, the need
to achieve integrated maintenance is more significant in those companies that wish to
maintain control of their processes and flexibility at competitive levels.

Concerning this topic, the author in [15] points out that there are relationships between
production technology and maintenance practices whose strength varies according to the
complexity of each production environment. Similarly, the researchers in [11,16] also
emphasize that the problem lies in the fact that companies with different competitive
priorities just follow different maintenance strategies. The authors of this paper have no
option but to identify themselves with both of the previous statements given that they see
undeniable truth in both of them.

Despite all of this evidence on the importance, need, and benefits of PM—MM integra-
tion, there are only a few relevant studies in the states of the art and practice covering the
topic from a perspective similar to the one pursued with this research. Even when none of
these works has presented a clear method specifically designed to assess the importance
of PM—MM integration within the company, it is still highly valuable, convenient, and
necessary to examine their findings and conclusions in order to support a goal of this paper
that lies in the proposal of a set of indicators leading to an index capable of evaluating the
importance of PM—MM integration in a given company.

Based on this knowledge and partial conclusions, it is particularly important to men-
tion an empiric research presented by [14], where the author focused on demonstrating that,
when implementing a PM—MM integration strategy, companies had higher possibilities of
obtaining a better overall performance. In addition, in this study, it was also concluded that
the effects of maintenance approaches on the operational performance differed according
to the given context or production instance. This author also analyzed the integration
of maintenance within manufacturing from the perspective of two variables, i.e., hard
integration and soft integration. The first of these referred to the technological support and
computer-aided Maintenance Management systems that facilitate integration, while the
second referred to the integration from the perspective of the relationships established in
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the organizational structure, including human resources. His study covered a sample of
253 companies representative of the manufacturing sector in Sweden, and included indi-
cators of the main maintenance dimensions, production context factors, and operational
performance. Also, from a cluster analysis, three groups of companies were identified
based on the type of maintenance strategy adopted. Those groups of companies differed in
terms of size, process technology, and orientation of the manufacturing strategy.

A similar research approach was adopted by [15] to infer information about the re-
lationship and correlation between production technology and the use of maintenance
practices. The study revealed a significant and positive correlation between the decentral-
ization of the maintenance workforce, with the technical complexity and interdependence
between the stages of the production process. At the same time, the technical complex-
ity also manifested a significant and positive correlation with the training and use of a
professional maintenance staff, and a significant and negative correlation with the involve-
ment of operators in maintenance tasks. No significant correlation was found between
production technology and preventive maintenance practices, nor between the latter and
technical variety.

In the case of [7], the authors developed a model to study the influence of the inte-
gration between maintenance policy and aggregate production planning over the total
cost reduction. The study focused on three important elements, all of them related to cost
impacts. Firstly, the integration of the maintenance policy with the aggregate planning
of the production led to a reduction in the total cost. In addition, the effectiveness of the
integration between production planning and maintenance planning proved to be more
significant in productive environments where the financial consequences of failures were
greater. Finally, the study also demonstrated that, when the maintenance cost increased in
relation to the production cost, the savings associated with integration decreased as well.

Similarly, in [17], the authors developed a structural equation model to evaluate the
relationship between the Total Productive Maintenance (TPM) philosophy and manufac-
turing performance (MP). As for the TPM, this was measured through variables related
to autonomous maintenance and planned maintenance practices, while in the case of MP,
it was measured using variables such as cost, quality, deliveries, and flexibility. After the
implementation of the model, it was concluded that TPM had a significant and positive
correlation with the variables that make up the MP construct.

In the case of [18], a framework to characterize the complexity presented in the MM
within a productive environment was developed. The authors identified and made use
of the following factors: availability of data and automated Maintenance Management
systems, complexity and variety of manufacturing technologies, level of automation and
integration of the process, Production Management system, level of knowledge of opera-
tors about the process, technology and maintenance, and the experience of maintenance
personnel. Subsequently, in order to obtain an index able to reflect the complexity of MM in
the company, a Likert scale was used to weight the factors according to the characteristics
of the production system in the analyzed company. Although not as complete and complex
as the proposals presented in this paper, the authors found the work in [18] to be useful
and to work as a nice inspiration for our own proposals.

Similarly, the research in [16] presented an empirical study that evidenced that the
way of managing maintenance was different between companies that emphasized different
competitive manufacturing priorities. This was attributed to the fact that different business
objectives required different levels of emphasis on maintenance related terms.

In [8], the authors developed a multi-attribute decision-making model for selecting
the most appropriate maintenance system for the organization. The selection was based
on the impact of each maintenance system on the performance of the organization. It was
described from a set of criteria: the level of use of the equipment and the workforce, the
reduction of defects of the product, of the process, and rework, the increase of average time
between failures, and the reduction of the maintenance costs, the delays in the deliveries,
the number of accidents, among others.
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On the other hand, in [11], a framework that integrates the fundamental elements of
the maintenance flexibility concept was proposed. According to these authors, business
objectives decide on the maintenance strategy, and thus maintenance tasks must change in
consonance with business objectives changes. These changes in maintenance tasks will in
consequence define modifications in the same maintenance system and processes, which
lead these authors to conclude a review of the infrastructure that supports the maintenance
service, the information systems, and the education and training plans, is also required.

All of the elements mentioned above demonstrate the need to manage PM and MM
processes in an integrated manner, and furthermore, they highlight the fact that the empha-
sis on the need for integration varies according to context. In this sense, the development
of a method capable of evaluating how significant it is to maintain an adequate level of
PM—MM integration, in a given company, would allow us to objectively demonstrate
to the parties involved (mainly the production and maintenance managers) the need to
deploy a decision-making process that is coherent and synergistic. All of it seeking to
obtain the global optimum in the performance of the Production—Maintenance system, as
a whole, instead of trying to generate a local optimum within each subsystem, which could
be detrimental to the overall effectiveness and performance of the company.

Based on these considerations and detailed analysis of the relevant and related states of
the art and practice, the present paper introduces a novel framework to direct the activities
of evaluation, weighting, and aggregation of a group of indicators (attributes) as the base
for obtaining an index that allows qualifying, in a linguistic domain, of the importance of
PM—MM integration. At the same time, this framework includes a new methodology to
evaluate the consensus of experts and uses linguistic terms with a triangular membership
function. It is meant to overcome some deficiencies of previous models in which the index
that was to characterize the consensus and did not adequately reflect the levels of proximity
or distance between the linguistic terms emitted by an expert during the evaluation of
attributes [19–21].

On the other hand, since the method selected for obtaining the weights together
with the recursive character of the linguistic term aggregation operator used (LOWA
operator) causes that the weight of the element to be added in each iteration i tends to
be dominated by the one obtained in iteration i − 1, even if this element were to have a
high real relative importance, the authors have decided to overcome this deficiency by
introducing a parameter that quantifies the distance between linguistic terms into the
expression determining the consensual relationship. Such a parameter has a triangular
membership function. Furthermore, the authors also propose a new way of obtaining the
components of the vector of weights used in the aggregation, so that in each iteration i
the weight of the attribute to be aggregated reflects the real comparative importance of
it with respect to the average relative importance of the attributes already aggregated in
previous iterations.

The reminder of this paper is structured as follows: Section 2 presents a set of novel
indicators to assess the different dimensions of the importance of PM—MM integration,
while Section 3 details a novel framework designed to evaluate, weight, and aggregate
the defined indicators. Given the qualitative nature of some of the proposed indicators,
the evaluation process of these is based on the use of Ordinal Fuzzy Linguistic Modeling
(OFLM), and after the aggregation phase, it is possible to obtain a general index that
characterizes the importance of the PM—MM integration in the company under question,
i.e., a Production–Maintenance Integration Index (PMII). Subsequently, Section 4 presents
the results of the application of the proposals in a workshop of the Cuban mechanical
industry, while at the end, Section 5 is dedicated to the conclusions and some suggestions
for the development of future work on this subject.
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2. Proposal of a Set of Indicators for Evaluating the Importance of the
PM—MM Integration

Although in the states of the art and practice the authors could not find a proposal
of indicators for specifically evaluating the integration level between PM and MM, the
theoretical elements analyzed in the previous section as to the relationship Production—
Maintenance serve as a strong base in the definition of such a set of indicators, by applying
a deductive process. It is a proved fact that, in highly automatized plants, the importance
of the PM—MM integration is more critical that in those intensive in manpower [11,13–16].
This reason leads us to think that the automatization level is an element that should be
taken into account in the set of indicators. On the other hand, considering the fact that
some authors point out that companies with different competitive priorities generally
follow different maintenance strategies [7,11,15], then a competitiveness-driven approach
is another of the indicators to be proposed.

A study presented in [7] showed that the integration between production and mainte-
nance plannings was more significant in production settings in which the failures’ conse-
quences were higher. This study also revealed that, as the maintenance cost increases in
relation to the production cost, the savings derived from integration are reduced. If taking
this fact into consideration, it is then useful to consider a group of elements that, at the
floor shop level, characterizes and explains the failure consequences; likewise, it is also
important to consider other elements linked with maintainability, which condition and
determine the throughput, availability, and costs. In this sense, in terms of elements that
highlight the need for the PM—MM integration, the authors of this paper also decided
to consider others such as the impact of maintenance-related downtimes or stops over
production goals; the rate of maintenance interventions that should be executed over a
stopped machine; the complexity of reparations; and the level or extent of technical service
required by the equipment.

On the other hand, as factors that decrease the need of the PM—MM integration,
because of the reduction they lead to in terms of the failures’ negative operational conse-
quences, the authors of this paper have identified others, such as the existence of redundant
equipment or alternative production lines [14], and the availability of resources for execut-
ing the maintenance activities [11].

From the organizational point of view, the implementation of a process-based manage-
ment strategy requires an adequate coordination and integration between all the processes
and systems of the company, being a particular case of those related to production and
maintenance. For this reason, another of the proposed indicators is the recognition of the
need to adopt process-based management.

According to the opinion of the authors of this paper and also of those in [13], the
existence of common material resources for production and maintenance promises a higher
PM—MM integration to eliminate the redundancy of information and informatic modules
that manage these resources. For this reason, the proportion of material resources that are
common to Production and Maintenance is another of the proposed indicators in this paper.

Based on all previous considerations, Table 1 presents a general proposal of unique
and novel indicators that are the base and lead to the subsequent proposal of an index for
evaluating the importance of the PM—MM integration in a company. Table 1 also presents
a brief description of each of the indicators and the theoretical conceptions behind these.

The evaluation of each indicator will be either qualitative or quantitative and will
depend on the own nature of these, given that indicators such as a competitiveness-driven
approach could be hardly quantified while others such as the proportion of material
resources that are common to Production and Maintenance can be easily expressed in
numbers. In this sense, the research in [19] developed a model for the management of
heterogeneous information in which data could be linguistic or numeric within the interval
(0; 1). However, this work did not detail a way of normalizing quantitative indicators that
could be expressed in a different interval or whose goal or ideal value could correspond to
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the minimum or intermediate value within the interval. This gap is something that will be
also addressed within the proposals in this paper.

Table 1. Proposed indicators for evaluating the importance of the PM—MM integration.

Indicators Theoretical Conceptions

1. Automatization level In processes highly depend on equipment, the need of integration is higher than in
those manpower-based processes [11–16].

2. Competitiveness-driven approach Companies with different competitive priorities follow different maintenance
strategies [11,16].

3. Rate of interventions with
stopped machine

If this results in a high value, the maintenance strategy should focus more on
reducing the mean time between interventions. It requires higher coordination
between both departments to take advantage of opportunity windows in the
production program.

4. Complexity of the reparations As maintainability decreases, the integration between both systems should
increase to reduce the negative impact over availability.

5. Impact of maintenance stops over
production goals

This has to be considered by the maintenance department in order to develop
prevention or consequences’ reduction strategies, definition of critical equipment,
among others. According to [15], functional areas with low to no buffers should
work in a coordinated way, otherwise small equipment interruptions can affect the
whole system.

6. Proportion of material resources
common to production
and maintenance

This should be considered in order to eliminate problems caused by information
redundancy. The higher its level, the higher the needs of integration in areas such
as inventory and suppliers’ management, design, and implementation of IT
solutions in both systems, etc. [13].

7. Level of technical Service required by
the equipment

If it is high, it demands higher integration, which can lead to development of an
autonomous maintenance and/or outsourcing maintenance strategy.

8. Recognition of the need to adopt
process-based management

As with the competitiveness-driven approach, the processes-based management
approach forces the integration in the management of these processes, being a key
and a particular case of the processes of PM and MM.

9. Resource availability for maintenance
It is one of the elements that supports maintenance quality [11]. If it results in a
high value, the need for integration decreases. Otherwise, it indicates the need for
a coordinated work in the search of strategies to reach the required availability.

10. Existence of redundant equipment

This decreases the tensions in reaching coordination between production and
maintenance planning, because it avoids process interruptions by unexpected
breakdowns or planned maintenance interventions that can overlap with
production orders [14].

3. Framework for the Evaluation, Weighting, and Aggregation of Indicators
Characterizing the Importance of the PM—MM Integration

This framework includes evaluation, weighting, and attribute aggregation modules,
which allow us to obtain a general index that characterizes the importance of PM—MM
integration in a company (PMII), see Figure 1. For the sake of a better understanding, each
of the framework’s steps will be described next:

3.1. Setting of the Goals

The goal values of the parameters that characterize the efficiency of the evaluating
and weighting processes are set in this step.

3.2. Module I: Evaluation of the Attributes

This module uses the defined attributes (indicators) and the necessary information for
their evaluation as input data. It includes the evaluation process and the quality analysis of
this process itself, which is performed through the determination of a consensus degree
or index. The output of this step is a set of evaluated attributes (indicators) in accordance
with their current state and values in the company under study.
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3.2.1. Analysis of the Attributes and the Available Information for Their Evaluation

By considering and assessing the uncertainty level of the available information, it is
possible to specify which indicators are to be evaluated in a qualitative way (linguistically),
through the expert’s judgment, and those which will be evaluated in a quantitative way.
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3.2.2. Selection of the Evaluation Method for the Qualitative Indicators

The Ordinal Fuzzy Linguistic Modeling approach will be used as the evaluation
method for the qualitative indicators. This decision is based on its capabilities for the
treatment of the uncertainty and vagueness existing in the linguistic information provided
by the experts [19–25]. The evaluation scale will be formed by a set of seven terms or
linguistic labels, these are: null (n), very low (vl), low (l), medium (m), high (h), very high
(vh), perfect (p), as shown in Figure 2. Readers of this paper are also kindly invited to check
the content of [26], where these authors made a really complete and complex analysis on
the Consensus Reaching Process for the modeling of experts’ linguistic preferences.
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For the definition of the linguistic terms’ semantics, a triangular membership function
of the type (µA(x)) will be used, as it appears in Equation (1), see [24]. All of these terms
will be represented through triangular fuzzy numbers with the parameters a1, a2, and a3, as
is also shown in Figure 2.

µA(x)=



0 i f x < a1

x − a1

a2 − a1
i f a1 ≤ x ≤ a2

a3 − x
a3 − a2

i f a2 ≤ x ≤ a3

0 i f x > a3

(1)

By setting S as the set of terms or linguistic labels we have the following:
S0 = null (n), S1 = very low (vl), S2 = low (l), S3 = medium (m), S4 = high (h), S5 = very

high (vh), S6 = perfect (p).

3.2.3. Preparation of the Experts for the Qualitative Evaluations

The content of each indicator will be explained to the experts. This is performed in
order to warranty that each expert is able to establish an adequate match between the
linguistic terms in the scale and the possible states of the indicator under assessment.

3.2.4. Evaluation of the Qualitative Indicators

Experts will assign to each indicator the linguistic term (label) of the scale S that, in
accordance with their assessment, better and more objectively represents their current state
in the company.

3.2.5. Consensus Evaluation

The authors in [20] proposed a good and well-accepted methodology for determining
the consensus in a linguistic context, which is based on the calculation of one parameter
called consensus relation (CR) and the subsequent application of a linguistic quantifier
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over the obtained numerical value. However, although their approach and methodology
allow us to evaluate the distance between the different assessments given by each expert
and a collective opinion measure, it does not consider how close to each other the linguistic
terms selected and assigned by the own expert can be, and for this reason, the CR would
be the same in case of existing, within the group of experts, assessments of the type vl and
vh, or h and vh, with these last two terms consecutive ones in scale where, logically, the
consensus level would be expected to be higher.

In addition, when analyzing this research, it could be also noted that, when con-
secutives linguistic terms with cardinalities higher than 1 coexist, the consensus relation
produces a low consensus level if the linguistic quantifier named “much” is used. This
manifests a lack of coherency with the evaluation’s results if the linguistic terms’ proximity
is taken into account, because of the fact of being consecutive values in the proposed scale.

Taking into consideration the above-mentioned facts, this section introduces the pro-
posal of a methodology that overcomes the above-mentioned drawbacks or limitations. It
includes the following steps:

1. To obtain a vector vj
si for each indicator (attribute) j, whose components are the

linguistic terms si ∈ S established by the group of experts as a measure of the
evaluation of the indicator j.

2. To obtain the quantity (G) of experts’ subgroups that is formed withing the group, in
accordance with the coincidences in their evaluation of the attribute j:

G= #
(

vj
si

)
∀ si ∈ S (2)

where # represents the cardinality of the vector vj
si.

3. For each linguistic term si ∈ S of the vector vj
si, to obtain the number of experts msij

that coincided in the assignation of it as the attribute j’s evaluation measure.
4. To obtain the experts proportion (psi) that coincided in assigning the linguistic label

(term) si as the attribute j’s evaluation measure:

psi=
msij

m
(3)

where m refers the number of experts.

5. To calculate the consensus relation (CR) using the following expression:

CRi =



1 i f G = 1
G
∑

j=1
p2

si i f G = 2 and the 2 linguistic terms are consecutive ones(
G
∑

j=1
p2

si

)(
dmin

d

)min(psij)
i f non − consecutive linguistic terms exist

(4)

where:

CRi: consensus relation reached by the experts in evaluating the indicator j.
psi: expert proportion that coincided in assigning the term sii as measure of the indicator j.
G: subgroup of experts formed in accordance with the coincidence in the utilized term for
evaluating the indicator j.
dmin: normalized minimum distance between G consecutive linguistic terms of the scale.
d: normalized mean distance between the non-consecutive terms (si) of the scale employed
the experts for evaluating the indicator j.
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Given that a triangular fuzzy number A, with parameters a1, a2, and a3, can be
represented in accordance with the concept of the confidence interval of level α in the
following way [27]:

Aα = [aα
1 , aα

2 ] = [ a1 + (a2 − a1)α, a3 − (a 3 − a2)α] (5)

then, the normalized distance between two triangular fuzzy numbers A and B will be
determined by Equation (6), as used in [27]:

d(A, B) =
1

2(β2 − β1)

1∫
0

(|aα
1 − bα

1 |+ |aα
2 − bα

2 |)∂α (6)

where:

d(A, B): normalized distance between the fuzzy numbers A and B both with a triangular
membership function.
β1: min[a1A; a1B].
β2: max[a3A; a3b].
aα and bα: representation of the triangular fuzzy numbers A and B, respectively, based on
the confidence interval concept of level α(α − cut).∣∣aα

1 − bα
1

∣∣: distance to the left between the triangular fuzzy numbers A and B.∣∣aα
2 − bα

2

∣∣: distance to the right between the triangular fuzzy numbers A and B.

For obtaining dmin, the distance among all the subsets of consecutive terms of size G
that are generated starting of a subset of size seven is to be determined first. This has to be
performed in accordance with the used evaluation scale (see Figure 2). Then, the one with
the shorter distance is to be selected.

dmin= min
(
dgi
)
∀i = 1, . . . , N (7)

where N refers to the number of subgroups of consecutive terms of size G that can be
generated starting of seven terms, and dgi the normalized mean distance existing among
the G linguistic terms of the group i.

6. To select a linguistic quantifier that will represent the fuzzy majority concept.

A linguistic quantifier is a fuzzy subset Q that, for any value r ∈ R+ Q(r) indicates the
grade, level, or extent to which the value r satisfies the concept represented by the same Q.
For more information on this, readers are kindly invited to check the vast study presented
in [20].

7. Determination of the consensus level (CLj) reached over each attribute j.

The equation to use is the following:

CLj= Q2(CRj
)

(8)

Q2( CRj
)

can be obtained using Equation (9):

Q2(CRj
)
=


l0 i f CRj < a

li i f a ≤ CRj ≤ b
lu i f CRj > b

(9)

With l0 and lu the minimum and maximum linguistic terms, respectively, of the
employed linguistic terms set S, and a and b the minimum and maximum values of the
quantifier’s domain.

li = Sup lq ∈
{

lq
}

(10)
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With

M =

{
lq ∈ L : µlq(CRj) = Supt∈J

{
µlt

(CRj − a
b − a

)}}
(11)

j is the S linguistic terms set’s cardinality.

8. Determination of the global consensus level (GCL) obtained in the evaluation of the
attributes’ set.

This GCL will be calculated by using the following equation:

GCL= Q2

(
∑n

j=1 CRj

n

)
(12)

With n the number of attributes (indicators).
Next, the steps for evaluating the quantitative indicators are also presented.

3.2.6. Gathering and Processing of the Data

In this step, quantitative data are collected for evaluating this kind of indicator, in
addition, a reference threshold value is also established for each indicator that allows
evaluation of its significance.

3.2.7. Normalization and Homogenization of the Quantitative Indicators

The normalization process will take place using the next equation, which is also an
original proposal within this paper:

Vnj = 1 −

∣∣∣Vrj − Vmj

∣∣∣
Vrj

(13)

Vnj: indicator (attribute) j’s normalized value.
Vmj: current value of the indicator j.
Vrj: reference value of the indicator j.

Subsequently, the normalized values should be homogenized so that they are ex-
pressed in the same scale, which appears in the previous Figure 2. For these purposes, the
previously presented linguistic quantifier Q2 will be applied over the values Vnj.

3.2.8. Final Evaluation of Each Attribute

The final evaluation of each qualitative attribute will be obtained by aggregating the
linguistic terms emitted by the experts as a measure of its evaluation, and this only if an
adequate consensus level has been demonstrated. For such aggregation purposes, there
are various aggregating operators that directly operate over the set of linguistic labels,
see [21,23,24]. Various of these operators are based on the well-known Linguistic Ordered
Weighted Averaging operator (LOWA) and others, such as LAMA. However, they all imply
complex calculations that might restrict their application’s efficiency. In this sense, for the
purposes of the present research and based on the authors’ long-term experience in this area,
the sole application of the LOWA operator with some modifications and improvements to
it, that are proposed later in this paper and help in obtaining the weight vector, seems to be
sufficient. The mathematical apparatus and explanation behind this operator are shown as
follows [23]:

ϕ(a1, . . . , am)= W. BT= Cm{wk , bk, k = 1, . . . , m} = w1 ⊗ b1 ⊕ (1 − w1)⊗ Cm−1{βh , bh, h = 2, . . . , m
}

(14)

where W is a weight vector [w1, . . . , wm] such that wi ∈ [0; 1] and ∑ wi = 1;
βh = wh

∑m
2 wk

, h = 2, . . . , m. B = b1, . . . , bm is a vector associated to A such that

B = σ(A) = (a(σ1), . . . , a(σm)), being a
(
σj
)

< a(σi) ∀i ≤ j.
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Similarly, σ is a permutation defined over the set of terms A, while Cm is the m label
convex combining operator, defined by the authors in [28].

For m = 2 we have the following equations:

C2{wi , bi , i = 1; 2} = w1 ⊗ sj ⊕ (1 − w1)⊗ si= sk; si, sj ∈ S(j ≥ i) (15)

k can be obtained using Equation (16):

k = min{T, i + round(w1.(j − i))} (16)

With S the linguistic term set to be aggregated with cardinality T + 1.
Usually, the weight vector W is calculated by some quantifier, however, in this work,

obtaining of the weights is proposed to be performed based on the cardinality of each of
the terms to be aggregated, and this in accordance with the aggregation concept that it is
commonly addressed and used for the majority operators without a quantifier [22]. This
way we have:

wi = fi(bi, K, bn)

=
γ

δmin
i

θδmax .θδmax−1
.θδmin+1

.θδmin
+

γ
δmin+1
i

θδmax .θδmax−1
.θδmin+1

+ . . .

+
γδmax

i
θδmax

(17)

where:

bi: i-th element of the term set to be aggregated, ordered in an increasing way in accordance
with its cardinalities.
δi: Cardinality of the element i.

γK
i =

{
1 i f δi ≥ K
0 otherwise

(18)

θi is calculated using Equation (19):

θi =

{
(number o f elements with cardinality ≥ i) + 1 i f i ̸= δmin

number o f elements with cardinality ≥ i otherwise
(19)

Because the aggregation process based on the LOWA operator is an iterative one, in
which in each iteration element of the B linguistic term set is aggregated with the result
obtained in the previous iteration, it happens that, in each iteration i, the term’s weight to
be aggregated tends to be dominated by the linguistic term’s weight that was obtained as a
result of the aggregation in the iteration i-1. This fact occurs because the term obtained as
result in the iteration i − 1 is to be aggregated in the iteration i with a weight value that
constitutes the cumulated weight of all terms that have been aggregated until this iteration
i − 1.

In this regard, the authors of this paper propose a modification to the way of obtaining
the weight vector βh, where it is achieved that the weight value of each element reflects the
relative importance previously calculated for it with respect to the mean relative importance
of the elements that preceded it in previous iterations. The following expression (20)
introduces the calculation method for this vector. This also constitutes a scientific added
value in the form of an own proposal of the author’s in this paper.

βh =

{
wh(m−h)

wh(m−h)+∑m
i=h+1 wi

i f h = 1, 2, . . . , m − 1

1 − βm−1 i f h = m
(20)

where:

βh = [β1, β2, . . . , βm] is a weight ordered vector associated to A such that: wβi ≥ wβ j ∀ i < j.
m: number of linguistic terms to be aggregated.
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Now, considering the previous steps, the LOWA operator will be used, taking into
consideration the previous weights ( ϕF); while the reordering of the vector B will be now
performed in a non-increasing way, in accordance with the new weights values (βh) of the
terms to be aggregated.

In the case of the quantitative attributes, the evaluation will be obtained directly from
the previous step once the quantifier Q2 is applied over the homogenized value (Vh j

)
.

3.2.9. Analysis of the Evaluation Process Results

In this step, the obtained evaluations will be presented to the experts with the aim of
verifying their agreement with the results.

3.3. Module II: Weighting of the Attributes

This module uses as input information the operational characteristics of some of the
used methods for the weights’ calculation, the same nature of the attributes to be weighted,
while it is also supported by the addition and use of some informatic application to ease the
computing. The main processes developed in this module are the same weighting process
and the evaluation of the weighting process quality. The final weight of each indicator is
the final output of this part of the proposal.

3.3.1. Selection of the Weighting Method

In this case, the Fuller’s Triangle method see [29] is proposed to be used with a light
modification made by the authors of this paper. The modification lies on its comparison
scale and allows the possibility of assigning the same importance to two compared at-
tributes and, also, to compute the consistency level achieved during the comparison of
attribute pairs. The established scale for the attribute’s paired comparison is as follows:

aij = 2 if the attribute i is considered more important than the attribute j.
aij = 1 if the attribute i has the same importance as the attribute j.
aij = 0 if the attribute i is considered to be less important than the attribute j.

3.3.2. Preparation of the Group of Experts for the Weighting

Each expert will be instructed on the characteristics that the attributes will be compared
upon. In this case, the relative importance of one indicator over another one will be
determined as a result of how this indicator sees and assumes the importance of the
PM—MM integration.

3.3.3. Realization of the Paired Comparisons

This step defines the way to perform the comparisons between pairs of attributes.
There are two possibilities: (1) to obtain the experts’ evaluations in an independent way or
(2) to obtain these in a joined fashion. It is important to consider any doubts or questions the
experts may have with respect to the content of the indicator given that it may significantly
influence the weighting process.

3.3.4. Evaluation of the Consistency Index

In this step, all the possible triplets are generated from the attributes’ set, and, on the
basis of the rules that are next specified, the inconsistency level and the inconsistency units
present in each attribute triplet are subsequently defined.

1. Total inconsistency. It is defined when, in a triplet of attributes, the transitivity
principle is totally violated, and this is based on the comparison scale that is proposed,
for instance: if it occurs that aij = 2, ajk = 2, and aik = 0, in this case, the triplet is
assigned or given one inconsistency unit.

2. Partial inconsistency. It is defined when in, a triplet of attributes, the transitivity
principle is partially violated, for instance: if it occurs that aij = 2, ajk = 2, and aik = 1,
in this case, the triplet is assigned or given 0.5 inconsistency units.
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3. Consistent. Consistency is assumed when it is not possible to confirm that partial or
total inconsistencies are present. In this case, we do not assign inconsistency units to
the triplet.

The consistency index (CI) is calculated according to the fallowing equation:

CI = 1 − ∑T
i Uici

T
(21)

where:

Uici : units of inconsistency assigned to the attributes’ triplet i.
T: number of triplets that are generated by a set of n elements.

T=
n!

3!(n − 3)!
(22)

With n the number of compared attributes (indicators).
In case the paired comparisons have been performed in an independent way by each

expert, then the concordance level reached by these is to be calculated, for which Kendall’s
concordance coefficient is to be evaluated. In addition, in this case, it is also needed to
execute a hypothesis test with respect to the experts’ preferences agreement.

3.3.5. Computing of the Weight of Each Attribute

The Simple Ordering method is proposed for use in this step. This method has proved
to be an efficient one in this kind of study, see [30]. If the indicators’ paired comparisons
were performed in an individual way by each expert, the range’s mean value would be
assumed, and starting from it, a given score will be assigned to each attribute. The authors
in [30] back in 2014 presented a methodological tool addressing how to specifically carry
out the integration between the Production and Maintenance Management processes at a
tactical level. The proposal incorporated elements of the Reliability Centered Maintenance
(RCM) philosophy, the Value Analysis, the Ordinal Linguistic Fuzzy Modeling (OFLM),
and the Theory of Fuzzy Control. Both the current research and that previous one keep a
clear relation although addressing different phases of the whole PM—MM integration.

3.3.6. Analysis of the Results of the Weighting Process

The group of experts will analyze the results and determine if these correspond to the
expected differences among the attributes. This will be performed based on the defined
feature taken as reference for the weighting itself, i.e., the need for the PM—MM integration.

If there were marked differences, the effectiveness of the steps up until this point will
be checked. Otherwise, if results are considered adequate ones, then the methodology
moves into the aggregation module, which is presented next.

3.4. Module III: Aggregation of the Attributes

The set of previously evaluated and weighted attributes constitute the input values
for this module. The aggregation process, and the obtaining of a main index that defines
the level of importance of the production—maintenance integration (PMII)—is the final
output of this module.

3.4.1. Definition and Verification of the Optimality Criterion

The optimality criterion will be of the maximum type, which implies that the over-
all accomplishment of each indicator requires the complete achievement of the concept
expressed by the same index PMII. In this sense, the negation operator “Neg” will be
applied over the linguistic label that defines the evaluation of those attributes whose raised
satisfaction levels imply a low accomplishment of the PMII index.

Neg(si) = sj
∣∣ j = g − i (23)
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3.4.2. Aggregation of the Attributes

The aggregation of the attributes for obtaining the PMII will be realized using the
LOWA operator. This will take place using the weights obtained in the second module of
the framework. As the application of this operator requires the ordering of the indicators
in non-increasing way, in accordance with their weights, in the case of the coexistence of
indicators of equal weight values, subsets of these will be created in order to perform partial
aggregations of such subsets, generating the weights in accordance with the cardinalities
of the terms to aggregate. After this step, the result of these partial aggregations is to be
substituted in the initial set of attributes to then perform the global aggregation finally.
This strategy we have proposed is different to other approaches in the literature in which
the application of the LOWA operator does not consider the possibility of some indicators
having equal weight. In addition, in such proposals, the ordering is made arbitrarily, which
might produce inconsistent results in many of the cases.

3.4.3. Analysis of the Obtained Result

A qualitative analysis of the obtained result will be carried out at this stage of the
methodology in order to determine if it corresponds with expectations. If there are incon-
gruencies in this comparison, the effectiveness of previous steps is to be checked.

4. Results and Discussion
4.1. A Brief Description of the Case Study

The case of study belongs to a manufacturing plant of the Cuban mechanical industry.
This plant is dedicated to the production of equipment and spare parts of high priority
for the country’s economy given that these are mostly used in the sugar, metallurgic,
mining, oil, and construction materials industries, to just cite the main ones. The plant
produces items such as reducers, rockers, mills, etc., and its manufacturing priorities are
directed towards the production cost and delivery time reductions. The plant has a total of
36 machines with a high automatization level.

4.2. Results of the Framework Application

When analyzing the defined set of indicators presented in Table 1, it was decided that
the 3rd and 6th ones would be evaluated in a quantitative way, due to the existence of
data in the plant, and also the possibility of establishing objective values (goals) for them.
The remaining ones were evaluated in a linguistic way. The minimal thresholds to meet
in terms of the consensus and consistency indexes were the linguistic term (label) “high”
and the value of 0.8, respectively. The results obtained for the indicators evaluated in a
qualitative way are the first to be presented next.

Each expert began by assigning each indicator the linguistic label that, in accordance
with his/her opinion, represented its current state within the company. The results are
shown in Table 2, where the indicators appear numbered in the first column in the exact
order they were referred to in Table 1, while the eight selected experts (E1, . . ., E8) appear
in the first row. On the other hand, Table 3 shows the result of the main parameters
that determine the consensus level (CLj) achieved in the evaluation with respect to each
indicator j, by using the linguistic quantifier “much”, with parameters a and b having
values of 0.3 and 0.8, respectively.

For the sake of comprehension and demonstrative purposes, an exemplification of the
computation of the parameters that determine the consensus level is presented next for the
case of the indicator 1. The psi1 values are as follows:

pn1 = pmb1 = pb1 = pm1 = p = 0
8 = 0,

p = 6
8 = 0.750,

pp1 = 2
8 = 0.250.
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Given that, in this case, according to the used scale, the linguistic terms are consecutive
ones, by considering Equation (4) we have that:

CRi = 0.752 + 0.252 = 0.625

Table 2. Evaluations given by the experts to the indicators.

Indicators E1 E2 E3 E4 E5 E6 E7 E8 F.E

1 vh p vh vh vh vh vh p vh
2 h h m h h vh h h h
4 vh vh h vh vh vh h vh vh
5 h h h h p h h h h
7 h h h h h h h h h
8 h h h l m h h h h
9 m m m l m m m m m

10 h m h h h h m h h

Table 3. Achieved consensus levels in the evaluation of the qualitative indicators.

Indicators vj
si

G pnj pvlj plj pmj phj pvhj ppj CRj CLj

1 {vh, p} 2 0 0 0 0 0 0.750 0.250 0.625 h
2 {m, h, vh} 3 0 0 0 0.125 0.750 0.125 0 0.593 h
4 {h, vh} 2 0 0 0 0 0.250 0.750 0 0.625 h
5 {h, p} 2 0 0 0 0 0.875 0 0.125 0.73 vh
7 {h} 1 0 0 0 0 1 0 0 1 p
8 {l, m, h} 3 0 0 0.125 0.125 0.750 0 0 0.593 h
9 {l, m} 2 0 0 0.125 0.875 0 0 0 0.781 p

10 {m, h} 3 0 0 0 0.250 0.750 0 0 0.625 h

Similarly, in order to obtain CL1, Equation (8) was implemented using the linguistic
quantifier “much”, whose a and b values were 0.3 and 0.8, respectively.

Before using Equation (10) to obtain the value of li, it was necessary to first determine
the vector M, which is integrated by those linguistic labels that accomplish or meet the
condition defined through Equation (9). In this sense, it was also necessary to determine
the membership of the following value with respect to the linguistic terms appearing in
Figure 2. (

CR1 − a
b − a

= 0, 65
)

.

In this regard, by using Equation (1), it is possible to see that this value presents a
membership grade of 0.12 to the linguistic term “medium" (m), 0.88 to the linguistic term
“high” (h), and 0 to the remaining terms of the scale. This way, we can conclude that the
vector M consists of only one linguistic term, in this case “high”, which coincides with the
li value and, at the same time, with the consensus level value reached by the experts when
evaluating the indicator 1.

As appreciated in Table 3, in all of the cases the obtained consensus level was equal to
or higher than the linguistic term “high”. This leads to the conclusion that the demanded
quality level for the qualitative attribute evaluation process was met. In the execution of
the step 8 of the methodology for obtaining the Global Consensus Level (GLC), we first
determined the CR through the CRj values, see Table 3. In this case, we obtained the
following value:

CR=
∑10

j=1 CRj

10
= 0.689.

By applying the linguistic quantifier Q2 to this value, in accordance with Equation (12),
then we have that the GCL is “very high”, i.e., GCL = vh.
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It is important to emphasize the fact that our proposal for determining the consensus
relation (CR), unlike others, for instance the one presented in [20], has an inclusive character,
that is, it considers the opinions of all involved experts and, even more important, it is also
sensitive to the proximity among the linguistic terms emitted in evaluation process, as is
appreciated when comparing the CR results and the corresponding CL value in the case of
the indicators 5 and 9.

In the case of these indicators, it can be seen that there is the same balance in terms of
the proportion of experts who provide one or another linguistic label as a measure of the
evaluation of both indicators, regardless of whether the linguistic labels used to evaluate are
not the same for the indicator. In the case of indicator 5, 87.5% of the experts consider that it
is at a “high” level and the 12.5% consider that it is in another state, “perfect”. Similarly, in
the case of indicator 9, 87.55% of the experts consider that said indicator is in one state and
12.5% of the members consider that it is presented in another evaluation state. However,
since our proposal takes into account the proximity among the linguistic terms (labels),
and the labels used in evaluating indicator 9 are closer than those used for indicator 5, then
CR5, and consequently CL5, are also lower than CR9 and CL9 respectively.

For both of these indicators the cardinality of the vector vj
si is the same, even the psi1

values for the emitted labels in each case are equal, however, given that the proximity
among the labels through which indicator 5 was evaluated is inferior, then the CR5 value
is lower than the corresponding one to CR9. This fact would not have been detected nor
considered if we had simply applied the methodology proposed in [20], in which case the
CR value would have been equal to 0.875 for both indicators. This is, again, another of the
added values of the presented research.

Another important aspect also lies in the same selection of the proportional linguistic
quantifier. Here, it is necessary to find an adequate trade-off between accuracy and ap-
plication cost, given that the results of CL might be overvalued if the quantifier “At least
half” were to be used, or otherwise undervalued if the linguistic quantifier “All” were to be
used instead.

The final evaluation of each indicator was obtained using the LOWA operator, as
indicated in step 9 of the proposed framework. For the sake of comprehension and demon-
strative purposes, an exemplification of the computing or determination is presented next
for the case of indicator 1. In Table 3 it is possible to see that the evaluation vector of
indicator 1 includes the terms p and vh, with cardinalities of 2 and 6, respectively, which
relate to and constitute the values S6 and S5 of the used scale’s term set. According to
Equation (17), the weights’ vector (w) can be calculated as follows:

wp =
1

2 × 2
= 0.25,

wvh =
1

2 × 2
+

1
2
= 0.75.

For the case of two linguistic terms to be aggregated, the adjusted weight vector βh
coincides with the vector W, which is calculated by means of Equation (17). In accordance
with Equation (14), the LOWA can be represented as follows:

ϕF(vh, p) = w1 ⊗ si ⊕ (1 − w1)⊗ sj = 0.25 ⊗ s6 ⊕ (1 − 0.25)⊗ s5 = sk.

At the same time, and as mentioned before, this operator requires the non-increasing
ordering of the linguistic terms, in accordance with their semantic, and therefore w1 consti-
tutes the weight associated to the term bi (the term with the higher semantic value), while
1 − w1 represents the weight associated to bj (the term with the lowest semantic value). By
substituting this into Equation (14), k can be determined, and with it, the linguistic term
(sk) resulting from the aggregation.

k= min{6, 5 + round(0.25 ∗ (6 − 5))} = 5,
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sk = vh.

The linguistic values defining the evaluation of the remaining qualitative indicators
were also determined in a similar way. These results can be appreciated in the last column
of Table 2.

Next, the framework continues with the evaluation of the quantitative indicators,
in this case the 3rd and 6th ones. In the case of the 3rd indicator, at the moment of the
realization of this study in the company, it was well known that it behaved and reached
values of around 90%; however, the defined reference value for it was 100%. As for the
6th indicator, it was also known that 25% of the production resources could be used in
equipment repairs, however, the experts defined 30% as the reference value in this case. By
implementing Equation (13), the following normalized values were obtained:

Vn3 = 1 − |1 − 0.90|
1

= 0.90,

Vn6 = 1 − |0.30 − 0.25|
0.30

= 0.83.

On the other hand, the linguistic quantifier “All” was used for the homogenization
process with a and b values equal to 0.5 and 1, respectively. Similarly, by making use of
Equations (11) and (10) for the values Vn3 and Vn6, it was possible to determine, in the
case of indicator 3, that the M vector included only one element (vh), for that reason, this is
the linguistic term that defines its evaluation. In the case of indicator 6, the M vector only
included the term h, which also corresponded to its evaluation.

All these results were presented to the experts, and it was concluded that there was an
adequate correspondence among the obtained evaluations for each indicator and its current
state in the production plant. Subsequently, the application of the framework proceeded
with module II. The paired comparisons between indicators were performed by the experts
in a joint way, by using the approach described in steps 11 to 13 (see Sections 3.3.1–3.3.3).
The results are shown in Figure 3.

As the paired comparisons were performed by the group of experts in a joint way, the
weighting process quality was analyzed only by the consistency index. The number of
triplets with total inconsistency was five, for instance, the triplet 2-4-8 to just cite one. The
number of triplets with partial inconsistency was 21, for instance, the triplet 1-5-7 to just
cite another one.

Similarly, making the necessary substitutions in Equation (21), it was also possible to
determine the consistency index achieved whose value was 0.87. This value was higher
than the minimal established value of 0.8. In Table 4, is also possible to appreciate the
weight of each indicator, obtained by the Simple Ordering method.

Table 4. Weight of the indicators.

Indicators Score Range Weight

1 17 10 0.182
2 6 4 0.072
3 4 2 0.036
4 7 5 0.091
5 15 8.5 0.155
6 10 7 0.127
7 8 6 0.109
8 5 3 0.055
9 15 8.5 0.155
10 3 1 0.018
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Having, at this point, the evaluation and weight of each indicator, it was time to pro-
ceed with the aggregation process, which is detailed in the third module of the framework
and leads to the obtaining of the PMII index. Before doing this, it was first necessary to use
the negation operator over indicators 9 and 10, given that these were inversely proportional
to the PMII index itself. Table 5 summarizes the final evaluation of each indicator, the
linguistic term to be aggregated, as well as their weight values.

Table 5. Term to be aggregated and weight of each indicator.

Indicators Evaluation Term to Aggregate Weight

1 vh vh 0.182
2 h h 0.072
3 vh vh 0.036
4 vh vh 0.091
5 h h 0.155
6 h h 0.127
7 h h 0.109
8 h h 0.055
9 m m 0.155
10 h l 0.018

The n fixed-weight values to aggregate using the LOWA operator (ϕF) required the
definition of an ordered vector B, where its components are the n linguistic terms ordered
in a non-increasing fashion according to their weights. The aggregation process implied the
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realization of n − 1 iterations, where, in each iteration i, two terms were aggregated, one of
these being the result of the aggregation at iteration i − 1 and the other one the (n-i)th term
of the ordered vector B. The operator ϕF was applied over the following B and W vectors,
which are:

B = (vh, h, m, h, h, vh, h, h, vh, l),

W = (0.182; 0.155; 0.155; 0.127; 0.109; 0.091; 0.072; 0.055; 0.036; 0.018).

According to vector W’s components, one subset of indicators of equal weight was
identified. In this case, this subset is formed by indicators 5 and 9. The results of the
aggregation of both indicators is shown in Table 6. For these two indicators of equal weight,
the components of the vector βh are equal to 0.5, the same applies to the values w1 and
1 − w1.

Table 6. Aggregation of indicators 5 and 9 through the operator ϕF.

Iterations Terms to
Aggregate i j w1 1−w1 k ϕF

1 h, m 3 4 0.500 0.500 4 h

If we now use the linguistic term “high” (h) as the evaluation value for the same
indicators 5 and 9, the new vector B can be expressed as follows:

B = (vh, h, h, h, h, vh, h, h, vh, l)

On the other hand, by keeping invariable the weight vector W and using Equation (20),
it was possible to generate the corresponding adjusted weight vector βh. Using this vector,
it was then also possible to generate the weight components w1 and 1 − w1 which were to
be used in each aggregating iteration.

βh = (0.667; 0.652; 0.681; 0.667; 0.667; 0.668; 0.665; 0.671; 0.667; 0.333)

Table 7 shows the result of the aggregation in each iteration. The last iteration provides
the PMII index result, i.e., PMII = “very high” (vh). This result was contrasted with the
opinions of the group of experts, and their agreement with the result was also verified.

Table 7. Aggregation of the indicators through the operator ϕF.

Iterations Terms to
Aggregate i j w1 1−w1 k ϕF

1 vh, l 2 5 0.667 0.333 4 h
2 h, h 4 4 0.671 0.329 4 h
3 h, h 4 4 0.665 0.335 4 h
4 vh, h 4 5 0.688 0.312 5 vh
5 h, vh 4 5 0.333 0.667 4 h
6 h, h 4 4 0.667 0.333 4 h
7 h, h 4 4 0.681 0.319 4 h
8 h, h 4 4 0.652 0.348 4 h
9 vh, h 4 5 0.667 0.333 5 vh

A Partial Comparative Analysis in the Calculation of the PMII Index

To partially and further demonstrate the feasibility of our proposal, we proceed to
determine the same PMII index by applying the LOWA operator in its original version
(FQ1 ), as it appears in [20,23,28]. In this case, the weights of the terms to be aggregated are
calculated from the concept of the relative quantifier (Q1).
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As explained in Section 3.2.8, the application of the LOWA operator requires a non-
decreasing ordering of the vector of linguistic terms B of to be aggregated; this ordering
will be performed according to its semantics. Thus, considering the evaluation of each
indicator that appears in Table 5, we have:

B = (vh, vh, vh, h, h, h, h, h, m, l)

In this case, the weight vector will be calculated from the application of the propor-
tional fuzzy quantifier Q1, expressed in a numerical domain Q1 ∈ [0, 1], as shown in [20].
Specifically, Q1(r) indicates the degree to which a portion r of objects satisfies the con-
cept expressed by the quantifier Q1. This degree of satisfaction is calculated using the
following equation:

Q1(r)=


0 i f r < a

r−a
b−a i f a ≤ r ≤ b

1 i f r > b
(24)

With a and b the minimum and maximum values that define the semantics of the
quantifier (a, b, r ∈ [0, 1]).

In terms of the original LOWA version, the weight wi of each indicator i if is calculated
using Equation (25):

wi= Q1
(

j
n

)
− Q1

(
j − 1

n

)
(25)

where j is the position occupied by indicator i within the ordered vector B.
Table 8 shows the evaluations and weights of the set of ordered indicators of the vector

B calculated by Equation (25) according to this alternative comparison method, this using
the LOWA operator in its original form. The majority proportional quantifier was used as
defined in [20] with a = 0.3 and b = 0.8.

Table 8. Evaluations and weights of the set of ordered indicators according to the original version of
the LOWA operator.

Indicators Evaluation Term to
Aggregate Weight βh

1 vh vh 0 0
3 vh vh 0 0
4 vh vh 0 0
2 h h 0.2 0.2
5 h h 0.2 0.2
6 h h 0.2 0.2
7 h h 0.2 0.2
8 h h 0.2 0.2
9 m m 0 0
10 h l 0 0

Table 9 shows the iterations of the aggregation of the indicators of the ordered vector
B (from right to left as it is performed in the LOWA operator). As can be seen, indicators
9 and 10 are not considered in the aggregation process since both have a weight equal to
zero. This is one of the limitations of the original approach and something we have solved
with our modifications.

As a result of the application of this LOWA operator in its original formulation, the
PMII index is evaluated as “high”. This result differs from the value obtained from our
proposal since the original approach does not take into account the real weight of the
indicators, but instead the weight is associated to and depends on its the evaluation of the
indicator itself. This is something that in practice may be often far from reality, and thus
we have proposed its modification.
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Table 9. Aggregation of the indicators through the operator FQ1 .

Iterations Terms to
Aggregate i j w1 1−w1 k FQ1

1 h, h 4 4 0.2 0.8 4 h
2 h, h 4 4 0.2 0.8 4 h
3 h, h 4 4 0.2 0.8 4 h
4 h, h 4 4 0.2 0.8 4 h
5 h, vh 4 5 0.0 1.0 4 h
6 h, vh 4 5 0.0 1.0 4 h
7 h, vh 4 5 0.0 1.0 4 h

To sum this partial comparison up, it is important to once more highlight the impact
of the aggregation method proposed in this paper over the final result of the PMII index. In
this sense, the idea of identifying subsets of indicators with the same weight and performing
partial aggregations of these subsets, as was done in the case of indicators 5 and 9 (see
Table 6), in order to later substitute the result into a global aggregation which considers all
indicators, produces a different result to the one that would have been obtained in the case
of simply establishing an arbitrary ordering of the vector B, by placing the linguistic term
that defines the evaluation of indicator 9 (in this case m) before the term that defines the
evaluation of the indicator 5 (term h), and considering both had equal weights. If this had
been performed this way, the result of the PMII index after the global aggregation would
have been “high” (h) instead.

In addition, given the non-linear character and non-decreasing monotonic character-
istics of the aggregation operator used, it can be also seen how it produces a result that
reflects, to a better extent, the state of the indicators of higher relative importance, which is
usually a very favorable element from the practical point of view. In this case study, the
indicator 1, evaluated as “very high”, concentrates around 20% of the weight.

Finally, based on the case study and the research presented here, it is also possible
for the authors of this paper to conclude that the use of different well-known evaluation
methods, as for instance, the Likert numeric scales or numeric operators such as the
Weighted Average, would have produced a different result, a result influenced by a lack
of flexibility of the numeric evaluation methods and the linear character of the mentioned
operator. However, as indicated in the framework’s last step, it is still and always up to the
experts involved in the study to evaluate the effectiveness of the results achieved.

5. Conclusions

The present research arose from a deep analysis of the states and practice, where it
was verified that, although there had been good efforts and published works, none of
the existing approaches had presented a clear method specifically designed to assess the
importance of PM—MM integration. In this sense, the present paper presented a set of
novel indicators and a framework enabling the realization of their evaluation, weighting,
and aggregation. Based on this, it was possible to create and propose an index (PMII)
that allows us to evaluate the importance of the PM—MM integration in a company. The
conception of this index constitutes a useful tool within the decision-making process, as
it justifies the level of efforts aimed at improving the level of integration between both
processes. The authors firmly believe this all adds practical, methodological, and scientific
value to our research and covers some of the gaps identified in the literature analysis.

The inclusion of Ordinal Fuzzy Linguistic Modeling for the evaluation of qualitative
attributes made it possible to give an adequate treatment to the vagueness and imprecision
that characterizes the evaluative judgment of experts, in addition to constituting a com-
fortable medium for the experts themselves when expressing their evaluations. The fact
of allowing the possibility of characterizing the consensus achieved among experts also
increases the power of this technique.
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The proposed framework introduced a novel methodology to evaluate the consensus
of the experts based on a proposal previously published in [20]. The proposed methodology
includes key modifications regarding (1) the calculation of the consensus relationship by
including the concept of distance between fuzzy numbers with a triangular membership
function, and (2) a new way of generating the adjusted vector of weights (βh) used in the
LOWA operator for the aggregation. Both of these modifications address limitations in the
previous approaches, and thus we also believe that this constitutes part of the scientific and
methodological value of our research.

On the other hand, the authors of this paper believe that part of the fundamental
contributions of the study also lies in the same proposal of the set of original indicators
that synthesize the different aspects of the PM—MM integration in the company. These
indicators are, at the same time, the base for the calculation of the PMII index proposed.

Similarly, the weighting method proposed within this paper also includes a small
modification of the well-known Fuller’s Triangle method to obtain the weights. This
modification allows quantification of the level of consistency achieved during the paired
comparisons, and thereby assessment of the level of quality achieved in this step. It also
offers greater flexibility to the method, since it allows assigning of equal importance to each
of the two indicators that are evaluated within the pair, something that was not possible
with the scale presented by the original method. In addition, the fact of considering and
using both qualitative and quantitative indicators together increases the flexibility of the
proposed framework with respect to other partial (not equally oriented or as complete as
this) proposals in the state of the art and practice, in which the indicators are presented
either in a linguistic domain or in a numerical one.

The application of the proposals of this research into practical case study demonstrated
its feasibility for real-world use, constituting a new method to highlight the need to improve
PM and MM processes in the company and, even more, to achieve adequate coordination
between both processes.

Future work will be oriented to information representation of the modeling using
two tuples for the evaluation of qualitative indicators, what would lead to an even more
efficient reduction of information losses. Future research will also encompass a feasibility
analysis in terms of including in the findings in this paper a model based on linguistic
hierarchies and unbalanced linguistic sets for the evaluation of certain indicators. Also, new
approaches for the ordering of the linguistic terms to aggregate using the LOWA operator
will be a subject of future investigation.
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