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Abstract: A frequency/phase/amplitude estimator is arguably one of the most crucial components in
the control and synchronization of grid-connected equipment. Such an estimator may also be useful
for monitoring and protection purposes in power systems. In this paper, an open-loop (and therefore
unconditionally stable) estimator for the accurate and rapid extraction of the grid voltage phase,
frequency, and amplitude is presented. In designing the proposed technique, special focus is given to
applications operating at a low sampling rate. Examples of such applications include high-power
converters, where both switching and sampling frequencies are very low. The study concludes with a
comprehensive evaluation of the proposed estimator, demonstrating its effectiveness in accurately
and swiftly estimating the fundamental parameters of grid voltage under low sampling rates. It
highlights the estimator’s enhanced performance in scenarios of distorted grid conditions and its
superiority in filtering capabilities compared to traditional methods. These findings underline the
estimator’s potential for broad applicability in power system monitoring, protection, and control.

Keywords: amplitude estimation; backward difference formula (BDF); digital signal processing;
frequency estimation; fundamental frequency; phase detection; power systems; sampling frequency
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1. Introduction

Providing an accurate estimation of the grid voltage phase, frequency, and amplitude
is extremely important in a wide variety of applications, including distributed generation
(DG) systems and microgrids, high-voltage direct current systems, flexible alternating
current transmission systems, and power conditioning systems, and in the monitoring
and protection of power systems [1–5]. For instance, in DG systems and microgrids,
knowledge of the grid phase, frequency, and amplitude is required for a seamless transition
from islanding mode to grid-connected mode, as well as for islanding detection [6]. In
power systems, accurate frequency detection is crucial for the operation of frequency relays
(responsible for over- and under-frequency protection) and for the automatic control of
turbines and generators [7].

In recent years, various approaches for estimating grid voltage fundamental parame-
ters have been proposed in the literature. One of the earliest methods was the zero-crossing
detection (ZCD)-based technique [8,9]. However, while the ZCD approach is easy to imple-
ment, it suffers from two main drawbacks: (1) it often has a poor dynamic response, as the
algorithm is updated only every half cycle [10,11]; and (2) its performance deteriorates in
the presence of noise, harmonics, and commutation notches, as these disturbances result in
multiple zero crossings. Several approaches to improve the performance of the ZCD-based
method can be found in later studies [12,13].
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An alternative approach for the detection of grid voltage phase, frequency, and am-
plitude is using the Discrete Fourier Transform (DFT). However, a DFT-based frequency
detector requires a high computational effort. This drawback can be alleviated by imple-
menting the DFT method in a recursive form [14]. Nevertheless, some stability concerns
regarding the recursive DFT have recently been reported [15].

In a further study [16], an effective frequency estimator is proposed, which is based
on a nonlinear Newton-type algorithm and the least-squares method. However, the im-
plementation of this technique demands a very high computational effort. Therefore, to
reduce hardware costs, it is implemented at a very low sampling rate.

Phase-locked loop (PLL)-based methods are widely used for extracting the funda-
mental parameters of grid voltage [17], as they are easy to implement digitally and often
offer robust performance. However, special care should be taken in designing and tuning
PLLs when they are used for synchronizing grid-connected equipment under weak grid
conditions, as the dynamic interaction between the PLL and the converter may result
in instability [18]. The methods based on frequency-locked loops (FLLs) are also very
popular [19]. Broadly speaking, FLLs are the stationary-reference-frame equivalent of PLLs
and, therefore, they share many of the same shortcomings and advantages as PLLs [20].

The aim of this paper is to develop a simple yet efficient method for estimating grid
voltage phase, frequency, and amplitude in three-phase applications. The design of the
proposed estimator focuses on applications operating at low sampling rates. High-power
converters, characterized by low switching and sampling frequencies, exemplify such
applications [21,22]. It is important to note that high-power converters are commonly used
as the power electronics interface for wind turbines and photovoltaic systems. Their low
switching frequency helps in limiting switching losses. Additionally, a frequency estimator
with a low sampling rate can be advantageous from an implementation cost perspective.
It reduces the need for extensive processing hardware and eliminates the requirement for
high-bandwidth sensors [16].

The main contributions of this work are as follows:

• Open-Loop Nature of the Algorithm: The proposed algorithm operates in an open-
loop manner, ensuring unconditional stability due to the absence of feedback in its
control loop. This characteristic is significantly beneficial for synchronizing power
converters under weak grid conditions. Moreover, the algorithm does not require
tuning control parameters, which is advantageous from an application standpoint.
It also provides a rapid dynamic response, crucial for quick post-fault re-tracking
capabilities, as demanded by modern grid codes;

• High Disturbance Rejection Capability: The algorithm demonstrates an exceptional
ability to reject disturbances. In the context of the ever-increasing power quality issues
in power systems, this feature is particularly advantageous for synchronization in
three-phase applications;

• Robustness at Low Sampling Rates: The algorithm exhibits remarkable robustness
even at low sampling rates. The analysis and design of synchronization systems at
such rates have been largely overlooked in the existing literature, making this aspect
of the algorithm particularly noteworthy.

The rest of this work is organized as follows. First, Section 2 provides an overview of
the traditional frequency estimation method in three-phase systems and discusses its errors
at low sampling frequencies. Then, Section 3 introduces three methods to compensate for
frequency errors at low sampling rates. The frequency estimator discussed in Section 2,
and consequently, its improved versions in Section 3, rely on access to the fundamental
component of the grid voltage. This is challenging because the grid voltage is often heavily
contaminated with harmonics and noise. To address this, Section 4 presents the develop-
ment of an efficient filtering stage based on a chain of delayed signal cancellation operators
to extract the grid voltage’s fundamental component. Section 5 then discusses how the
grid voltage phase and amplitude can be estimated and how the phase and amplitude
errors caused by the filtering stage under off-nominal frequencies can be compensated for.
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Verification and comparison results are presented in Section 6, and the paper concludes in
Section 7.

2. Traditional Frequency Estimation Method

A straightforward approach to estimating the grid frequency in three-phase systems
involves transferring the three-phase voltages to the stationary (αβ) reference frame by
applying the Clarke transformation and calculating the grid frequency as follows:

ω̂g =
d
(

tan−1
( vβ(t)

vα(t)

))
dt

=
v̇β(t)vα(t)− v̇α(t)vβ(t)

v2
α(t) + v2

β(t)
. (1)

As can be observed, the frequency measurement using (1) necessitates the time derivatives
of vα and vβ, which are most often approximated in the discrete-time domain using a 1-step
backward difference formula (BDF1), as follows:

v̇1−s
αβ (k) =

vαβ(k)− vαβ(k − 1)
Ts

(2)

where k denotes the current sample, Ts is the sampling time, and the superscript “1 − s”
indicates the use of the 1-step Backward Difference Formula (BDF1).

Let vα and vβ be represented in the discrete-time domain as follows:

vα(k) = V cos
(
ωgkTs + φ

)
(3)

vβ(k) = V sin
(
ωgkTs + φ

)
(4)

where V, ωg, and φ represent the amplitude, frequency, and initial phase angle of the grid
voltage, respectively. The time derivatives of frequency, amplitude, and initial phase-angle
of the grid voltage can be calculated using (2) as follows:

˙̂v1−s
α (k)=

V cos
(
ωgkTs + φ

)
− V cos

(
ωgkTs + φ − Tsωg

)
Ts

=
V
Ts

[(
1 − cos

(
ωgTs

))
cos
(
ωgkTs + φ

)
− sin

(
ωgTs

)
sin
(
ωgkTs + φ

)]
(5)

˙̂v1−s
β (k)=

V sin
(
ωgkTs + φ

)
− V sin

(
ωgkTs + φ − Tsωg

)
Ts

=
V
Ts

[(
1 − cos

(
ωgTs

))
sin
(
ωgkTs + φ

)
+ sin

(
ωgTs

)
cos
(
ωgkTs + φ

)]
. (6)

By substituting (5) and (6) into (1) and performing some mathematical manipulations, we
obtain the following result:

ω̂1−s
g =

sin
(
ωgTs

)
Ts

. (7)

Replacing sin(ωgTs) in (7) with its Maclaurin series expansion yields the following:

ω̂1−s
g = ωg

error trems︷ ︸︸ ︷
−1

6

(
ω3

gT2
s

)
+

1
120

(
ω5

gT4
s

)
− 1

5040
ω7

gT6
s + · · · (8)

which clearly indicates a considerable estimation error at low sampling frequencies. In
what follows, three approaches to remove this error is presented.
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3. Frequency Error Correction
3.1. Frequency Error Correction Using Inverse Sine Function

From (7), it can immediately be concluded that the frequency estimation error can be
removed by using the inverse sine function (ISF) as

ωg =
1
Ts

sin−1
(

Tsω̂1−s
g

)
. (9)

However, the calculation of the ISF is computationally demanding. Assuming ω̂1−s
g Ts < 1,

which is often the case, the ISF in (9) can be approximated by the first few terms of its
Maclaurin series expansion, as follows:

ωg =
1
Ts

[
Tsω̂1−s

g +
1
6

(
Tsω̂1−s

g

)3
+

3
40

(
Tsω̂1−s

g

)5
+

5
112

(
Tsω̂1−s

g

)7
+ . . .

]
. (10)

The selection of the number of Maclaurin series terms for the ISF depends on the sampling
frequency and involves a tradeoff between detection accuracy and computational effort: a
higher number of terms results in lower frequency estimation error, but increases the com-
putational effort. This relationship is clearly illustrated in Figure 1, where ISFn (n = 1, 2, 3, 4)
represents the consideration of the first n terms of the ISF Maclaurin series for correcting
the frequency estimation error of the traditional method. Notably, ISF1 corresponds to the
traditional method without any error compensation. As indicated by the results in Figure 1,
considering the first four terms of the ISF Maclaurin series (ISF4) appears to be sufficient
for correcting the frequency estimation error at low sampling frequencies.

Figure 1. Frequency error correction using the ISF-based method.

3.2. Frequency Error Correction Using a Linear Compensator

Defining ωg = ωn + ∆ωg, where ωn is the nominal value of the gird frequency and
∆ωn denotes the grid frequency deviation from its nominal value, and substituting this
into (8) gives

ω̂1−s
g = ωn + ∆ωg −

1
6
(
ωn + ∆ωg

)3T2
s + ωe (11)

where ωe =
1

120

(
ω5

gT4
s

)
− 1

5040 ω7
gT6

s + · · · is the sum of all but the first error term in (8).
Expanding the third term in the right-hand side of (11) gives

ω̂1−s
g = ωn + ∆ωg −

1
6

(
ω3

n + 3ω2
n∆ωg

)
T2

s −
1
6

(
3ωn∆ω2

g + ∆ω3
g

)
T2

s + ωe︸ ︷︷ ︸
negligible

(12)
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Using (12) and neglecting the highlighted part, ∆ωg, ωg can be obtained as

∆ωg ≈

γ︷ ︸︸ ︷
1

1 − 0.5ω2
nT2

s

ω̂1−s
g − ωn +

1
6

ω3
nT2

s︸ ︷︷ ︸
ψ

 (13)

ωg = ∆ωg + ωn ≈ γ
(

ω̂1−s
g − ωn + ψ

)
+ ωn. (14)

Figure 2 shows the schematic of the linear compensator described in (14), and Figure 3
evaluates its performance. As it can be observed, the linear compensator can significantly
reduce the frequency estimation error at low sampling frequencies.

Figure 2. Frequency error compensation using a linear compensator.

Figure 3. Frequency error correction using a linear compensator.

3.3. Frequency Error Correction Using s-Step (m ≥ 2) BDF

The traditional frequency estimation method, as mentioned earlier, uses the BDF1
(1-step BDF) for the approximation of time derivatives of vα and vβ. Therefore, using s-step
(s ≥ 2) BDF (BDFs) can be a reasonable idea to reduce the estimation error of the traditional
method. This section aims to evaluate the effectiveness of this idea for s = 2 to 6. Notice
that BDFs with s > 6 are not zero-stable [23] and, therefore, cannot be employed.

Equations (15)–(19) describe the time derivatives of vα and vβ using BDFs (s = 2 to 6).

v̇2−s
αβ (k) =

3vαβ(k)− 4vαβ(k − 1) + vαβ(k − 2)
2Ts

(15)

v̇3−s
αβ (k) =

11vαβ(k)− 18vαβ(k − 1) + 9vαβ(k − 2)− 2vαβ(k − 3)
6Ts

(16)

v̇4−s
αβ (k) =

25vαβ(k)− 48vαβ(k − 1) + 36vαβ(k − 2)− 16vαβ(k − 3) + 3vαβ(k − 4)
12Ts

(17)

v̇5−s
αβ (k) =

137vαβ(k)− 300vαβ(k − 1) + 300vαβ(k − 2)− 200vαβ(k − 3)
60Ts

+
75vαβ(k − 4)− 12vαβ(k − 5)

60Ts
(18)
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v̇6−s
αβ (k) =

147vαβ(k)− 360vαβ(k − 1) + 450vαβ(k − 2)− 400vαβ(k − 3)
60Ts

+
225vαβ(k − 4)− 72vαβ(k − 5) + 10vαβ(k − 6)

60Ts
(19)

Using these equations and following the same procedure used for the derivation of
(7) gives

ω̂2−s
g =

4 sin
(
ωgTs

)
− sin

(
2ωgTs

)
2Ts

(20)

ω̂3−s
g =

18 sin
(
ωgTs

)
− 9 sin

(
2ωgTs

)
+ 2 sin

(
3ωgTs

)
6Ts

(21)

ω̂4−s
g =

48 sin
(
ωgTs

)
− 36 sin

(
2ωgTs

)
+ 16 sin

(
3ωgTs

)
− 3 sin

(
4ωgTs

)
12Ts

(22)

ω̂5−s
g =

300 sin
(
ωgTs

)
− 300 sin

(
2ωgTs

)
+ 200 sin

(
3ωgTs

)
− 75 sin

(
4ωgTs

)
+ 12 sin

(
5ωgTs

)
60Ts

(23)

ω̂6−s
g =

360 sin
(
ωgTs

)
− 450 sin

(
2ωgTs

)
+ 400 sin

(
3ωgTs

)
− 225 sin

(
4ωgTs

)
60Ts

+
72 sin

(
5ωgTs

)
− 10 sin

(
6ωgTs

)
60Ts

(24)

Replacing the sine functions in (20) to (24) with their Maclaurin series expansions
yields

ω̂2−s
g = ωg +

1
3

ω3
gT2

s − 7
60

ω5
gT4

s +
31

2520
ω7

gT6
s + · · · (25)

ω̂3−s
g = ωg +

3
10

(
ω5

gT4
s

)
− 3

28

(
ω7

gT6
s

)
+ · · · (26)

ω̂4−s
g = ωg −

1
5

(
ω5

gT4
s

)
+

13
42

(
ω7

gT6
s

)
− · · · (27)

ω̂5−s
g = ωg −

5
14

(
ω7

gT6
s

)
+ · · · (28)

ω̂6−s
g = ωg +

1
7

(
ω7

gT6
s

)
+ · · · (29)

Comparing (25) with (8) indicates that the BDF2 increases the frequency estimation error.
Therefore, it should not be used. However, the other BDFs, particularly BDF6, reduce the
frequency estimation error. This fact can be clearly observed in Figure 4.

Figure 4. Frequency error correction using different BDFs.
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4. Filtering of the Grid Voltage Disturbance Components

The presence of dc offset, harmonics, and the fundamental frequency negative se-
quence (FFNS) component in the grid voltage results in an error in the estimation of grid
frequency using (1). Therefore, the αβ-axis voltage components should be filtered out
before using them in the calculation of grid frequency. To achieve this goal, the αβ-frame
delayed signal cancelation (αβDSC) operator is employed in this paper. Equation (30)
describes this operator in the z-domain [24,25], in which n is called the delay factor and
Nn = (T/n)/Ts (T is nominal value of the grid fundamental period)

αβDSCn(z) =
1
2

[
1 + e

j2π
n z−Nn

]
. (30)

In the z-domain definition of αβDSC operator, it is assumed that Nn is an integer. This as-
sumption, however, may not be always true as the sampling frequency may be determined
by factors other than the αβDSC operator. In such scenario, the fractional delay can be
approximated by interpolation techniques as [26]

αβDSCn(z) =
1
2

[
1 + e

j2π
n z−Nn,i

(
1 − Nn, f + Nn, f z−1

)]
(31)

where Nn,i = f loor(Nn) and Nn, f = Nn − Nn,i.
Based on its delay factor, each αβDSC operator can block certain harmonics. Therefore,

to deal with real grid scenarios, cascading multiple αβDSC operators with appropriate
delay factors is often required. Table 1 summarizes different combinations of αβDSC
operators for various grid scenarios and Figure 5 shows their Bode magnitude plots. Notice
that αβCDSCn1,n2,··· ,nm operator denotes the cascade connection of m αβDSC operators with
delay factors n1, n2, · · · , nm. It should be emphasized here that all these combinations have
the αβDSC4 operator in common and, therefore, all of them can block the FFNS component
of the grid voltage.

Figure 5. Bode magnitude plot of (a) αβCDSC4,24 operator, (b) αβCDSC4,6,24 operator, (c) αβCDSC4,8,16,32

operator, and (d) αβCDSC2,4,8,16,32 operator.
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Table 1. Different Scenarios for the Grid Harmonic Pattern and Proper Combination of αβDSC
Operators to Deal with Them.

Grid Harmonic Pattern Proper αβCDSC

Known

non-triplen odd harmonics of order −5, +7, −11, +13, −17, +19 αβCDSC4,24

symmetrical αβCDSC4,6,24

odd harmonic components αβCDSC4,8,16,32

asymmetrical
αβCDSC2,4,8,16,32

Unknown -

In addition to the grid harmonic pattern, a special attention should be paid to the
Nyquist rate, which is half of the sampling rate, in selecting the proper combination of
αβDSC operators. For example, if the sampling frequency is 1.2 kHz (the Nyquist rate is
600 Hz) and the grid harmonic pattern is asymmetrical, then using the αβDSC32 operator
in the combination of αβDSC operators recommended in Table 1, i.e., the αβCDSC2,4,8,16,32
operator, is useless. The reason is that the lowest harmonic frequency that the αβDSC32
operator can block is −750 Hz (the negative sign denotes a negative sequence harmonic
frequency), which is beyond the Nyquist rate (In this paper, it is assumed that the sampling
frequency has been carefully chosen based on the grid harmonic content and antialiasing
filter capability in the attenuation of harmonics. In other words, it is presumed that
harmonic components with frequencies beyond the Nyquist rate are very negligible or
have been canceled out before the A/D conversion using the antialiasing filter. Therefore,
there is no need to be worry about the aliasing problems caused by finite sampling).

The αβCDSC operator, regardless of its components, provides a zero gain at its targeted
harmonic frequencies when the grid frequency is at its nominal value. In the presence of
frequency drifts, however, it is not able to do so. To deal with this problem, the αβCDSC
operator can be adapted to the grid frequency variations, but at the cost of a much higher
computational effort and implementation complexity [27]. An alternative approach is the
repeated passes of the signal through the identical αβCDSC operator. To better visualize
this, Figure 6 compares the Bode magnitude plots of a single αβCDSC2,4,8,16,32 operator
and two series-connected αβCDSC2,4,8,16,32 operators. It is immediately clear that series-
connected αβCDSC2,4,8,16,32 operators provide a much higher filtering capability. This
improvement, however, is at the cost of doubling the transient time. Therefore, selecting
the number of series-connected αβCDSC operators involves a tradeoff between speed of
response and filtering capability.

Figure 6. Bode magnitude plots of a single αβCDSC2,4,8,16,32 operator and two series-connected
αβCDSC2,4,8,16,32 operators.

5. Phase and Amplitude Estimation

The prefiltering stage (αβCDSC operator) provides an accurate estimation of the
fundamental frequency positive-sequence (FFPS) component when the grid frequency is at
its nominal value. In this condition, the grid voltage phase and amplitude can be easily
and effectively estimated using
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θ̂+1 = tan−1

(
v̂+β,1

v̂+α,1

)
(32)

V̂+
1 =

√(
v̂+α,1

)2
+
(

v̂+β,1

)2
. (33)

where v̂+α,1 and v̂+β,1 are outputs of the prefiltering stage. These expressions, however, cannot
provide an accurate estimation of phase and amplitude in the presence of frequency drifts,
because the FFPS component extracted by the αβCDSC operator undergoes a phase-shift
and amplitude scaling in this condition. Fortunately, as an estimation of grid frequency is
available, these errors can be corrected by modifying (32) and (33) as

θ̂+1,c = tan−1

(
v̂+β,1

v̂+α,1

)
− θ̂+c (34)

V̂+
1,c =

√(
v̂+α,1

)2
+
(

v̂+β,1

)2

V̂+
c

(35)

where θ̂+c and V̂+
c are estimations for the phase and amplitude of the αβCDSC operator at

the fundamental frequency of positive-sequence, respectively. In what follows, compact
expressions for θ+c and V+

c are derived.
As mentioned in the previous section, the prefiltering stage (αβCDSC operator) may

be composed of two or more αβDSC operators with appropriate delay factors. It was
also pointed out that a higher filtering capability under off-nominal grid frequencies can
be achieved through the series connection of identical αβCDSC operators. Therefore, in
general form, the prefiltering stage z-domain transfer function can be expressed as

G(z) = [αβCDSCn1,n2,··· ,nm(z)]
p = [αβDSCn1(z)]

p × [αβDSCn2(z)]
p × · · · × [αβDSCnm(z)]

p (36)

where p is the number of identical αβCDSC operators.
Substituting z = ejωgTs in (36) and performing some mathematical simplifications

gives the phase and amplitude of the prefiltering stage at the fundamental frequency as

θ+c = ∠G(ejωgTs) = −

kφ︷ ︸︸ ︷
pT
2

[
1
n1

+
1
n2

+ · · ·+ 1
nm

]
∆ωg (37)

V+
c =

∣∣∣G(ejωgTs)
∣∣∣ ≈ 1 − pT2

8

[
1
n2

1
+

1
n2

2
+ · · ·+ 1

n2
m

]
︸ ︷︷ ︸

kv

∆ω2
g (38)

where ∆ωg = ωg − ωn, as defined before, is the deviation of the grid frequency from its
nominal value.

6. Real-Time Simulation Results

To verify the effectiveness of the proposed estimators, some real-time simulation
tests using the dSPACE 1006 platform were conducted, and their results are presented in
this section. To provide flexibility in conducting tests, the three-phase input signals are
generated internally in dSPACE. Using the dSPACE Control Desk, the obtained results are
recorded, and then plotted in the Matlab environment.

6.1. Comparison between Different Versions of the Proposed Estimator

Figures 7–9 show all three versions of the proposed estimator. Each of these structures
has the same prefiltering stage (i.e., two series-connected αβCDSC2,4,8,16 operators) and
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identical phase/amplitude detectors. The only difference between them is their frequency
detector, which affects their overall performance. Note that the estimated frequency is a
key element in phase/amplitude error compensators. For the sake of brevity, the structure
shown in Figure 7, which uses BDF1 for the approximation of derivative functions and
considers the first four terms of the Maclaurin series (10) to correct frequency estimation
errors, is referred to as Estimator1. The structure depicted in Figure 8, similar to Estimator1,
employs BDF1 for the approximation of derivative functions but uses a linear frequency
error compensator, and is referred to as Estimator2. The third version, depicted in Figure 9,
is called Estimator3. This estimator, as shown, uses BDF6 for the implementation of
derivative functions. In the evaluation studies, the sampling frequency is considered to be
800 Hz. The gains of the phase and amplitude error compensators can be easily calculated
according to (37) and (38), considering the selected prefiltering stage as kφ = 3/160 and
kv = 85/2,560,000.

To evaluate the performance of the proposed estimators, four test cases are designed:

• Test Case 1: A step change of +40◦ occurs in the grid voltage phase angle;
• Test Case 2: A step change of +2 Hz occurs in the grid voltage frequency;
• Test Case 3: The grid voltage is harmonically distorted. In this test, the grid voltage

components are V+
1 = 1 pu, V−

5 = 0.06 pu, and V+
7 = 0.05 pu, resulting in a total

harmonic distortion of approximately 7.8%. The grid frequency is fixed at +47 Hz
during this test. This test is conducted under off-nominal grid frequency because
the prefiltering stage completely blocks harmonics when the grid frequency is at its
nominal value;

• Test Case 4: An exaggeratedly large (0.5 pu) DC component is added to the “A” phase
of the grid voltage. As in the previous test, the grid frequency is +47 Hz during
this test.

Figure 7. First version of the proposed estimator, which is referred to as Estimator1.

Figure 8. Second version of the proposed estimator, which is referred to as Estimator2.
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Figure 9. Third version of the proposed estimator, which is referred to as Estimator3.

Figures 10 and 11 show the obtained results for Test Cases 1 and 2, respectively. It can
be observed that all estimators, particularly Estimator1, provide good steady-state detection
accuracy. From the perspective of dynamic response, all three versions exhibit similar per-
formance and reach steady-state after approximately two cycles of the nominal frequency.

Figure 10. Obtained results under test case 1.

Figure 12 presents the results obtained under Test Case 3. As shown, Estimator1 and
Estimator2 demonstrate significantly better performance than Estimator3. The reason is
that Estimator3 uses BDF6 for the approximation of derivative functions, and this method,
as seen in Figure 13, leads to much higher noise and harmonic amplification compared
to BDF1.

Figure 14 displays the results under Test Case 4. Thanks to the action of the prefiltering
stage, which completely blocks the DC component, all estimators, particularly Estimator1,
demonstrate good performance in this test.
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Figure 11. Obtained results under test case 2.

Figure 12. Obtained results under test case 3.
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Figure 13. Frequency response of the BDF1-based and BDF6-based approximate differentiators and
the ideal (continuous) differentiator.

Figure 14. Obtained results under test case 4.

6.2. Comparison with a Standard FLL

In the previous section, it was demonstrated that Estimator1 outperforms its variants.
This section will present a performance comparison between Estimator1 and a Reduced-
Order Generalized-Integrator-based Frequency-Locked Loop (ROGI-FLL), a standard syn-
chronization tool in three-phase applications [28]. The block diagram implementation
of ROGI-FLL is illustrated in Figure 15. The control parameters of the ROGI-FLL are
set to k = 190 and λ = 8900 based on the guidelines provided in [29]. Three tests will
be conducted:

• Test Case A: The grid voltage is initially clean and free of noise or disturbances. Then,
a 5% DC component is suddenly introduced to Phase A of the grid voltage;
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• Test Case B: The grid voltage is in a balanced condition. Suddenly, a double-line-to-
ground fault occurs;

• Test Case C: The grid voltage is distorted with harmonics of orders −5 and +7;
• Test Case D: The grid voltage undergoes a ramping change in the grid frequency at

20 Hz/s for a duration of 0.1 s.

Figure 15. ROGI-FLL.

The results of the above tests are shown in Figures 16–19. Based on these results, the
following observations can be made:
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Figure 16. Test Case A Results: Performance analysis of Estimator1 and ROGI-FLL during a sudden
addition of 5% DC component to phase A of clean grid voltage.
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Figure 17. Test Case B Results: Comparative response of Estimator1 and ROGI-FLL to a double-line-
to-ground fault in a balanced grid voltage condition.
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Figure 18. Test Case C Results: Comparative response of Estimator1 and ROGI-FLL in handling
harmonics of orders −5 and +7 in the grid voltage.



Mathematics 2024, 12, 363 16 of 18

0 0.1 0.2 0.3 0.4
-1

-0.5

0

0.5

1

G
ri

d 
vo

lta
ge

 (
pu

)

0 0.1 0.2 0.3 0.4
50

50.5

51

51.5

52

E
st

im
at

ed
 f

re
qu

en
cy

 (
H

z)
Estimator1
ROGI-FLL

0 0.1 0.2 0.3 0.4
0

0.5

1

Ph
as

e 
er

ro
r 

(d
eg

) Estimator1
ROGI-FLL

0 0.1 0.2 0.3 0.4
Time (s)

1

1.002

1.004

1.006

E
st

im
at

ed
 a

m
pl

itu
de

 (
pu

)

Estimator1
ROGI-FLL

Figure 19. Test Case D Results: Comparative response of Estimator1 and ROGI-FLL in handling a
frequency ramping change.

• Estimator1 effectively filters the DC component. However, ROGI-FLL suffers from
large fundamental-frequency oscillatory ripples in the presence of a DC component
(see Figure 16);

• Estimator1 effectively handles unbalanced grid scenarios with a fast dynamic response.
However, ROGI-FLL suffers from large double-frequency oscillatory errors under this
condition (see Figure 17);

• Estimator1 effectively filters dominant harmonics of orders −5 and +7. In contrast,
ROGI-FLL suffers from large harmonics at six times the fundamental frequency in this
condition (see Figure 18);

• Both Estimator1 and ROGI-FLL have a phase offset error during the frequency ramping
interval. This error is slightly larger for Estimator1 compared to ROGI-FLL. In contrast,
the estimated amplitude of Estimator1, unlike ROGI-FLL, has no offset error during
the frequency ramping interval, and the estimated frequency of Estimator1 converges
to the final value faster (see Figure 19).

7. Summary and Conclusions

The aim of this paper was to develop a simple estimator for accurately and quickly
estimating the fundamental parameters of grid voltage, namely frequency, phase, and
amplitude, for applications operating at a low sampling rate. The study began with an
analysis of the traditional frequency detection method. It was demonstrated that this
method results in considerable estimation error under low sampling frequencies. To rectify
this error, three approaches were proposed: The first and second methods involved adding
a compensator to the output of the traditional frequency detection method, while the last
relied on using a high-order backward difference method for approximating derivative
functions. It was then discussed that the traditional frequency estimation approach, which
is fundamental to the proposed frequency estimator, is highly sensitive to grid voltage
harmonics and noise; therefore, these elements should be removed before the grid voltage



Mathematics 2024, 12, 363 17 of 18

is input into the frequency estimator. The use of the αβCDSC operator was proposed for
this purpose, and its design aspects for different grid scenarios were discussed in detail. It
was subsequently shown that the phase and amplitude of the grid voltage can be effectively
extracted using the outputs of the αβCDSC operator and the frequency estimated by the
proposed frequency detector. All three versions of the proposed estimator were then
evaluated under various test cases. The results showed that, unlike the first and second
versions of the proposed estimator, the third version (which uses BDF6 for approximating
derivative functions) has poor disturbance rejection capability and therefore may not be
suitable for distorted grid conditions. It should be noted that all three versions of the
proposed estimator exhibit comparable dynamic behavior.

Additionally, a critical comparison between Estimator1 and the ROGI-FLL was con-
ducted. Estimator1 showed superior performance in filtering out DC components, handling
unbalanced grid scenarios, and filtering dominant harmonics. In contrast, ROGI-FLL faced
challenges with oscillatory errors under similar conditions. This comparison highlighted
the strengths of Estimator1 compared to a traditional estimator.

A limitation of Estimator1 and its variants, Estimator2 and Estimator3, which may
not be immediately clear, is the requirement for storing a considerably higher number of
samples compared to traditional methods, like the ROGI-FLL. This situation becomes more
severe if the delay lengths are not divisible by the sampling period. In such cases, inter-
polation techniques need to be adopted to approximate fractional delays, which increases
the memory requirement. This could pose a challenge in the low-cost implementation
of control algorithms using low-cost microprocessors, particularly considering that the
phase/frequency/amplitude estimator is just one element within several other control
loops required for controlling power converters.
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