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Abstract: This paper discusses the problem of detecting cancer using such biomarkers as blood
protein markers. The purpose of this research is to propose an approach for making decisions in the
diagnosis of cancer through the creation of cost-sensitive SVM classifiers on the basis of datasets with
a variety of features of different nature. Such datasets may include compositions of known features
corresponding to blood protein markers and new features constructed using methods for calculating
entropy and fractal dimensions, as well as using the UMAP algorithm. Based on these datasets,
multiclass SVM classifiers were developed. They use cost-sensitive learning principles to overcome
the class imbalance problem, which is typical for medical datasets. When implementing the UMAP
algorithm, various variants of the loss function were considered. This was performed in order to select
those that provide the formation of such new features that ultimately allow us to develop the best
cost-sensitive SVM classifiers in terms of maximizing the mean value of the metric MacroF1 − score.
The experimental results proved the possibility of applying the UMAP algorithm, approximate
entropy and, in addition, Higuchi and Katz fractal dimensions to construct new features using blood
protein markers. It turned out that when working with the UMAP algorithm, the most promising
is the application of a loss function on the basis of fuzzy cross-entropy, and the least promising is
the application of a loss function on the basis of intuitionistic fuzzy cross-entropy. Augmentation of
the original dataset with either features on the basis of the UMAP algorithm, features on the basis
of the UMAP algorithm and approximate entropy, or features on the basis of approximate entropy
provided the creation of the three best cost-sensitive SVM classifiers with mean values of the metric
MacroF1 − score increased by 5.359%, 5.245% and 4.675%, respectively, compared to the mean values
of this metric in the case when only the original dataset was utilized for creating the base SVM
classifier (without performing any manipulations to overcome the class imbalance problem, and also
without introducing new features).

Keywords: oncological disease; cost-sensitive SVM classifier; features; UMAP algorithm; loss
function; entropy; fractal dimension
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1. Introduction

At present, the processes of digital transformation are becoming more and more
apparent and sought-after in many spheres of human society, including the spheres of
medicine and healthcare. First of all, digital transformation in the spheres of medicine
and healthcare is a complex continuous process that involves a complete restructuring of
the fundamental principles of the functioning of medical organizations at all hierarchy
levels, as well as the concept of their work with patients [1]. Now, the implementation
of innovative digital technologies is aimed at establishing high standards of healthcare
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delivery and moving towards the “4P medicine” model [1,2], which integrates preventive,
personalized, participatory and predictive aspects of medical practice.

Digital transformation in sphere of healthcare consists of the transition from standard
approved clinical approaches recommended for use in the examination and treatment of
patients, to personal and individual approaches, as well as the prevention of certain diseases
through timely early diagnosis, the constant monitoring of patients, active involvement of
patients in treatment process, etc. [2]. An important key aspect of the digital transformation
in the sphere of healthcare involves creating the prerequisites for reducing morbidity and
mortality, as well as for increasing the active life expectancy of a person. Advanced health
monitoring technologies should help not only to detect certain diseases in their early stages,
but also to prevent disease progression through the application of innovative treatments
for certain diseases.

The design of intellectual analysis tools for processing medical data of large and
ultra-large volumes with the involvement of advanced machine learning (ML) [3–7] and
deep learning (DL) [8–12] technologies provides an opportunity to receive and analyze new
previously hidden knowledge both directly in the medical sphere and in related ones. These
technologies are actively applied in solving various problems of medical diagnosis and, in
particular, in solving problems of diagnosis of oncological diseases (ODs). The logistic re-
gression algorithm [13], k-nearest neighbors (kNN) algorithm [14], support vector machine
(SVM) algorithm [15], random forest (RF) algorithm [16] and DL algorithms [8–10] are
usually applied when creating classifiers to solve OD diagnosis problems. Such classifiers
are created on the basis of datasets which accommodate information about both patterns
with diagnosed ODs of various types and patterns with unconfirmed ODs (i.e., normal
patterns) [13–20].

Recently, applied and computational mathematics tools have become increasingly in
demand, especially in the sense of digital transformation in healthcare. At the present time,
the integration of applied and computational mathematics into digital health platforms is an
important factor for efficient analysis and processing of medical data. These tools provide
more accurate detection of pathologies at early stages of development, which is critical
for the successful prevention of diseases, including cancer [13,21–23]. The use of applied
and computational mathematics methods in the digital transformation of healthcare not
only improves the accuracy of diagnosis but also contributes to the formation of innovative
methods of disease prevention and treatment. As a result, the basis for personalized
and predictive healthcare strategies is created, including strategies of cancer prevention
and diagnosis.

Oncological diseases (ODs) are considered to be one of the most critically danger-
ous diseases due to the potentially severe consequences for patients, especially with late
diagnosis [24,25]. These consequences include severe pain and serious psychological dis-
tress. Treatment for ODs can take a very long time. In addition, it is associated with huge
financial costs both on the part of patients and on the part of the state. ODs are dangerous
immune violations that cause abnormal cells to divide and grow in some organ of the
patient. In addition, these immune violations can very quickly cover the patient’s entire
body and lead to a sad outcome. Clearly, timely early diagnosis of ODs is crucial so that the
doctor can promptly choose an effective method for treating the patient. Unfortunately, the
problem of early diagnosis of ODs is challenging and extremely difficult, because obvious
characteristic symptoms do not manifest themselves until late in the course of the disease,
so even innovative treatments may not be effective.

One approach to early diagnosis of ODs involves analyzing the results of various
tests, for example, gene tests (GTs) [13,26] and protein tests (PTs) [13,27,28]. In the last
few years, experts have favored PT-based OD diagnostic tools involving blood protein
markers [13–16,26]. While GTs are static, PTs are dynamic, so PTs, when performed in a
timely manner, can detect the disease onset and monitor its progression [13]. In addition,
PTs are performed non-invasively. Also, they are cheap. It is assumed that PT-based
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diagnostic technologies provide the forecasting of risks of cancer development for 1–3 years
in advance and, therefore, allow us to carry out advanced prevention and diagnosis of ODs.

Various protein markers are present in the blood. It is known that for different types
of ODs, the values of blood protein markers (BPMs) differ from each other [13]. It can
be reasonably assumed that taking into account the entire spectrum of BPMs should
provide an increase in the accuracy of diagnostics of various diseases. The use of data
mining (DM) tools with the involvement of ML and DL technologies will allow us to reveal
the relationships between the values of BPMs hidden in PT data for different types of
ODs [13,14,20].

The main problem that arises when solving medical diagnosis problems is the class
imbalance of the dataset [14,20]. As a rule, the number of normal data patterns describing
situations with the absence of any ODs greatly exceeds the number of pathologic ones
describing situations of OD of one type or another. As a result, the pattern class of normal
data represents the majority class, while the pattern classes of pathologic data represent the
minority classes (minority classes). When solving the problem of early diagnosis of ODs,
the target classes, i.e., the classes whose correct classification of patterns is most important,
are the minority classes. In addition, the medical diagnosis problem itself is usually a
multiclass classification problem.

The problem of creating a multiclass classifier on the basis of an imbalanced dataset
is very difficult, as the classifier must be trained to accurately classify the patterns of dif-
ferent classes that are imbalanced. Currently, a lot of approaches to overcoming the class
imbalance problem have been proposed [29,30]. The most commonly used approaches are
those that implement various class balancing algorithms realizing the strategies of over-
sampling [31–34], undersampling [34,35] and their combinations, as well as approaches
that implement cost-sensitivity learning (CSL) and take into account the cost of incorrect
decisions [14,36]. In [29], the authors show that, currently, there is no universal approach to
address class imbalance. They propose a taxonomy that covers methods to eliminate class
imbalance such as through performing cost-sensitive classification or through data sam-
pling. The authors show that a lot of DM problems are cost-sensitive and class-imbalanced.
In [30], the authors note that it is common to use data-level approaches, algorithm-level
approaches, ensemble approaches and hybrid approaches to deal with class imbalance.
They present a systematic literature review and perform an analysis of the studies presented
in more than 400 papers from 2002 to June 2017. This analysis emphasizes the significant
impact that inherent problems in the data have on the results obtained from classification
problems. In addition, the analysis covers methods for handling imbalanced data and
methods used to deal with skewed data distributions. The authors reveal trends and gaps
in this sphere of research and discuss directions for future research.

Obviously, in each specific case, when applying one or another method to overcoming
the class imbalance problem, it is necessary to check whether undesirable effects have not
appeared, for example, in the form of a loss of representative data during undersampling,
the appearance of mistaken or redundant data during oversampling, a significant increase
in time for classifier development, a significant decrease in accuracy for classifying patterns
of the majority class, etc. [20]. In this regard, when evaluating the quality of the created
classifier, it is advisable to perform a thorough analysis of different classification quality
metrics using the test set, particularly metrics which allow taking the dataset imbalance
into account; e.g., such metrics as F1 − score and balanced accuracy can be used for this
purpose. In addition, it is advisable to use k-fold cross-validation to empirically assess the
generalization ability of the created classifier.

The problem of working with data accommodating information on blood protein
markers is addressed in a number of scientific papers [13,21–25,37,38]. In particular, in [13],
the so-called CancerSEEK test based on the logistic classifier (LC) is considered. The
authors of the pilot study [13] choose eight types of ODs described by the patterns of
this dataset due to the fact that these types are most often found in residents of Western
countries and, additionally, because in clinical practice, blood tests were not applied for the
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early identification of ODs. As a result, the dataset contains information about patterns
belonging to nine classes: eight of them correspond to eight types of ODs, and another one
corresponds to patterns for which no OD has been diagnosed. Also, the authors consider
each individual’s sex, levels of eight proteins and facts of mutations in 1933 various genomic
locations. Based on the results of the experiments, the authors argue that blood protein
markers reflect most of the information about the localization of ODs, because mutations in
genes are most often not tissue-specific.

Later, there appeared research that proposed approaches to the development of classi-
fiers that diagnose ODs based on datasets that accommodate data only on blood protein
marker values [14,20], that is, they do not take into account data about the values of gene
markers. Thus, in [14], the authors propose a cost-sensitive three-class kNN classifier
created on the basis of the three-class imbalanced dataset extracted from the dataset used
in [13]. The new dataset accommodates only patterns describing information for 39 blood
protein markers mapped to 39 features. The authors extract additional information hidden
in the 39-dimensional data patterns using sample entropy and approximate entropy, form
two new features and add them to the used dataset, hoping to improve the data classifica-
tion quality. In the research [20] performed earlier by the author of this paper, the aspects of
kNN [14,39] and SVM [15,39] classifier development using sampling class balancing tools
are considered. In this study, oversampling strategies are applied to balance classes [31–34].
In addition, the research explored various approaches to the formation of new features
based on the methods for calculating entropy [40–45], Hjorth parameters [46,47] and fractal
dimension [48,49], as well as on the basis of the UMAP (Uniform Manifold Approximation
and Projection) algorithm [50–53], which is a nonlinear dimension reduction algorithm.
New features were created to be added to the original dataset in different combinations, as
well as to independently use these combinations as datasets when developing classifiers.

In general, we can note the high interest of scientists and practitioners in developing
approaches to diagnosing cancer based on blood protein markers. At the same time, ideas
are proposed for the development of both binary classifiers aimed at identifying any one
cancer disease and multiclass classifiers seeking to identify different classes of diseases,
which is much more difficult.

The aim of this research is to develop efficient classifiers of ODs (in terms of providing
high values of classification quality metrics) using modern DM tools and ML techniques.
We propose to develop SVM classifiers [15,20,39] using cost-sensitive algorithms that allow
for the different estimation of classification errors in majority and minority classes when
working with the original dataset and the extended datasets created on the basis of the
original dataset using different tools for forming new features. In particular, when forming
new features, as in [20], it is planned to use:

• The UMAP algorithm [50–53], which implements the nonlinear dimensionality reduc-
tion of data;

• Methods for calculating the approximate entropy (AE) [45] as well as Higuchi fractal
dimension (HFD) [48] and Katz fractal dimension (KFD) [48].

While working with the UMAP algorithm, the plan is to investigate how different
loss functions affect the results of embedding the original dataset into a lower-dimensional
space. Also, we plan to research how the choice of loss function (LF) affects the quality of
the extended datasets and the quality of the SVM classifiers developed from them.

In addition, it is planned to perform a comparative analysis of the SVM classifiers cre-
ated in this study with the SVM classifiers created in [20], both in terms of the classification
quality metrics and the time taken to train and test the SVM classifiers.

The rest of the paper is organized as follows. Section 2 is devoted to a review of works
related to the presented research. Section 3 summarizes the design aspects of cost-sensitive
SVM classifiers used to address the class imbalance problem in datasets. Furthermore,
the applied quality metrics for multiclass classification are emphasized. In addition, a
brief description of the principles of the UMAP algorithm and the various LFs used in it,
which affect the results of embedding the original dataset from a high-dimensional space
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into a low-dimensional space, is also provided. Moreover, the methods for computing the
approximate entropy, Higuchi fractal dimension and Katz fractal dimension are mentioned.
Section 4 presents the experimental results. First, a brief background to this research is
given; in particular, a description of the approach to generating datasets and the previously
obtained results of the creation of multi-class classifiers using oversampling algorithms are
discussed. Then, aspects of the analysis of the original three-class datasets on the basis of the
UMAP algorithm using various LFs are considered. Furthermore, the results of developing
cost-sensitive SVM classifiers based on various datasets are discussed. Section 5 discusses
the obtained results. Section 6 provides conclusions and purposes for future research. The
section Appendix A contains the names of concepts and their abbreviations in Table A1
and reference information on the datasets and the composition of their features in Table A2.
The section Appendix B contains figures visualizing the graphical dependencies for the LFs
used in the UMAP algorithm when the original dataset is embedded in two-dimensional
space. Section Appendix C contains information on the results of statistical tests with the
developed models.

2. Related Work

In a pilot study [13], the authors propose to evaluate the levels of proteins and mu-
tations in extracellular deoxyribonucleic acid and apply this information in a nine-class
CancerSEEK test based on LC. The dataset applied during the development of the Can-
cerSEEK test is available in the supplementary materials to the paper [13] under the name
aar3247_cohen_sm_tables-s1-s11.xlsx. It should be noted that new data are constantly being
added to this dataset. A regularly updated version of this dataset is openly presented in
the repository titled as Catalog of Somatic Mutations in Cancer (COSMIC) [54] under the
title NIHMS982921-supplement-Tables_S1_to_S11.xlsx. In developing the CancerSEEK
test, the authors use 1005 patterns of data from patients with clinically identified “Breast”,
“Colorectum”, “Esophagus”, “Liver”, “Lung”, “Ovary”, “Pancreas” or “Stomach” ODs. In
doing so, they propose to consider each individual’s sex, levels of eight proteins and facts
of mutations in 1933 various genomic locations. The authors believe that the facts of the
gene mutations or the growth in the level of any of the eight proteins allows a pattern of
data to be classified as a pattern with detectable OD. They use 10-fold cross-validation to
calculate values of the classification quality metrics and show that for all types of ODs, the
mean value of such metrics as sensitivity is about 70%; however, there are great differences
by classes: the lowest value of this metric, equal to 33%, is found for the breast class, and
the highest value of this metric, equal to 98%, is found for the ovarian class. Also, authors
show that the value of this metric depends significantly on the stage of the disease: the
lower the disease stage number, the lower the sensitivity metric value.

In [14], the authors develop a cost-sensitive three-class kNN classifier on the basis
of imbalanced dataset patterns describing data only for 39 blood protein markers. Each
pattern belongs to one of the following classes: “Normal”, “Ovary” and “Liver”. The
authors refused the idea of developing a nine-class classifier, as was performed in [14],
because of the poor separability of the patterns of the nine classes. They expand the
original dataset containing 39 features with 2 new features formed using sample entropy
and approximate entropy, and they use the extended 41-dimensional dataset to create a
cost-sensitive kNN classifier. In this research, the dataset contained 897 patterns belonging
to one of three classes in the such ratio as “Normal”:“Ovary”:“Liver” = 799:54:44. The
values of metrics such as Precision, Recall, MacroF1 − score and AUC were equal to 0.807,
0.833, 0.819 and 0.920, respectively. The overall accuracy of the classifier was equal to 0.952.

In study [20], the author of this paper develops kNN [14,39] and SVM [15,39] clas-
sifiers using such class balancing tools as SMOTE (Synthetic Minority Oversampling
Technique) [31], Borderline SMOTE-1 [32], Borderline SMOTE-2 [32] and ADASYN (ADap-
tive SYNthetic sampling approach) [33], which allow us to restore class balance based on
oversampling strategies. The creation of classifiers is performed on the basis of both the
original dataset and the new datasets designed on the basis of the original dataset using
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different tools for forming new features. Thus, five methods of entropy calculation [40–45],
such as approximate entropy (AE), sample entropy (SE), singular value decomposition
entropy (SVDE), spectral entropy (SPE) and permutation entropy (PE); two methods of
Hjorth parameter calculation [46,47], such as Hjorth complexity and Hjorth mobility (HC
and HM); and three methods for calculating fractal dimensions [48,49], such as Higuchi
fractal dimension (HFD), Katz fractal dimension (KFD) and Petrosian fractal dimension
(PFD) were used to form potentially new features from the 39-dimensional patterns of
the original dataset. Based on the results of the analysis of values of the mean and the
standard deviation (SD), calculated for each class, as well as correlation assessments, the
methods for calculating approximate entropy AE, Higuchi fractal dimension HFD and Katz
fractal dimension KFD were selected for further use. In addition, the UMAP algorithm
(Uniform Manifold Approximation and Projection) [50–53], which implements non-linear
dimensionality reduction on the data by embedding them in a lower-dimensional space,
was applied to form new features from 39-dimensional patterns of the original dataset. The
dimensionality reduction was performed not only to 2-dimensional space (as it is usually
carried out when solving data visualization problems in two-dimensional space), but also
to other dimensions (from 3 to 38) in order to select the best dimensionality reduction
option in the context of solving the problem of achieving higher data classification quality.

The research in reference [20] is the first attempt to create datasets using different
tools for generating new features by recovering data that are hidden in 39 features of the
original dataset and then selecting the best tools for generating new features. In particular,
the selection of new feature formation tools was founded on the correlation analysis of
potentially new features among themselves, as well as on their ability to separate patterns
that belong to different classes, using the mean and the SD values of features for each
class. This approach to the creation of a group of datasets describing the subject area was
first applied in the field of medical diagnostics, including the identification of ODs using
blood protein markers. These datasets were further subjected to balancing using SMOTE,
Borderline SMOTE-1, Borderline SMOTE-2 and ADASYN oversampling tools followed by
choosing the best of them. The best oversampling tools were used in developing kNN and
SVM classifiers followed by choosing the best classifiers in terms of maximizing the mean
value of the metric MacroF1 − score. In this research, the best kNN classifier was created
using the original dataset extended by the feature on the basis of approximate entropy,
and the best SVM classifier was created using the original dataset extended by the feature
on the basis of approximate entropy and 28 features on the basis of the UMAP algorithm.
The mean values of the metric MacroF1 − score of kNN and SVM classifiers increased by
16.138% and 4.219%, respectively, in comparison with the mean values of this metric in the
case when the original dataset was applied to create kNN and SVM classifiers. Thus, the
mean values of the metric MacroF1 − score of the best kNN and SVM classifiers were 0.878
(with the SD value equal to 0.050) and 0.914 (with the SD value equal to 0.050), respectively.
In addition, in [20], it was shown that it is promising to work with other considered tools of
new feature formation, because their use in the datasets applied in the creation of classifiers
also provided an improvement in data classification quality, although not as significant as
the best classifiers mentioned above. Thus, the feasibility of using the proposed approach
to form a group of datasets describing the subject area has been experimentally proven.

Despite the clearly significant results of the study performed in [20], we should note
the drawbacks of the approach to solving the class imbalance problem, which implements
work with oversampling tools that involve the synthesis of new patterns (perhaps never
hypothetically possible). First, oversampling may lead to even more class mixing (in the
case when classes are already poorly separable from each other) due to the impossibility
of a priori accurate knowledge about the spatial geometry of data patterns because of the
refusal (due to substantial time expenditures) to conduct additional research to study the
spatial geometry of data patterns. However, in a sense, this disadvantage can be offset by
evaluating the quality of the developed classifiers while screening out the unreliable ones.
Second, oversampling always leads to an increase in the time cost of classifier development,
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both because of the need to synthesize new patterns and because of the need to develop
classifiers on significantly larger datasets.

Due to this, it is reasonable to consider approaches to overcoming the class imbalance
problem, in which algorithms that take into account the cost sensitivity of wrong decisions
are implemented. CSL, and, in particular, cost-sensitive algorithms, have been addressed
and applied in a large number of research works. For example, such an approach is used in
the aforementioned work [14] related to the development of a three-class kNN classifier for
diagnosing ODs.

In [36], the authors note that CSL accounts for the misclassification cost and possibly
costs of other types as well. The purpose of CSL is to minimize the total cost. CSL handles
various classification errors differently. In particular, the classification cost of marking the
positive data pattern as negative may not be equal to the classification cost of marking
the negative data pattern as positive. Non-cost-sensitive learning does not account for the
misclassification cost.

In [55], the authors show that the class imbalance problem (CIP) is one of the serious
ML problems. Training on very imbalanced data leads to the fact that classifiers will be
overloaded with data patterns from majority classes; therefore, the false negative rate will
be high. They note that many methods are currently known to address the class imbalance
problem, including sampling methods and CSL methods, but these methods are usually
applied independently of each other. The authors propose two empirical methods on the
basis of sampling methods and CSL methods. The first method suggests to create SVM
classifiers conjoining sampling methods with CSL methods. The second method suggests
to use CSL methods with a locally optimized cost matrix. The authors show that the
first method allows reducing the misclassification costs, while the second method allows
improving the classifier performance.

In [56], the authors argue that CSL has made significant efforts to address the CIP, but in
practice, it is almost impossible to assess the misclassification cost exactly. Additionally, they
show that the classification quality depends on the used feature subsets from the dataset
and the values of the classifier parameters. The authors embed evaluation metrics such
as AUC (Area Under Curve) and G−mean (Geometric Mean) into the objective function
to improve the classification quality of the cost-sensitive SVM classifier. They offer the
method that tries to find the best combination of feature subsets, values of misclassification
costs and values of the classifier parameters. The authors show that the proposed method
is more efficient than commonly used sampling methods.

In [57], the authors propose robust cost-sensitive classifiers developed via the modifica-
tion of the target functions of ML algorithms such as decision tree, random forest, extreme
gradient boosting and logistic regression and apply them to efficiently predict medical
diagnoses. Unlike sampling methods, the authors’ approach does not change the original
data distribution. The authors implement standard versions of the algorithms mentioned
above and compare them with cost-sensitive versions. The cost-sensitive classifiers take
into account the imbalanced class distribution during training, leading to more robust
performance compared to classifiers on the basis of sampling methods.

In [58], the authors show that although methods such as cost-sensitive methods,
sampling methods and ensemble learning methods can improve classification accuracy for
minority class patterns, they are restricted by the problems of selection of cost parameter
values and overfitting. The authors suggest a hybrid approach that includes data block
construction, dimensionality reduction and ensemble creation with DL neural network
classifiers. The effectiveness of the proposed hybrid approach is validated by experimental
results using eight unbalanced datasets evaluated in terms of Recall, G−mean and AUC.

In [59], the authors analyze CSL aspects and postulate its importance in medicine.
They note that doctors are interested in models which can seek to minimize several types
of healthcare-related costs such as the attribute cost (e.g., the diagnostic test cost) and the
misclassification cost (e.g., the false negative test cost). They show that the diagnostic
tests and the misclassification errors have high financial and human costs. The authors
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propose ideas for dealing with CSL and its medical applications and provide an overview
of research on CSL, including approaches and methods for the creation and evaluation of
cost-sensitive classifiers.

Currently, especially in 2022–2023, there is a significant increase in the number of
studies addressing aspects of the use of ML and DL technologies in the context of solving the
problem of early diagnosis of cancer [3–7,11–14,20,26,37,38,60–66]. At the same time, many
of them are aimed at solving the problem of diagnosing ODs on the basis of biomarkers,
including blood protein markers [13,14,20–24,27,28,37,38,60]. However, most research
solves the problem of binary classification with the identification of one specific disease,
for example, breast [22], liver [12] or lung [37] cancer. It is obvious that the problem of
multiclass classification is, on the one hand, more complex, but, on the other hand, the data
used in its solution contain more complex dependencies, the restoration of which should
help the rapid diagnosis of oncological diseases [13,14,20].

3. Materials and Methods
3.1. Aspects of Developing Cost-Sensitive SVM Classifiers

Various ML and DL algorithms can be used in the development of data classifiers,
including multi-class classifiers, such as kNN [14,20,39,67,68], SVM [15,20,39,69,70], LR
(Logistic Regression) [13,71] and RF [16,72,73], as well as algorithms on the basis of certain
neural network architectures [8–12]. In addition, an increase in the quality of data classifi-
cation can be achieved by applying cascade algorithms and ensembles on the basis of ML
and DL algorithms. In this case, when developing certain classifiers, it is possible to use
the default values of the parameters of the eponymous algorithms or to adjust the values
of these parameters by applying, for example, grid search algorithms or well-established
population optimization algorithms [74].

It should be noted that there are no universal approaches to classifier development
which would guarantee that the classifier developed with their application will ensure
high-quality classification for every task. In particular, the quality of data classification
will depend both on the key features of the mathematical apparatus used in classifier
development and on the specifics of the dataset used in classifier development, including
its balance. In some cases, the time spent on classifier development, as well as on making
classification decisions, may be of fundamental importance. Obviously, preference should
be given to classifiers that provide high data classification quality with minimum time
cost. For example, the kNN algorithm can be characterized as an algorithm that requires
minimal time to develop a classifier as well as to make classification decisions, unlike
the RF algorithm. The SVM algorithm is generally less time-consuming than the RF
algorithm but more time consuming than the kNN algorithm. It is for this reason that the
author of the study in [20] used the kNN and the SVM algorithms in the creation of the
eponymous classifiers.

In this study, only the SVM algorithm is considered, and a cost-sensitive one at that.
This choice is made in connection with the previously stated goal of the study. The rejection
of the kNN algorithm used by the author of this study along with the SVM algorithm
in [20] can be justified by the fact that the SVM classifiers provided a higher quality of
data classification in the earlier study. Therefore, it was decided to conduct an additional
study to see if the SVM classifiers could be developed with even higher quality by utilizing
cost-sensitive learning principles.

Let U = {⟨x1, y1⟩, . . . , ⟨xs, ys⟩} be the dataset applied in the creation of the SVM
classifier, where xi (i = 1, s) is the pattern described by q features; xi ∈ X; X is the set of
patterns; yi is the class labels of the pattern xi (i = 1, s); yi ∈ Y = {1, . . . , M}; Y is the set of
pattern class labels; s is the number of patterns in the dataset U; M is number of classes in
the dataset U [39].

Suppose that the SVM classifier is trained on S patterns. Additionally, the SVM
classifier is tested on s− S patterns. In this case, the k-fold cross-validation procedure can
be used to assess the quality of the SVM classifier.
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The base SVM algorithm assumes that M = 2, that is, the classification is binary,
and implements binary data classification by constructing a hyperplane that separates
the classes [39,62]. In this case, each data pattern xi ∈ X corresponds to a class label
yi ∈ Y = {−1;+1} (i = 1, s).

When developing a binary SVM classifier, we must solve the problem of constructing
a hyperplane that separates the classes. This problem can be reduced, accordingly with
the Kuhn–Tucker theorem, to a quadratic programming problem that contains only dual
variables λi (i = 1, S) [39,69]:

1
2 ·

S
∑

i=1

S
∑

j=1
λi·λj·yi·yj·κ

(
xi, xj

)
−

S
∑

i=1
λi → min

λ
,

S
∑

i=1
λi·yi = 0,

0 ≤ λi ≤ C, i = 1, S,

(1)

where κ
(

xi, xj
)

is the kernel function; C (C > 0) is the value of the regularization parameter.
The kernel function κ

(
xi, xj

)
can be linear, radial basis, polynomial or sigmoid, the last

three of which carry out a transition to a higher-dimensional space than the original feature
space in order to provide better separability of pattern classes from each other.

In the proposed study, as in [20], the radial basis function (RBF) kernel is applied.

Such function can be defined as κ
(
xi, xj

)
= exp

(
− (xi−xj)·((xi−xj))

2·σ2

)
, where σ (σ > 0) is

the kernel function parameter.
When creating a binary SVM classifier with an a priori defined RBF kernel function

κ
(

xi, xj
)
, we must define the value of the parameter σ and the value of the regularization

parameter C [62], which assures the minimum classification error. The task of searching for
optimal values of these parameters can be solved on the basis of grid search (GS) algorithms
or population optimization algorithms.

Support vectors, which are patterns of the original dataset located near the hyperplane
that separates classes, are defined as a result of solving problem (1). They present all
information about the class separation rules. For the support vectors, the values of the dual
variables λi satisfy the condition λi ̸= 0 [75].

The classification rule, according to which the membership class of pattern x is deter-
mined, has the following form [39,69]:

F(x) = sign

(
S

∑
i=1

λi·yi·κ(xi, x) + b

)
(2)

where b = ω·xi − yi; ω = ∑S
i=1 λi·yi·xi.

In order to form classification decisions in the case of multiclass classification, i.e., when
the number of classes is greater than 2, either the OvR (One-vs-Rest) strategy or the OvO
(One-vs-One) strategy is applied [75].

Since the purpose of this research is to create a multi-class cost-sensitive SVM classifier,
we can use different values of the regularization parameter Cj (j = 1, M) for different
classes by defining them as Cj = weightj·C, where weightj is the weight coefficient of the

j-th class. Thus, weightj can be defined as S
M·Sj

, where Sj is the number of patterns in the

j-th class; ∑M
j=1 Sj = S. Furthermore, we can consider arbitrary combinations of weights

for different classes, assigning large weights weightj
(

j = 1, M ) to small classes. As a
result, it will be possible to select such combinations of weights that guarantee high-quality
data classification according to some quality metric at not the highest costs (penalties) for
classification errors.

When evaluating the quality of multiclass classification, it is reasonable to use metrics
such as Accuracy, MacroPrecision, MacroRecall and MacroF1 − score [20,76]. Such met-
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rics as MacroPrecision, MacroRecall and MacroF1 − score are useful and effective when
developing classifiers using imbalanced datasets [76].

We can calculate Accuracy, MacroPrecision and MacroRecall as

Accuracy =
TP + TN

TP + TN + FP + FN
, (3)

MacroPrecision =
1
M∑M

m=1
TPm

TPm + FPm
, (4)

MacroRecall =
1
M∑M

m=1
TPm

TPm + FNm
, (5)

where TP is the total number of true positive patterns; TN is the total number of true
negative patterns; FP is the total number of false positive patterns; FN is the total number
of false negative patterns; M is the total number of classes; TPm is the number of true
positive patterns with the m-th class label; FPm is the number of false positive patterns with
the m-th class label; FNm is the number of false negative patterns with the m-th class label.

The metric MacroF1− score is based on metrics MacroPrecision and MacroRecall. This
metric allows us to simultaneously consider information about the precision and recall of
the decisions formed by the classifier. It can be calculated as follows [20,76]:

MacroF1 − score = 2· MacroPrecision·MacroRecall
MacroPrecision + MacroRecall

. (6)

A high value of the metric MacroF1 − score means that the classifier has good perfor-
mance on all the classes, whereas a low value of the metric MacroF1 − score means that the
classes are poorly predictable [76].

In the proposed study, just like in [20], the SVM classifier having the maximum value
of the metric MacroF1 − score is recognized as the best one.

3.2. Aspects of New Feature Generation
3.2.1. Generation of Features on the Basis of the UMAP Algorithm with Different
Loss Functions

The UMAP algorithm carries out nonlinear dimensionality reduction by embed-
ding patterns whose feature values are defined in high-dimensional space into lower-
dimensional space. When performing such an embedding, the UMAP algorithm preserves
local and global data structures that are defined in the high-dimensional space better [50,53]
than similar algorithms, for example, the t-SNE (t-distributed stochastic neighbor embed-
ding) algorithm [77].

Let X = {x1, x2, . . . , xs} be some dataset. The UMAP algorithm embeds q-dimensional
patterns xi (i = 1, s) described by q features into h-dimensional space (h ≤ q).

At the first stage, the UMAP algorithm constructs a fuzzy weighted undirected graph.
At the second stage, the UMAP algorithm optimizes the LF [50].

At the first stage, k nearest neighbors [78] are found for each pattern xi (i = 1, s), and
then distances dil (l = 1, k) to k nearest neighbors are calculated based on some distance
metric (e.g., on the basis of the Euclidean metric). Next, the values ρi that define the
distances to the nearest neighbor are found for each pattern xi (i = 1, s).

Then, a binary search is carried out to look for the values σi that satisfy the condition:

∑k
l=1 e(

ρi−dil
σi

)
= log2 k. (7)

An array Mi is formed for each pattern xi (i = 1, s). The array’s component µij
(µij ∈ [0, 1]) is a fuzzy number that defines how similar the i-th and the j-th patterns
belonging to dataset X are. If the patterns xi and xj are not neighbors, the component µij of
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the arrayMi is assumed to be 0. If the patterns xi and xj are neighbors, the component µij
of the arrayMi is calculated as follows:

µij = e(
ρi−dij

σi
). (8)

As a result, a weighted adjacency matrix Matr ∈ Rs×s is formed in which the i-th
row is defined on the basis of components from the arrayMi (i = 1, s). The matrix Matr
is asymmetric. It defines the fuzzy weighted oriented graph that encodes the pairwise
similarity of patterns xi (i = 1, s).

At the second stage, the UMAP algorithm carries out the symmetrization of the matrix
Matr on the basis of the probabilistic t-conorm:

µij ← µij + µji − µij·µji
(
i = 1, s ; j = 1, s

)
, (9)

where µll = 0 (l = 1, s).
Representations of q-dimensional patterns xi (i = 1, s) in h-dimensional space as

h-dimensional patterns yi (i = 1, s) are computed using spectral embedding [50] (h ≤ q).
As a result, a dataset Y = {y1, y2, . . . , ys} is generated.

The base UMAP algorithm implements optimization using an LF [79] that is a weighted
fuzzy cross-entropy with reduced repulsion:

L(Matr, Y) =
s

∑
i=1

s

∑
j=1

(
µijln

µij

νij
+

∑s
k=1 µik

2s
ln

(
1− µij

1− νij

))
, (10)

where Matr ∈ Rs×s is a symmetric adjacency matrix containing fuzzy values that determine
the pairwise similarity of patterns of high dimensionality (i.e., of dimensionality q) from
the dataset X; Y ∈ Rs×h is the representation of s patterns of low dimensionality (i.e., of
dimensionality h); µij ∈ [0, 1] is the number that defines the fuzzy similarity of the i-th
and the j-th patterns of high dimensionality that belong to the dataset X; νij ∈ [0, 1]
is the number that defines the fuzzy similarity of the i-th and the j-th patterns of low
dimensionality that belong to the dataset Y.

Pairwise similarity of the i-th and the j-th patterns of low dimensionality that belong
to the dataset Y is defined as:

νij =
(

1 + ad2b
ij

)−1
, (11)

where dij is the distance between the i-th and the j-th patterns of low dimensionality
that belong to the dataset Y, calculated based on some distance metric (e.g., based on the
Euclidean metric); a and b are coefficients fitted using the nonlinear least squares method
(11) on the curve:

ψij =

{
1, dij ≤ dmin

e(dmin−dij), dij > dmin
, (12)

where dij is the distance between the i-th and j-th patterns of low dimensionality that
belong to the dataset Y; dmin is the parameter (dmin ∈ (0, 1]) that influences the density of
clusters created in the low-dimensional space during the optimization of the LF.

In the proposed study, as in the earlier study [20], the Euclidean metric is used as the
distance metric.

The base UMAP algorithm applies the stochastic gradient descent (SGD) algorithm to
optimize the LF (10) [50]. Pattern representations yi (i = 1, s) of low dimensionality from
the dataset Y are refined at each iteration of the SGD algorithm during minimization of the
LF (10).

In addition to the LF (10), other LFs can be used.
We will additionally use the LFs described in [53] and presented below.
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The LF based on fuzzy cross-entropy can be written as [53]

L1(Matr, Y) =
s

∑
i=1

s

∑
j=1

(
µijln

µij

νij
+
(
1− µij

)
ln

(
1− µij

1− νij

))
. (13)

The LF based on symmetric fuzzy cross-entropy can be written as [53]

L2(Matr, Y) =
s

∑
i=1

s

∑
j=1

((
µij − νij

)
ln

(
µij
(
1− νij

)
νij
(
1− µij

))). (14)

The LF based on intuitionistic fuzzy cross-entropy can be written as [53]

L3(Matr, Y) =
s

∑
i=1

s

∑
j=1

µijln
µij

1
2 µij +

1
2 νij

+
(
1− µij

)
ln

(
1− µij

1− 1
2
(
µij + νij

))
. (15)

In the following, for convenience of presentation, we will refer to the LF (10) based on
weighted fuzzy cross-entropy with reduced repulsion as L4.

LFs (10) and (13)–(15) determine how the embedding of q-dimensional patterns xi
(i = 1, s) into h-dimensional space (h ≤ q) will look like.

It should be noted that in the author’s study [50], function (10) is stated as an LF,
but in fact, in the author’s version of the UMAP algorithm software (v. 0.5.5) library in
Python [70], the LF is not explicitly specified, and the optimization process itself when
performing pattern embedding from a high-dimensional space to a low-dimensional space
can be described precisely by the LF (10), as proven by the authors of study [79].

The main parameters involved in the work of the UMAP algorithm are the parameters
k and dmin.

k is the number of nearest neighbors that are found for each pattern in the high-
dimensional space. This parameter is responsible for controlling balance between local and
global structures in the data. Low values of k (n_neighbors in the software library [80]) will
force the UMAP algorithm to pay attention to a very local structure. Large values of k will
force the UMAP algorithm to pay attention to larger neighborhoods of each pattern during
assessment of the topological structure of the data, but in this case, it is possible to lose
small detail structure wanting to cover more data. Traditionally, k = 15. In our research,
we will enumerate values for parameter k from the range [10, 20] with a step of 5.

dmin is the threshold distance (dmin ∈ (0, 1]). This parameter influences the density
of clusters created in the low-dimensional space during the optimization of the LF. It is
responsible for controlling how densely UMAP algorithm packs points together. It defines
the minimum distance between the patterns in the low-dimensional space. Low values
of dmin (min_dist in the software library [80]) will lead to clumpier embeddings. Larger
values of dmin will make it possible to avert from packing patterns together and focus on
the preserving of the broad topological structure. Traditionally, dmin = 0.1. In our research,
we will enumerate values for parameter dmin from the range [0.1, 0.3] with a step of 0.1.

The UMAP algorithm also works with the parameter h, which determines the dimen-
sion of low-dimensional space. Traditionally, h = 2. In our research, we will enumerate
values for parameter h from the range [2, 38] with a step of 2 to investigate the performance
of the UMAP algorithm when embedding data in spaces with dimensions other than 2.

3.2.2. Generation of Features on the Basis of the Approximate Entropy, the Higuchi Fractal
Dimension and the Katz Fractal Dimension

The study carried out in [20] has shown the feasibility of using the methods of calcu-
lating the approximate entropy AE [45], Higuchi fractal dimensionality HFD [48] and Katz
fractal dimensionality KFD [48] for the creation of new features. These are the methods
that will be used in the proposed research. They are described in detail in [20].
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3.2.3. Computational Complexity of Developing Classifiers

The assessment of the computational complexity of developing the proposed SVM
classifiers can be performed as follows. Let s be the number of patterns in the dataset and q
be the number of features.

The computational complexity of the standard SVM classifier training has both a
quadratic component and a cubic one [81]. It increases at least like s2 when the value of
the regularization parameter C is small and like s3 when the value of the regularization
parameter C is large [81,82]. In general, the computational complexity of the standard SVM
classifier training can be estimated as O

(
qs3).

The computational complexity of the UMAP algorithm realization can be estimated as
O
(
qs2) [50,83].

The computational complexity of the approximate entropy calculation method can be
estimated as O

(
q2) [84,85]. Because we calculate the approximate entropy for each pattern

in the dataset, the total computational complexity can be estimated as O
(
q2s
)
.

The computational complexity of the methods for calculating the Higuchi fractal
dimension and the Katz fractal dimension can be estimated as O

(
q2) [48]. Because we

calculate the fractal dimensions for each pattern in the dataset, the total computational
complexity can be estimated as O

(
q2s
)
.

Thus, the main computational complexity comes from training the SVM classifier.
However, state-of-the-art SVM realizations typically have computational complexity that
scales between O(s) and O

(
s2.3), if we assume that the number of features q is not large

compared to the number patterns s [86]. We can improve the computational complexity
to O(s) using parallel mixture [87]. Also, we can use such modern solvers as the Pegasos
SVM [88] and the quantum SVM [89] to improve the computational complexity of standard
SVM classifier training. Hence, this complexity can be reduced to quadratic (and even
lower), both taking into account the specifics of the dataset and through the use of modern
solvers. Though, these are only empirical observations and not theoretical guarantees [82].

Working with fractal dimensions does not make a significant contribution to the
computational complexity of the developed classifiers. The computational complexity of
the UMAP algorithm implementation and the computational complexity of the approximate
entropy calculation method (taking into account working with all patterns in the dataset)
are comparable.

Thus, the computational complexity of developing one SVM classifier in this research
in the worst case is determined as O

(
s3), but in some cases it can be estimated as O

(
s2).

When working with modern solvers, we can obtain computational complexity of O
(
s2) (if

the UMAP algorithm is used when creating a dataset) and even less (if only entropy and
fractal dimension calculation methods are used when creating a dataset).

4. Experimental Studies

All experimental studies were performed in the interactive cloud environment Google
Colab. We used the Python 3.10 programming language for software development, since it
allows us to work with a large number of different software libraries, including libraries
that implement ML algorithms.

A three-class dataset on oncological diseases accommodating data on 39 serum protein
markers (39 features) for 910 patterns was used in experimental studies. The following
classes are considered: “Normal” (corresponding to the case when no OD was detected),
“Liver” and “Ovary”. Each protein marker in this dataset corresponds to a feature in the
dataset. A list of serum protein markers can be found in [20]. This dataset is extracted from
the original nine-class dataset, which contains 1817 patterns of classes such as “Normal”,
“Breast”, “Colorectum”, “Esophagus”, “Liver”, “Lung”, “Ovary”, “Pancreas” and “Stom-
ach”. Such a dataset with nine classes is publicly available in the COSMIC repository [54].
However, as shown in [14,20], the nine-class dataset is characterized by both poor separabil-
ity of classes from each other and significant imbalance. In this regard, an attempt to work
to restore class balance through the use of sampling strategies will not give the desired
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result. The use of oversampling strategies can lead to an even greater deterioration of the
situation in the context of class separability as a result of even greater mixing of patterns
of different classes, and the use of undersampling strategies can lead to the unreasonable
deletion of representative patterns belonging to the “Normal” class, which is the biggest
one, that is, the majority class. In [14,20], it is shown that the three-class dataset is also
poorly balanced.

In [20], the visualization results using the UMAP algorithm in two-dimensional space
for the original nine-class dataset and for the three-class dataset are presented. At the same
time, it is assumed that the class separation in the three-class dataset should be better than
in the original one. In this regard, it was the three-class dataset that was chosen for further
research in [20]. It should be noted that the class ratio in a three-class dataset is as follows:
“Normal”:”Liver”:”Ovary” = 812:44:54.

The UMAP algorithm has a library implementation in Python [80], proposed by the
authors of this algorithm [50]. The authors argue that UMAP is a stochastic algorithm, so
they use elements of randomness both to speed up the approximation steps and during the
solution of optimization problems using the SGD algorithm.

Figure 1 shows the two-dimensional visualization for the three-class dataset using
the library implementation of the UMAP algorithm with default parameter values of
n_neighbors = 15, min_dist = 0.1, metric = ‘euclidean’ and random_state = 42, where n_neighbors
is the number of neighbors taken into account when assessing local and global properties
of a diverse data structure [80]; min_dist is the parameter that determines the minimum
distance at which data patterns can be located in low-dimensional space [80]; random_state is
the parameter responsible for the initialization of UMAP algorithm and the reproducibility
of results [80]; metric is the parameter that defines the metric used when calculating the
distance between patterns [80]. Each two-dimensional point in Figure 1 corresponds to
a 39-dimensional data pattern. The points corresponding to different classes are marked
with different colors.
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Since the dataset has three classes, the classification problem is multi-class, and its
solution includes the development of a multi-class classifier.

4.1. Brief Background of This Study

Previously, in [20], approaches to the creation of three-class kNN and SVM classifiers
based on datasets generated in various ways were investigated. The original dataset
was tested for feature correlation. This test showed that there was no strong correlation
between all the features. The correlation index values for all pairs of features, except
one, turned out to be less than 0.6. Only for one pair of features with numbers 34 and 35
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(sHER2/sEGFR2/sErbB2 (pg/mL) and sPECAM-1 (pg/mL)), the value of the correlation
index was 0.604. Thus, the feasibility of using all features when performing further research
was proven. Also, different options for extracting features from those in question were
previously analyzed as well. In particular, five methods for calculating entropies such as
approximate entropy (AE), sample entropy (SE), singular value decomposition entropy
(SVDE), spectral entropy (SPE) and permutation entropy (PE); two methods for calculating
Hjort parameters such as Hjorth complexity and Hjorth mobility (HC and HM); and three
methods for calculating fractal dimensions such as Higuchi fractal dimension (HFD), Katz
fractal dimension (KFD) and Petrossian fractal dimension (PFD) were considered. These
methods were applied to the three-class dataset whose feature values were not subjected to
preliminary scaling to [0, 1] to generate potential new features.

The values of entropies, Hjorth parameters and fractal dimensions were combined
according to pattern class labels. Then, for each class, the mean value and the SD value of
the potential new feature were calculated.

For each potential new feature, based on the results of the analysis of values of
the mean and the SD for each class, the following conclusions were made. The biggest
differences between the classes are observed for potentially new features based on the
entropies AE and SE, as well as based on the fractal dimensions HFD and KFD. At the same
time, the SD values for the aforementioned potentially new features are not large (and only
for the feature based on the fractal dimension KFD they are slightly larger). It was these
four potential new features that were selected for further consideration and examined for
correlation with each other. We discovered that the potential new features based on the
entropies AE and SE highly correlate with each other (the correlation score value is equal to
0.931). The feature based on the sample entropy SE was removed from consideration since
it had a lesser correlation with the target feature that defines the pattern class label [20]. We
also discovered that the potential new features based on the fractal dimensions HFD and
KFD weakly correlate with each other (the correlation score value is equal to 0.141).

Thus, the preliminary analysis showed the feasibility of using the new feature on the
basis of the approximate entropy AE as well as new features on the basis of the fractal
dimensions HFD and KFD.

The additional experiments showed a slight excellence of the feature on the basis of
the approximate entropy AE over the feature on the basis of the sample entropy SE in terms
of maximizing the mean value of the metric MacroF1 − score.

In addition, the library implementation of the UMAP algorithm [63] was used in [20]
to embed a three-class 39-dimensional dataset into spaces of lower dimensions h (h = 2, . . .,
38) to form new features.

Thus, the new generated features belonged to one of the following three groups:

• Feature on the basis of the approximate entropy AE;
• Features on the basis of the fractal dimensions HFD and KFD;
• Features on the basis of the UMAP algorithm.

We created the new datasets either by appending various combinations of new features
of the three groups mentioned above to the original dataset or by appending various
combinations of new features of the first two groups mentioned above to the features of
the third group formed on the basis of the UMAP algorithm. As a result, we developed
classifiers of 12 types: we developed classifiers of 4 types once (since we did not use the
UMAP algorithm in the creation of the corresponding datasets) and classifiers of another
8 types over and over again (since we used the UMAP algorithm in the creation of the
corresponding datasets for h = 2, . . ., 38, where h is the dimension of the space into which
the original dataset is embedded).

Figure 2 schematically shows all 12 ways for creating datasets. Table A2 in Appendix A
contains information on the composition of features for all 12 datasets.
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The developed classifiers subsequently have the same names as the datasets on the
basis of which they are developed. Thus, the designation C7 in Figure 2 corresponds to a
dataset obtained by supplementation of the original three-class dataset with the feature on
the basis of the approximate entropy AE, as well as the features on the basis of the UMAP
algorithm for a certain dimension h (h = 2,. . ., 38) of space in which the original three-class
dataset is embedded. Based on dataset C7 for a certain space dimension h, homonymous
classifier C7 is developed. All 12 considered three-class datasets are unbalanced, since the
three-class dataset C1 extracted from the original nine-class dataset is unbalanced.

It should be noted that all the principles formulated above for forming new groups
of datasets can be applied when developing classifiers on the basis of any ML algorithms,
since they only have an impact on the stage of preparing datasets applied in the creation
of classifiers.

In [20], the CIP was overcome by applying oversampling algorithms such as SMOTE [31],
Borderline SMOTE-1 [32], Borderline SMOTE-2 [32] and ADASYN [33]. Then, the best
oversampling algorithms in terms of maximizing the mean value of the metric MacroF1− score
were selected. In this case, all datasets were either immediately used to develop classifiers
or were first subjected to oversampling based on SMOTE, Borderline SMOTE-1, Borderline
SMOTE-2 and ADASYN algorithms.

We found that Borderline SMOTE-1 is the best oversampling algorithm for developing
kNN classifiers. Also, we found that the base SMOTE algorithm is the best oversampling
algorithm for developing SVM classifiers.

The choice of these different oversampling algorithms was justified by the fact that
these particular algorithms made it possible to provide the best classification quality
assessed using the metric MacroF1 − score for the kNN and SVM classifiers.

The following conclusions were made based on the experimental results:

• SVM classifiers outperform kNN classifiers, both in the absence of oversampling
and in the case of its use, in terms of maximizing the mean value of the metric
MacroF1 − score.
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• In the case of oversampling, SVM classifiers provided the best classification quality
assessed using the metric MacroF1 − score, but the time spent on their development
increased significantly.

In this regard, it was decided to continue researching the capabilities of SVM classifiers.
In order to solve the CIP, it was decided to use the cost-sensitive algorithms instead of
oversampling algorithms. If a positive result is obtained from experiments using cost-
sensitive algorithms, we will be able to significantly reduce the time spent on creating SVM
classifiers and, possibly, improve the data classification quality.

The method for finding the best SVM classifiers is described in detail in [20]. It involves
searching through a grid of parameter values that provide the maximum value of the metric
MacroF1 − score.

In particular, we applied a grid search to find the values of parameters such as C and
gamma, that, respectively, determine the regularization parameter and the parameter of the
RBF kernel. The values of parameter C and parameter gamma varied in the range [0.4, 2]
with a step of 0.1. We used the default values from the software implementation of the SVM
algorithm in the scikit-learn library of Python as the values of the remaining parameters.

We used the metric MacroF1 − score as the main classification quality metric. This was
performed to minimize the negative impact of the existing class imbalance in the original
dataset C1 on the classification performance.

We applied a grid search to find the optimal values of the SVM classifier parame-
ters [20] using stratified 10-fold cross-validation [90,91] with three-time repetition and the
multi-class OvO strategy. We calculated the mean value of the metric MacroF1 − score with
the corresponding SD value. Also, we calculated the mean values of the metrics Accuracy,
MacroPrecision and MacroRecall with the corresponding SD values for the best classifiers.
In addition, we determined the hyperparameter values for the best classifiers.

Table 1 demonstrates, for reference, the mean values of the metric MacroF1 − score
and the corresponding SD values for the best classifiers of 12 types created without the
application of oversampling algorithms [20]. Based on the information in Table 1, we can
select best potential types of classifiers, which, in the future, first of all, should be paid
attention to when developing classifiers based on CSL principles.

Table 1. Characteristic values of the best classifiers of different types created without the application
of oversampling algorithms and cost-sensitive algorithms on the basis of the metric MacroF1 − score.

Characteristic
Classifiers

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12

Mean 0.877 0.837 0.864 0.799 0.840 0.846 0.873 0.885 0.878 0.880 0.866 0.876
Standard deviation 0.078 0.095 0.074 0.101 0.090 0.090 0.075 0.079 0.078 0.074 0.078 0.080

Values greater than 0.850 are highlighted in bold.

As we can see, classifiers C3, C7, C8, C9, C10, C11 and C12 have the mean values of
the metric MacroF1− score exceeding 0.850. The mean values of the metric MacroF1− score
of these classifiers are highlighted in bold in Table 1. In the future, it will be interesting
to evaluate the behavior of classifiers of these types if CSL principles will be applied for
their development.

We found that that even the best SVM classifiers do not have good quality metric
values due to class imbalance: the values of the metric MacroF1 − score are small, while all
classifiers make many errors on patterns belonging to minority classes [20].

4.2. Experiments to Implement the Concept of This Study

When performing experiments in this study, it was decided to:

• Apply the principles of cost-sensitive algorithms for developing classifiers;
• Explore the possibility of generating new features using the UMAP algorithm, which

uses five variants of the LF.
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We plan to select the parameter values of the UMAP algorithm on the basis of the
GS algorithm.

It should be noted that, as in [20], methods for calculating the approximate entropy
AE, the Higuchi fractal dimension HFD and the Katz fractal dimension KFD will be used
to generate new features.

We plan to use the following variants for the LF:

• Variant available in the library implementation in Python [80];
• Four variants described in [53] and available in the library implementation in Python [92].

Unfortunately, the LF in the library implementation in Python [80] is set implicitly,
although the authors really use an SGD algorithm to solve an optimization problem when
embedding the dataset from the high-dimensional space into the low-dimensional space;
that is, in fact, the LF (13) declared by the authors in [50] is not used. The authors of
study [79] tried to explicitly write down the formula for the LF, relying on the library
implementation in Python [80]. They concluded that the LF resembles formula (10). In
this case, with some error, they reproduced the work of the UMAP algorithm in the library
implementation in Python [80]. In what follows, we will call the implicit LF used in the
library implementation [80] as L0 and the LF (10) as L4.

The LFs in [92] are defined in accordance with (10) and (13)–(15). In this case, the
optimization problem is solved using full gradient descent (FGD). The parameter value
of random_state equal to 42 is used only when initializing the embedding of patterns into
low-dimensional space.

We suggest using the following methodology when performing experiments.

1. Create datasets C1–C12 in accordance with the scheme presented in Figure 2, for a
fixed combination of the parameter values (h, LF type, n_neighbors, min_dist), where
h is the dimension of the low-dimensional space (h is selected from the range [2, 38]
with a step of 2); the LF type is defined as one of the types in the list [L0, L1, L2, L3,
L4]; n_neighbors is the number of nearest neighbors of the data pattern in the high-
dimensional space (n_neighbors is selected from the range [10, 20] with a step of 5);
min_dist is the threshold distance that influences the density of clusters created in the
low-dimensional space (min_dist is selected from the range [0.1, 0.3] with a step of 0.1).
During the experiments, a walk through the grid is carried out for combinations of
parameter values (h, LF type, n_neighbors, min_dist).

2. Develop cost-sensitive SVM classifiers based on datasets C1–C12 for a fixed combina-
tion of penalty values (weight1, weight2, weight3) for the misclassification of patterns
of different classes.

3. Assess the data classification quality using the cost-sensitive SVM classifiers based on
datasets C1–C12 on the basis of stratified 10-fold cross-validation. Select classifiers
that maximize the mean value of the metric MacroF1 − score (6). Analyze of the mean
values of the metrics Accuracy (3), MacroPrecision (4) and MacroRecall (5). Assess
the time spent training and testing the cost-sensitive SVM classifiers.

At step 1 of the methodology, we prepare different datasets that vary from each other
in the composition of features. Additional information on the formation of such datasets is
also reflected in [20].

At step 2 of the methodology, we can use the options for setting penalties for classifi-
cation errors proposed in Section 3.1. Selecting fine values involves a certain amount of
time. It can be performed by walking through the grid or by analyzing the most intuitively
selected combinations of penalty values based on the following considerations: the smaller
the number of patterns in a class, the greater the penalty for misclassifying patterns of this
class. At the same time, considering various combinations of penalties and maximizing
the mean value of the metric MacroF1 − score, it is advisable to choose combinations with
smaller penalties with similar mean values of the metric MacroF1 − score. For the three-
class dataset under study, we preferred the combination of penalties in the form (weight1,
weight2, weight3) = (1, 10, 10).
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At step 3 of the methodology, it makes sense to pay special attention to the mean values
of the metrics MacroF1 − score and MacroRecall: we maximize the first in order to select
the best classifier, and the second allows us to assess whether there is an increase in the data
classification quality in terms of sensitivity to identifying truly existing diseases. In addition,
with similar values of the data classification quality for SVM classifiers, it makes sense to
give preference to those whose training and testing time will be lesser (paying attention
to time costs makes sense, for example, when comparing the cost-sensitive classifiers
and classifiers created using oversampling technologies). It should be noted that when
choosing classifiers for further use, it is advisable to pay attention to the results of certain
statistical tests.

Figure 1 shows the two-dimensional visualization of the three-class dataset using the
UMAP algorithm, for which there is a library implementation in Python [80], with the
values of parameters n_neighbors, min_dist, random_state and metric set as default. These are
the values of the parameters that were used in [20]. It should be noted that, unfortunately,
this library implementation does not provide an explicit output of the values of the LF,
and the results of the embedding, even with fixed values of the parameters n_neighbors
and min_dist, depend on the initialization of the UMAP algorithm using the parameter
random_state. In addition, the final results of the UMAP algorithm’s application depend on
the version of the library implementation, which is in a state of constant improvement, as
well as on the version of the libraries associated with it, including the Numba library [93],
which is responsible for parallelizing calculations and allows for speeding up the operation
of the UMAP algorithm.

In the proposed study for the UMAP algorithm with LFs L0, L1, L2, L3 and L4, the
GS was performed for the values of parameters n_neighbors and min_dist, providing devel-
opment of the best cost-sensitive SVM classifiers in terms of maximizing the mean value
of the metric MacroF1 − score. In our research, we enumerate values for the parameter
n_neighbors in the range [10, 20] with a step of 5, and enumerate values for the parameter
min_dist in the range [0.1, 0.3] with a step of 0.1. In addition, we enumerate values for the
parameter that defines the space dimension h in the range [2, 38] with a step of 2.

The tuple of parameter values (n_neighbors, min_dist) which allowed us to obtain a
cost-sensitive SVM classifier of a specific type with the maximum possible mean value of
the metric MacroF1 − score was considered the best.

It should be emphasized that the creation of cost-sensitive SVM classifiers was carried
out. At the same time, different ratios of penalties for classification errors were considered
for different classes, but in the end, a ratio of the form 1:10:10 was chosen, respectively, for
the classes “Normal”, “Liver” and “Ovary”.

With this ratio of penalties for classification errors, the best cost-sensitive classifier
C1 has a mean value of the metric MacroF1 − score equal to 0.907 (with the SD value
equal to equal to 0.052). In what follows, we will consider this mean value of the metric
MacroF1 − score to be the base (threshold) value. It is with this value that we will compare
the mean values of the metric MacroF1 − score of cost-sensitive SVM classifiers of other
types in order to select the truly best one, that is, superior to classifier C1, developed based
on a cost-sensitive SVM algorithm.

Table 2 shows the main characteristics of the base classifier C1 [20], created on the
basis of the original three-class 39-dimensional dataset not subjected to any manipula-
tion, balanced classifier C1 using SMOTE algorithm [20], balanced classifier C7 using the
SMOTE algorithm (at h = 28) [20] and the base cost-sensitive classifier C1, developed on
the basis of the original three-class 39-dimensional dataset, which was not subjected to
any manipulation.
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Table 2. Characteristics of such SVM classifiers as the base C1, balanced C1, balanced C7 (at h = 28)
and the base cost-sensitive C1.

Characteristic

Classifiers

Base C1
[20]

Balanced
C1

Using
SMOTE Algorithm [20]

Balanced
C7 (at h=28)

Using SMOTE Algorithm [20]

Base
Cost-Sensitive

C1

Number of features in the
dataset 39 39 68 39

gamma 1.2 1 0.7 0.8

C 2.0 0.4 0.7 0.4

MacroF1 − score (mean/SD) 0.877/0.078 0.910/0.064 0.914/0.050 0.907/0.052

Accuracy (mean/SD) 0.973/0.015 0.977/0.015 0.978/0.012 0.977/0.013

MacroRecall (mean/SD) 0.843/0.088 0.907/0.081 0.907/0.065 0.907/0.066

MacroPrecision (mean/SD) 0.950/0.053 0.929/0.058 0.937/0.048 0.923/0.053

Training time (mean/SD), s. 0.123/0.008 0.886/0.214 0.489/0.021 0.169/0.023

Quality metrics calculation
time (mean/SD), s. 0.007/0.001 0.013/0.004 0.008/0.001 0.011/0.003

It should be noted that the best kNN and SVM classifiers created on the basis of over-
sampling strategies and presented in [20] outperformed the cost-sensitive kNN classifier
developed in [14] in terms of maximizing the mean value of the metric MacroF1 − score. In
addition, the best SVM classifier [20] outperformed the kNN classifier [20] in terms of the
same indicator. In this regard, the main attention in the proposed study is paid specifically
to the aspects of creating cost-sensitive SVM classifiers that have a higher data classification
quality than previously developed classifiers.

As can be seen from Table 2, the base cost-sensitive classifier C1 has a higher mean
value of the metric MacroF1 − score than the base classifier C1. However, this value in case
of the cost-sensitive classifier C1 is less than that of classifier C1 balanced using the SMOTE
algorithm [20] and classifier C7 balanced using the SMOTE algorithm (at h = 28) [20]. At
the same time, the time spent on developing and testing base cost-sensitive classifier C1 is
comparable to a similar time for the base classifier C1.

Figure 3a–e show the two-dimensional visualization of the three-class dataset using the
UMAP algorithm with LFs L0, L1, L2, L3 and L4 for tuples of parameter values (n_neighbors,
min_dist) providing development of the best cost-sensitive SVM classifiers, called C3, for
h = 2 in terms of maximizing the mean value of the metric MacroF1 − score. It should be
said that, generally speaking, the best SVM classifiers, called C3, can be obtained in spaces
of dimension h other than 2. Each two-dimensional point in Figure 3a–e corresponds to
a 39-dimensional data pattern. The points corresponding to different classes are marked
with different colors.

Figure A1a–d, from Appendix B, show graphical dependencies for LF L1, L2, L3
and L4, obtained by constructing embeddings of the original 39-dimensional three-class
dataset into the two-dimensional space, presented in Figure 3b–e. It should be noted that
the ability to analyze and display the values of the LF L0 is not provided by the library
implementation [80]; therefore, graphical dependency is not shown.
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metric MacroF1 − score: (a) L0: implicitly set LF (n_neighbors = 10; min_dist = 0.3; MacroF1 − score :
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corresponding to different classes are marked with different colors.

The best cost-sensitive classifier C3 on the basis of the library implementation [80] has
parameter values n_neighbors and min_dist (Figure 3a) different from the default values
(Figure 1). At the same time, the mean values of the metric MacroF1 − score for the best
cost-sensitive classifier C3 and the cost-sensitive classifier C3 with the default values of
the parameters n_neighbors and min_dist are equal to 0.924 (with the SD value equal to
0.047) and 0.913 (with the SD value equal to 0.045), respectively, i.e., the best cost-sensitive
classifier C3 outperformed the cost-sensitive classifier C3 with default parameter values
by 1.205%. It should be noted that in both cases, the used default value of the parameters
random_state was equal to 42. We decided to check how choosing the value of parameter
random_state affects the final quality of the cost-sensitive classifier C3. In order to do this, we
varied the values of the parameter random_state from 1 to 50 with a step of 1. Unfortunately,
it turned out that only in 11 cases out of 50, which is 22%, we were able to receive a mean
values of the metric MacroF1 − score of no less than 0.907. Moreover, only in 7 cases out
of 50, which is only 14%, we were able to receive mean values of the metric MacroF1− score
of no less than 0.908: three of them turned out to be equal to 0.908, one of them turned
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out to be equal to 0.909, two of them turned out to be equal to 0.911 and only one of
these, which is only 2%, turned out to be 0.924. In this regard, the following conclusions
can be deduced: Indeed, we can reduce the dimension of space even to 2, obtaining in
some cases mean values of the metric MacroF1 − score of no less than 0.907, which is not
bad, because in this case, it is possible to reduce the dimension of space from 39 to 2.
However, such cases occur rarely, and searching for them is associated with the additional
time expenditures. The case where the mean value of the metric MacroF1 − score is 0.924
turned out to be the only one. The remaining cases in which it was possible to obtain
mean values of the metric MacroF1 − score of no less than 0.907 did not occur often, and
the corresponding mean values of the metric MacroF1 − score turned out to be significantly
less than the found maximum mean value of 0.924. So, obviously, one should not expect
that simply iterating over the values of the parameter random_state will quickly lead us to
the desired result, namely, to mean values of the MacroF1 − score of no less than 0.924. We
can say that the use of the SGD algorithm in the problem under consideration, although it
makes it possible to reduce the time spent searching for a solution, in most cases leads to
finding only certain local extrema. Therefore, to find better solutions, i.e., solutions close
to the global extremum, repeated runs of the SGD algorithm are required. So, choosing
a different value for the parameter random_state other than 42 does not guarantee that
we will obtain a mean value of the metric MacroF1 − score for cost-sensitive classifier C3
no worse than the mean value of the metric MacroF1 − score for cost-sensitive classifier
C1. We will look for classifiers that are no worse in terms of the mean value of the metric
MacroF1 − score than the cost-sensitive classifier C1, assuming that, perhaps, with equal
mean values of the MacroF1 − score we will be able to decrease the number of features in
the datasets on the basis of which cost-sensitive classifiers will be developed. A smaller
number of features in the dataset that is applied for a certain classifier development, with all
other characteristics being equal for the compared classifiers, can be considered a positive
property of this classifier.

As can be seen from Figure 3a–e, only four LFs, named L0, L1, L2 and L4, provide
good separation of classes in the two-dimensional space. They are used in the formation of
two-dimensional datasets, a visualization of which is presented in Figure 3a–c,e.

However, for the purity of the experiment and the formation of convincing conclusions,
we conducted experiments with all five LFs, without abandoning the LF L3, for all values
of the space dimension h indicated above, i.e., for values h from 2 to 38 with a step of 2.

It should be noted, based on the results obtained when developing cost-sensitive
classifiers C3 (at h = 2) based on different LFs, that the best cost-sensitive classifiers C3
have parameter values recommended for use by default in the library implementation
of the UMAP algorithm in only two out of five cases [80]. It can be assumed that the
best cost-sensitive SVM classifiers on the basis of the UMAP algorithm result in spaces
with dimension h different from 2 and may have parameter values of n_neighbors and
min_dist different from those that are recommended to be used by default in the library
implementation of the UMAP algorithm [80].

Next, the responses to two research questions (RQs) will be presented.
Question 1. Which types of cost-sensitive SVM classifiers are the best in terms of

maximizing the mean value of the metric MacroF1 − score when using LFs L0, L1, L2, L3
and L4 for different combinations of values of parameters n_neighbors (in the range [10, 20]
with a step of 5) and min_dist (in the range [0.1, 0.3] with a step of 0.1), as well as different
values of the space dimension h (from 2 to 38 with a step of 2)?

Question 2. How often do cost-sensitive SVM classifiers of each type have mean values
of the metric MacroF1 − score no lower than the base (threshold) mean value of the metric
MacroF1 − score inherent to the base cost-sensitive classifier C1 and equal to 0.907, when
using different LFs for different combinations of values of parameters n_neighbors (from 10
to 20 with a step of 5) and min_dist (from 0.1 to 0.3 with a step of 0.1), as well as different
values of the space dimension h (in the range [2, 38] with a step of 2)?
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4.2.1. Identifying the Best Cost-Sensitive SVM Classifiers and Analysis of
Their Characteristics

In order to answer Question 1, Table 3 shows the names of the best cost-sensitive
SVM classifiers and their characteristics, such as the mean value and the SD value of the
metric MacroF1 − score, as well as the dimension of space h (in the case of using the UMAP
algorithm) in the format classifier name/mean/standard deviation/space dimension.

Table 3. Names of the best cost-sensitive SVM classifiers and their characteristics.

Tuple
of Parameter

Values (n_neighbors,
min_dist)

Loss Functions

L0 L1 L2 L3 L4

(10, 0.1) C8/0.918/0.047/- C8/0.918/0.047/- C8/0.918/0.047/- C8/0.918/0.047/- C8/0.918/0.047/-
(10, 0.2) C8/0.918/0.047/- C8/0.918/0.047/- C8/0.918/0.047/- C8/0.918/0.047/- C8/0.918/0.047/-
(10, 0.3) C3/0.924/0.047/2 * C8/0.918/0.047/- C8/0.918/0.047/- C8/0.918/0.047/- C8/0.918/0.047/-

(15, 0.1) C8/0.918/0.047/- C7/0.919/0.046/22 C7/0.917/0.048/12 C8/0.918/0.047/- C8/0.918/0.047/-
(15, 0.2) C8/0.918/0.047/- C7/0.919/0.042/8 C7/0.919/0.042/6 C8/0.918/0.047/- C7/0.918/0.046/6
(15, 0.3) C8/0.918/0.047/- C7/0.920/0.044/28 C7/0.921/0.048/26 C8/0.918/0.047/- C8/0.918/0.047/-

(20, 0.1) C8/0.918/0.047/- C8/0.918/0.047/- C8/0.918/0.047/- C3/0.918/0.045/12 C7/0.920/0.047/34
(20, 0.2) C8/0.918/0.047/- C7/0.920/0.052/30 C8/0.918/0.047/- C8/0.918/0.047/- C11/0.919/0.054/8
(20, 0.3) C8/0.918/0.047/- C7/0.921/0.045/28 *** C7/0.923/0.047/28 ** C8/0.918/0.047/- C3/0.921/0.045/6

* the classifier, which took first place in the ranking in terms of maximizing the mean value of the metric
MacroF1 − score, is highlighted in bold; ** the classifier, which took second place in the ranking in terms of
maximizing the mean value of the metric MacroF1 − score, is highlighted in bold italic font; *** the classifiers,
sharing third place in the ranking in terms of maximizing the mean value of the metric MacroF1 − score, are
highlighted in italics.

We can see from Table 3 that the best cost-sensitive SVM classifiers for the considered
tuples of the parameter values (n_neighbors, min_dist) turned out to be cost-sensitive classi-
fiers C3, C7, C8 and C11. At the same time, cost-sensitive classifiers C7 and C8 most often
took the lead, 11 and 30 times, respectively. Cost-sensitive classifiers C3 and C11 were
leaders three times and one time, respectively.

In Table 3, the cost-sensitive SVM classifier, which is the absolute leader in terms of
maximizing the mean value of the metric MacroF1− score, is highlighted in bold. This is the
cost-sensitive classifier C3 with values of the mean and the SD of the metric MacroF1− score
equal to 0.924 and 0.047, respectively. The dataset used in the development of this classifier
was created by supplementing the original three-class 39-dimensional dataset with new
features generated on the basis of the library implementation of the UMAP algorithm [80]
(i.e., using the LF L0). Based on the results of previously performed experiments with the
LF L0, we can conclude that its use when implementing the UMAP algorithm does not give
the expected effect when working with spaces of dimensions h different from 2, with a fixed
value of the parameter random_state, which affects the results of stochastic gradient descent.
By default, in the library implementation of the UMAP algorithm [80], the value of the
parameter random_state is 42. Previously performed experiments with different values of
the parameter random_state at h = 2 did not improve the quality of cost-sensitive classifiers
C3, so the feasibility of similar experiments with other values of the space dimension h is
questionable, but it is related to large time expenditures.

In Table 3, the cost-sensitive SVM classifier, which took second place in the ranking
in terms of maximizing the mean value of the metric MacroF1 − score, is highlighted in
bold italic font. This is the cost-sensitive classifier C7 with values of the mean value and
the SD of the metric MacroF1 − score equal to 0.923 and 0.047, respectively. This classifier
is built on the basis of the original 39-dimensional dataset, supplemented with a feature
on the basis of the approximate entropy AE as well as features on the basis of the UMAP
algorithm at h = 28 using LF L2.

In Table 3, three cost-sensitive SVM classifiers, sharing third place in the ranking in
terms of maximizing the mean value of the metric MacroF1 − score, are highlighted in
italics. These are such cost-sensitive SVM classifiers as the following:
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• Classifier C7, with values of the mean value and the SD of the metric MacroF1 − score
equal to 0.921 and 0.045, respectively (this classifier is built on the basis of the original
39-dimensional dataset, supplemented with a feature on the basis of the approximate
entropy AE, as well as features on the basis of the UMAP algorithm at h = 28 using
the LF L1);

• Classifier C7, with values of the mean value and the SD of the metric MacroF1 − score
equal to 0.921 and 0.048, respectively (this classifier is built on the basis of the original
39-dimensional dataset, supplemented with a feature on the basis of the approximate
entropy AE, as well as features on the basis of the UMAP algorithm at h = 26 using
the LF L2);

• Classifier C3, with values of the mean value and the SD of the metric MacroF1 − score
equal to 0.921 and 0.045, respectively (this classifier is built on the basis of the orig-
inal 39-dimensional dataset, supplemented with features on the basis of the UMAP
algorithm at h = 6 using the LF L4).

In this case, obviously, preference should be given to the cost-sensitive classifier C3,
because it allows us to work with low-dimensional dataset h (at h = 6) in the UMAP
algorithm, unlike the other two cost-sensitive classifiers C7, for which the dimension of the
low-dimensional space h in the UMAP algorithm is equal to 26 or 28.

As can be seen from Table 3, the LF turned out to be the most successful and reliable
L1 in the context of its use for the formation of new features: for all analyzed tuples of
parameter values (n_neighbors, min_dist), using this function allowed us to develop cost-
sensitive classifiers C7, which became the best in terms of maximizing the mean value of the
metric MacroF1− score in five out of nine experiments. In this regard, we can conclude that
the LF L1 successfully copes with the problem of reducing dimensionality when embedding
the original dataset into spaces of different dimensions h (both small and large) and can be
recommended for further use when working with the UMAP algorithm.

Second place in the success rating was shared by LFs L2 and L4. The use of the
LF L2 made it possible to develop the cost-sensitive classifiers C7, which became the
best in terms of maximizing the mean value of the metric MacroF1 − score in four out of
nine experiments.

The use of the LF L4 allowed to develop two cost-sensitive classifiers C7, one cost-
sensitive classifier C3 and one cost-sensitive classifier C11, which became the best in terms
of maximizing the mean value of the metric MacroF1− score in four out of nine experiments.
It should be noted that although one cost-sensitive classifier C7 (at h = 6) has the same
mean value of the metric MacroF1 − score as the cost-sensitive classifier C8, we will assume
that the cost-sensitive classifier C7 (at h = 6) is the winner, because it has a slightly lower
standard deviation value (it is equal to 0.46), while the cost-sensitive classifier C8 has a
standard deviation value of 0.47. However, 6 more additional features were used during
development of the cost-sensitive classifier C7.

The LFs L0 and L3 in the proposed study did not show significant success in solving
the problem of generating new features that would improve the data classification quality:
the successes of these LFs, according to the experimental results given in Table 3, can
rather be called random (single, characteristic only of individual tuples of parameter values
(n_neighbors, min_dist). Working with these LFs can lead to a substantial increase in time
expenditure without any guarantee that the results expected from them will be obtained. It
should be emphasized that even the success of the LF L0 is only partial: the results depend
significantly on how successfully the initialization of the UMAP algorithm was performed.

Table 4 shows the main characteristics of the five best cost-sensitive classifiers from
Table 3, ranked in the first three places, as well as the main characteristics of the base
cost-sensitive classifier C1 (Table 2).
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Table 4. Characteristics cost-sensitive the winning classifiers of the rating and the base cost-sensitive
classifier C1.

Characteristics

Classifiers

Base Cost-Sensitive
C1

C3
(at h=2)

C7
(at h=28)

C7
(at h=26)

C7
(at h=28)

C3
(at h=6)

Number of features in the
dataset 39 41 67 65 67 45

Loss function - L0 L1 L2 L2 L4

n_neighbors - 10 20 15 20 20

min_dist - 0.3 0.3 0.3 0.3 0.3

gamma 0.8 0.5 0.7 0.5 0.5 0.4

C 0.4 0.8 0.6 1 1 1.3

MacroF1 − score (mean/SD) 0.907/0.052 0.924/0.047 0.921/0.045 0.921/0.048 0.923/0.047 0.921/0.045

Accuracy (mean/SD) 0.977/0.013 0.980/0.012 0.979/0.011 0.980/0.012 0.981/0.010 0.979/0.012

MacroRecall (mean/SD) 0.907/0.066 0.920/0.061 0.911/0.056 0.913/0.065 0.916/0.062 0.915/0.060

MacroPrecision (mean/SD) 0.923/0.053 0.943/0.046 0.944/0.052 0.943/0.053 0.945/0.050 0.941/0.045

Training time (mean/SD), s. 0.169/0.023 0.238/0.041 0.133/0.013 0.125/0.012 0.130/0.008 0.231/0.030

Quality metrics calculation
time (mean/SD), s. 0.011/0.003 0.017/0.007 0.011/0.002 0.012/0.001 0.013/0.001 0.017/0.007

As can be seen from Table 4, all winning cost-sensitive classifiers surpassed the
base cost-sensitive classifier C1 in terms of maximizing of the mean value of the met-
ric MacroF1− score (note that it was previously decided to use the mean value of the metric
MacroF1 − score of the base cost-sensitive classifier C1 as the base (threshold) values for
comparison). In addition, all winning cost-sensitive classifiers outperformed the base classi-
fier C1 (Table 2, [20]); the classifier C1, balanced using the SMOTE algorithm (Table 2, [20]);
and the classifier C7, balanced using the SMOTE algorithm (at h = 28) (Table 2, [20]) in
terms of maximizing of the mean value of the metric MacroF1 − score. In this case, there is
a decrease in the SD value for the metric MacroF1 − score, especially compared to the same
value of the base classifier C1 (Table 2, [20]).

In addition, we can notice an increase in the mean value of the metric MacroRecall
with a decrease in the SD value for the metric MacroRecall, especially compared to the
same value of the base classifier C1 (Table 2, [20]).

It should be noted that the winning cost-sensitive SVM classifiers are created on the
basis of datasets whose number of features is greater than the number of features in the
original 39-dimensional dataset.

Table 5 shows, for reference, the mean values of the metric MacroF1 − score and the
corresponding SD values for the best cost-sensitive classifiers of 12 types. Bold font in
Table 5 indicates information on the cost-sensitive classifiers that outperformed the base
cost-sensitive classifier C1 (information for which is marked in bold italics) in terms of
maximizing the mean value of the metric MacroF1 − score.

We can notice that cost-sensitive classifiers of all types, with the exception of the
cost-sensitive classifier C4, improved their mean values of the metric MacroF1 − score
compared to similar classifiers, during the development of which no manipulations were
used to overcome the problem of class imbalance (Table 2, [20]). First of all, it should be
noted that classifiers C1, C3, C7, C8, C10, C11 and C12, whose mean values of the metric
MacroF1 − score exceeded the similar value for the base classifier C1 (Table 2, [20]), turned
out to be more than 0.900.
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Table 5. Characteristic values for the best cost-sensitive classifiers of different types based on the
metric MacroF1 − score.

Characteristic
Classifiers

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12

Mean 0.907 * 0.874 0.924 ** 0.799 0.851 0.849 0.923 0.918 0.898 0.915 0.919 0.913
Standard deviation 0.052 0.079 0.047 0.108 0.065 0.067 0.047 0.047 0.063 0.053 0.054 0.065

* information for the base cost-sensitive classifier C1 is highlighted in italics; ** information for classifiers that
outperformed the base cost-sensitive classifier C1 in terms of maximizing the mean value of the metric MacroF1 −
score is highlighted in bold.

4.2.2. Identification of the Best Loss Functions in the UMAP Algorithm and Analysis of
Their Capabilities in the Context of the Formation of New Features

In order to answer Question 2 in Table 6 for each tuple of parameter values (n_neighbors,
min_dist) it is shown how many times a cost-sensitive classifier of a certain type performed
no worse than the base cost-sensitive classifier C1 in terms of maximizing the mean value of
the metric MacroF1 − score. Moreover, the percentage of successfulness to the total number
of experiments is indicated for each tuple of parameter values (n_neighbors, min_dist).
The total number of experiments is 19, because the dimension of space h in the UMAP
algorithm varies from 2 to 39 with a step of 2. Table 6 provides information only about
those cost-sensitive classifiers that that were no worse than the base cost-sensitive classifier
C1 more than once (in all experiments). It can be noted that, according to the information
from Table 5, the cost-sensitive classifier C12 outperformed the base cost-sensitive classifier
C1, but it did this only once (when using the LF L0 in the UMAP algorithm (at h = 2,
n_neighbors = 10 and min_dist = 0.3).

Table 6. Names of the best cost-sensitive SVM classifiers and their win rates.

Tuple of
Parameter Values

(n_neighbors, min_dist)

Loss Functions

L0 L1 L2 L3 L4

(10, 0.1)

C3: 0 (0%) C3: 2 (10.526%) C3: 2 (10.526%) C3: 1 (5.263%) C3: 3 (15.789%)
C7: 5 (26.316%) C7: 18 (94.737%) C7: 18 (94.737%) C7: 2 (10.526%) C7: 7 (36.842%)
C8: 19 (100%) C8: 19 (100%) C8: 19 (100%) C8: 19 (100%) C8: 19 (100%)

C10: 0 (0%) C10: 9 (47.368%) C10: 0 (0%) C10: 0 (0%) C10: 0 (0%)
C11: 0 (0%) C11: 2 (10.526%) C11: 0 (0%) C11: 0 (0%) C11: 1 (5.263%)

(10, 0.2)

C3: 1 (5.263%) C3: 3 (15.789%) C3: 2 (10.526%) C3: 0 (0%) C3: 3 (15.789%)
C7: 7 (36.842%) C7: 18 (94.737%) C7: 17 (89.474%) C7: 1 (5.263%) C7: 3 (15.789%)
C8: 19 (100%) C8: 19 (100%) C8: 19 (100%) C8: 19 (100%) C8: 19 (100%)

C10: 0 (0%) C10: 0 (0%) C10: 2 (10.526%) C10: 0 (0%) C10: 0 (0%)
C11: 0 (0%) C11: 2 (10.526%) C11: 0 (0%) C11: 0 (0%) C11: 1 (5.263%)

(10, 0.3)

C3: 1 (5.263%) C3: 2 (10.526%) C3: 2 (10.526%) C3: 0 (0%) C3: 3 (15.789%)
C7: 11 (57.895%) C7: 18 (94.737%) C7: 17 (89.474%) C7: 2 (10.526%) C7: 3 (15.789%)

C8: 19 (100%) C8: 19 (100%) C8: 19 (100%) C8: 19 (100%) C8: 19 (100%)
C10: 0 (0%) C10: 2 (10.526%) C10: 1 (5.263%) C10: 0 (0%) C10: 0 (0%)

C11: 1 (5.263%) C11: 2 (10.526%) C11: 0 (0%) C11: 0 (0%) C11: 2 (10.526%)

(15, 0.1)

C3: 1 (5.263%) C3: 3 (15.789%) C3: 3 (15.789%) C3: 0 (0%) C3: 4 (21.053%)
C7: 4 (21.053%) C7: 18 (94.737%) C7: 18 (94.737%) C7: 4 (21.053%) C7: 15 (78.947%)
C8: 19 (100%) C8: 19 (100%) C8: 19 (100%) C8: 19 (100%) C8: 19 (100%)

C10: 1 (5.263%) C10: 0 (0%) C10: 0 (0%) C10: 0 (0%) C10: 0 (0%)
C11: 0 (0%) C11: 1 (5.263%) C11: 1 (5.263%) C11: 0 (0%) C11: 3 (15.789%)

(15, 0.2)

C3: 2 (10.526%) C3: 2 (10.526%) C3: 0 (0%) C3: 1 (5.263%) C3: 4 (21.053%)
C7: 8 (42.105%) C7: 18 (94.737%) C7: 19 (100%) C7: 6 (31.579%) C7: 9 (47.368%)
C8: 19 (100%) C8: 19 (100%) C8: 19 (100%) C8: 19 (100%) C8: 19 (100%)

C10: 1 (5.263%) C10: 3 (15.789%) C10: 5 (26.316%) C10: 0 (0%) C10: 0 (0%)
C11: 0 (0%) C11: 2 (10.526%) C11: 2 (10.526%) C11: 0 (0%) C11: 5 (26.316%)

(15, 0.3)

C3: 0 (0%) C3: 0 (0%) C3: 1 (5.263%) C3: 1 (5.263%) C3: 6 (31.579%)
C7: 4 (21.053%) C7: 18 (94.737%) C7: 19 (100%) C7: 4 (21.053%) C7: 7 (36.842%)
C8: 19 (100%) C8: 19 (100%) C8: 19 (100%) C8: 19 (100%) C8: 19 (100%)

C10: 0 (0%) C10: 4 (21.053%) C10: 8 (42.105%) C10: 0 (0%) C10: 1 (5.263%)
C11: 0 (0%) C11: 2 (10.526%) C11: 2 (10.526%) C11: 0 (0%) C11: 4 (21.053%)
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Table 6. Cont.

Tuple of
Parameter Values

(n_neighbors, min_dist)

Loss Functions

L0 L1 L2 L3 L4

(20, 0.1)

C3: 1 (5.263%) C3: 3 (15.789%) C3: 1 (5.263%) C3: 2 (10.526%) C3: 9 (47.368%)
C7: 3 (15.789%) C7: 19 (100%) C7: 15 (78.947%) C7: 2 (10.526%) C7: 16 (84.211%)
C8: 19 (100%) C8: 19 (100%) C8: 19 (100%) C8: 19 (100%) C8: 19 (100%)

C10: 0 (0%) C10: 6 (31.579%) C10: 4 (21.053%) C10: 0 (0%) C10: 1 (5.263%)
C11: 0 (0%) C11: 3 (15.789%) C11: 1 (5.263%) C11: 2 (10.526%) C11: (36.842%)

(20, 0.2)

C3: 1 (5.263%) C3: 4 (21.053%) C3: 2 (10.526%) C3: 1 (5.263%) C3: 15 (78.947%)
C7: 6 (31.579%) C7: 19 (100%) C7: 18 (94.737%) C7: 1 (5.263%) C7: 17 (89.474%)
C8: 19 (100%) C8: 19 (100%) C8: 19 (100%) C8: 19 (100%) C8: 19 (100%)

C10: 0 (0%) C10: 4 (21.053%) C10: 0 (0%) C10: 0 (0%) C10: 2 (10.526%)
C11: 0 (0%) C11: 3 (15.789%) C11: 1 (5.263%) C11: 0 (0%) C11: 13 (68.421%)

(20, 0.3)

C3: 1 (5.263%) C3: 5 (26.316%) C3: 1 (5.263%) C3: 1 (5.263%) C3: 14 (73.684%)
C7: 7 (36.842%) C7: 19 (100%) C7: 19 (100%) C7: 2 (10.526%) C7: 16 (84.211%)
C8: 19 (100%) C8: 19 (100%) C8: 19 (100%) C8: 19 (100%) C8: 19 (100%)

C10: 0 (0%) C10: 3 (15.789%) C10: 11 (57.895%) C10: 0 (0%) C10: 4 (21.053%)
C11: 0 (0%) C11: 5 (26.316%) C11: 2 (10.526%) C11: 0 (0%) C11: 11 (57.895%)

Analysis of the results given in Table 6 confirms the clear advantage of the LF L1: its
use allows us to develop cost-sensitive SVM classifiers of different types that exceed the
base cost-sensitive classifier C1 in terms of maximizing of the mean value of the metric
MacroF1 − score.

In addition, analysis of the results given in Table 6 allows us to notice that, usually,
the number of successful cost-sensitive classifiers C3 for each tuple of parameter values
(n_neighbors, min_dist) is no more than three. Most often, such situations arise when the
dimensionality h of the low-dimensional space in the UMAP algorithm is two, four or
six. However, when using the LF L4 in the UMAP algorithm, the number of successful
cost-sensitive classifiers C3 for each tuple of parameter values (n_neighbors, min_dist) is
always at least 3, and for tuples (n_neighbors, min_dist) taking values (20, 0.2) and (20, 0.3),
the number of successful cost-sensitive classifiers C3 is 15 and 14, respectively (i.e., such
classifiers are successful with different dimensions h of space (both small and large)).

It should be noted that all cost-sensitive SVM classifiers, indicated in Table 6, are
developed based on datasets whose number of features is greater than the number of
features in the original 39-dimensional dataset.

5. Discussion

Experimental results of creating SVM classifiers using the cost-sensitive SVM algorithm
confirmed that high data classification quality can be achieved through modification of
the original dataset by adding different combinations of new features on the basis of the
approximate entropy AE and the fractal dimensions KFD and HFD, as well as on the
basis of the UMAP algorithm. The most successful in terms of maximizing the mean
value of the metric MacroF1 − score turned out to be classifiers C3, C7 and C8, developed,
respectively, on the basis of the original three-class 39-dimensional datasets, supplemented,
respectively, with new features on the basis of the UMAP algorithm; on the basis of the
UMAP algorithm and the approximate entropy AE; as well as only on the basis of the
approximate entropy AE.

All winning classifiers, C3, C7, C11, C8, C10 and C12 (Table 5), presented in descending
order of the mean values of the metric MacroF1 − score, outperformed the base SVM
classifier (Table 2, [20]) in terms of maximizing the mean value of the metric MacroF1− score
by 5.359%, 5.245%, 4.789%, 4.675%, 4.333% and 4.105%, respectively.

All winning classifiers, C3, C7, C11, C8, C10 and C12 (Table 5), presented in de-
scending order of the mean values of the metric MacroF1 − score, outperformed the base
cost-sensitive classifier C1 (Table 2) in terms of maximizing the mean value of the metric
MacroF1 − score by 1.874%, 1.764%, 1.323%, 1.2135, 0.882% and 0.662%, respectively.
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Also, all winning classifiers, C3, C7, C11, C8, C10 and C12 (Table 5), presented in
descending order of the mean values of the metric MacroF1 − score, outperformed the best
classifier C1 on the basis of the SMOTE algorithm (Table 2, [20]) in terms of maximizing of
the mean value of the metric MacroF1 − score by 1.538%, 1.429%, 0.989%, 0.879%, 0.549%
and 0.330%, respectively.

In addition, five out of the six winning classifiers, C3, C7, C11, C8, C10 and C12
(Table 5)—namely classifiers C3, C7, C11, C8 and C10, presented in descending order of
the mean values of the metric MacroF1 − score—outperformed the best classifier C7 on the
basis of the SMOTE algorithm (Table 2, [20]) in terms of maximizing the mean value of
the metric MacroF1 − score by 1.094%, 0.985%, 0.547%, 0.438% and 0.109%, respectively.
Only classifier C12 turned out to be worse than the best classifier C7 on the basis of the
SMOTE algorithm (Table 2, [20]) in terms of maximizing the mean value of the metric
MacroF1 − score by 0.109%.

We can see that the advantage of the best cost-sensitive classifiers over the best classi-
fiers C1 and C7 on the basis of the SMOTE algorithm is not very large. However, it was
possible to significantly reduce the time expenditures for developing and testing classifiers
(Table 4) compared to similar time estimates obtained when developing classifiers using
the SMOTE algorithm, which implements the strategy of oversampling new data patterns
(Table 2, [20]).

So, for example, we can compare the total time spent on the training and testing of
the cost-sensitive classifiers C7, recognized as the best in the proposed study and in [20].
They are created on the basis of the original 39-dimensional dataset, supplemented with
features created on the basis of the approximate entropy AE and the UMAP algorithm. At
the same time, in [20], the library implementation of the UMAP algorithm with the default
parameter values is applied, and in the proposed study for the UMAP algorithm, the value
enumeration of the parameters n_neighbors and min_dist is implemented for five LFs with
the choice of the best variant. However, the CIP is solved differently in the proposed study
and in [20]. The best SVM classifier in [20] is the classifier C7, in which the CIP was solved
using the oversampling SMOTE algorithm. One of the best cost-sensitive SVM classifiers in
the proposed study is the cost-sensitive classifier C7 (Table 4), for which the CIP was solved
using the CSL concept. In this case, the LF L2 was used in the UMAP algorithm, and the
parameters n_neighbors and min_dist took the values 20 and 0.3, respectively. The total time
spent on the training and testing of the cost-sensitive classifier C7 in the proposed study
turned out to be only 1.1 times longer than the time to develop the base classifier C1 and
1.26 times less than the time to develop the base cost-sensitive classifier C1, while it took
3.48 times less than the same time for classifier C7 built using the SMOTE algorithm and
being the best in [20], as well as 6.29 times less than the same time for classifier C1 built
using the SMOTE algorithm [20].

The function L1 that implements the calculation of fuzzy cross-entropy with FGD
should be recognized as the best function in the context of working with different LFs in
the UMAP algorithm in order to form new features that complement the original dataset
and ensure the development of classifiers with high data classification quality. The function
L3 that implements the calculation of intuitionistic fuzzy cross-entropy with FGD and then
the LF L0 that implements the calculation of implicitly set LF should be recognized as the
worst LFs. Such conclusions were made based on the efficiency of these LFs in terms of
embedding of the original 39-dimensional dataset into spaces of arbitrary dimensions h
(from 2 to 38 with a step of 2) in the context of the formation of new datasets and the further
development of a classifier with high data classification quality, superior to the quality of
the base cost-sensitive classifier C1. Thus, the function L1 was successful in these terms
for all space dimensions h, while the successes of the function L3 were solitary. The L0
function’s successes were also solitary. Although the use of the function L0 made it possible
to obtain the best classifier C3 in the terms of maximizing the mean value of the metric
MacroF1 − score, that is, the absolute winning classifier in our rating (Table 3), the use of
this LF is associated with selecting the value of another parameter, namely the random_state
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parameter, affecting the final results of UMAP algorithm. This leads to additional time
expenditures without a guaranteed expected result. The LFs L2 and L4 turned out to be
less successful than the LF L1 in the terms under consideration but more successful than
the LFs L0 and L3. However, their use in the UMAP algorithm made it possible to obtain
the winning classifiers in our rating (Table 3), so it is advisable to use them (in the absence
of significant restrictions on the time spent on the development of high-quality classifiers).

In order to statistically test the superiority of the developed classifiers, which solve the
CIP in different ways, over other classifiers, we applied the Wilcoxon signed rank test [94,95]
to the obtained quality estimates of various classifiers. To obtain statistically representative
results, we repeated the evaluation of each pair of classifiers using stratified 10-fold cross-
validation [90,91] with three-time repetition: each time, the datasets were divided into
10 blocks, and the classifiers were evaluated on 10 different parts of each dataset. This was
performed three times. Thus, each of the resulting classifier quality distributions contained
a total of 30 values. The distribution obtained for the base classifier C1 based on the original
dataset was compared with all other distributions obtained for other classifiers in this study.
When assessing the quality of the classifiers, we considered the metrics MacroF1 − score
and Recall, as well as estimates of the training time and testing time of the classifiers. The
values of metrics MacroF1 − score and Recall should be maximized. Estimates of training
time and testing time for classifiers should be minimized.

According to the null hypothesis H0, the two compared distributions did not have
statistically significant differences [94,95]. The p-value was set to 0.05. The obtained results
are presented in Tables A4–A7 in Appendix C. We compared the classifiers developed
in this study with the base SVM classifier based on the original dataset [20], with the
SVM classifier based on the original dataset and the SMOTE algorithm [20], and also
with the SVM classifier based on the original dataset expanded using features based on
the approximate entropy AE, the UMAP algorithm and the SMOTE algorithm [20]. In
Tables A4–A7, the “=“ sign means that there are no statistically significant differences
between the compared distributions of the classifiers, the “+” sign means that the classifier
in the row header is superior to the classifier in the column header, and the “–” sign means
the opposite.

According to Table A4, classifiers C3 (at h = 2) with L0, C7 (at h = 28) with L1, C7 (at
h = 26) with L2, C7 (at h = 28) with L2, C3 (at h = 6) with L4 and balanced C7 (at h = 28)
using the SMOTE algorithm [20] surpassed the base classifier C1 as measured by the metric
MacroF1 − score. The base cost-sensitive classifier C1 and the balanced classifier C1 using
the SMOTE algorithm [20] have no statistically significant differences from the base C1 by
this metric. When comparing the classifiers developed in the proposed study using the
same metric with classifiers developed using the SMOTE algorithm [20], it was possible to
reveal only the superiority of the C3 classifier (at h = 2) with L0.

According to Table A5, all classifiers that solve the CIP in one way or another out-
performed the base classifier C1 as measured by the metric Recall. When comparing the
values of the same metric of the classifiers developed in the proposed study with classi-
fiers developed using the SMOTE algorithm [20], it was also possible to reveal only the
superiority of the C3 classifier (at h = 2) with L0.

According to Table A6, all classifiers that solve the CIP in one way or another lose to
the base classifier C1 in training time (which was expected). When comparing the training
time of the classifiers developed in the proposed study with the classifiers developed using
the SMOTE algorithm [20], the superiority of the cost-sensitive classifiers is observed. At
the same time, the balanced classifier C7 (at h = 28) using the SMOTE algorithm [20]
outperformed the balanced classifier C1 using the SMOTE algorithm [20] in training time
(possibly due to better separability of classes).

According to Table A7, all classifiers that solve the CIP in one way or another lose to
the base classifier C1 in terms of testing time (which was expected). When comparing the
testing time of the classifiers developed in the proposed study with the same time of the
balanced classifier C1 using the SMOTE algorithm [20], the superiority of the cost-sensitive
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classifiers is observed, with the exception of the classifier C3 (at h = 2) with L0 that lost.
At the same time, the balanced classifier C7 (at h = 28) using the SMOTE algorithm [20]
outperformed all classifiers in testing time except the base classifier C1, which it lost to.

In general, the following should be noted. All classifiers that solve the CIP in one way
or another and are developed on the basis of modified datasets are superior to the base
classifier C1 by the metrics MacroF1 − score and Recall.

The best cost-sensitive classifiers developed in the proposed study outperform the
base cost-sensitive C1 in terms of metrics MacroF1 − score and Recall; however, they do
not have statistical differences among themselves in these metrics. In terms of training time
and classifier testing time, all these classifiers are statistically different. Therefore, when
choosing a classifier, one can focus, for example, on the minimal time required to train a
classifier. Thus, classifier C7 (at h = 26) with L2 provides minimal time of training.

In general, limitations on the applicability of the proposed approach may be due to
the following reasons. First, we may experience limitations caused by the computational
complexity of developing SVM classifiers using standard implementations of the SVM
algorithm. However, this problem can be solved using modern SVM solvers [87–89].
Secondly, certain problems may be caused by the very nature of the used dataset. Data
should be subjected to exploratory analysis and, if possible, cleared of omissions, outliers
and similar defects. In the case of data of very poor quality, their preprocessing can lead
to an even greater imbalance of classes, up to the loss of a significant part of the patterns
belonging to minority classes. In this regard, a qualitative solution to the imbalance problem
using CSL algorithms or, for example, oversampling algorithms will be questionable. In
addition, the nature of the used dataset may be such that the data of different classes in
it will initially be poorly separable, for example, due to the poor separability of patterns
determined by blood protein markers according to their membership in different classes.
In this regard, both attempts to develop SVM classifiers based on the original dataset and
attempts to generate new features, for example, based on approximation entropy and
the UMAP algorithm, will be unsuccessful: new features will not improve the quality
of dividing data patterns into different classes. Third, it should be noted that additional
experiments are needed when determining penalties for misclassifying patterns of different
classes in the case of CSL or when determining the class ratio that should be achieved after
restoring the balance, for example, using oversampling algorithms.

In the proposed study, we used a dataset, the properties of which were previously
studied in detail in [13,14,20], and in [20] it was noted that there was no strong correlation
both between the features of the original dataset and when introducing those new features
approved for use.

In the proposed study, we used a dataset, the properties of which were previously
studied in detail in [13,14,20], including in [20], where it was noted that there was no strong
correlation both between the features of the original dataset and when introducing those
approved for use new features.

It should be noted that the combination of the CSL principles and the approach pro-
posed in [20] to the creation of datasets by forming new features using various technologies
with their acquisition and application as a new dataset or adding to the original dataset may
be considered appropriate. In this case, varying the values of the parameters n_neighbors
and min_dist, as well as working with several LFs in the UMAP algorithm, ultimately
made it possible to obtain qualitatively better cost-sensitive SVM classifiers in terms of
maximizing the mean value of the metric MacroF1 − score.

6. Conclusions

In this research, we investigated a previously suggested approach [20] for the diagnosis
of cancer using blood protein markers through creation of the SVM classifiers on the basis
of datasets with a variety of features of different nature. These features may correspond to
blood protein markers or be constructed using methods for calculating entropy and fractal
dimensions, as well as using the UMAP algorithm. These medical datasets are imbalanced.
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To overcome the class imbalance problem, the concept of cost-sensitive learning was
implemented, the use of which allowed the best developed SVM classifiers to outperform
the base SVM classifier in data classification quality and the best SVM classifiers developed
on the basis of the oversampling strategy, not only in data classification quality but also in
the time spent on their development. The most successful in terms of maximizing the mean
value of the metric MacroF1 − score are the following cost-sensitive SVM classifiers, listed
in descending order of successfulness: C3, C7, C8, C11 and C10. The UMAP algorithm
was applied to create new features in datasets used to develop classifiers C3, C7 and
C11. The approximate entropy was applied to create a new feature in datasets used to
develop classifiers C7, C8 and C10. The Katz and Higuchi fractal dimensions were applied
to create new features in datasets used to develop classifiers C10 and C11. Each time,
new features supplemented the original dataset. We showed that to create additional
features on the basis of the UMAP algorithm, it is advisable to use the LFs L1, L2 and L4,
defined explicitly by formulas (13), (14) and (10). The use of an implicitly defined LF, which
we called L0, applied in the library implementation [80], is complicated because of the
impossibility of explicitly estimating the values for the LF, although it cannot be considered
unambiguously inexpedient.

The purpose of further research is to explore ways to improve data classification quality
by forming new features on the basis of various dimensionality reduction algorithms, such
as UMAP [53], t-SNE [77], TriMAP (Triplet Manifold Approximation) [96] and PaCMAP
(Pairwise Controlled Manifold Approximation) [97], for which both the initialization of
the initial embedding of patterns into low-dimensional space and the optimization of the
embedding of patterns into low-dimensional space are performed in different manners. We
also plan to implement a simultaneous combination of CSL and oversampling technologies
with the selection of the best combinations of penalties and the best class proportions when
synthesizing new data patterns.
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Data Availability Statement: The data presented in this study are openly available in [54].
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Appendix A

Table A1. Names of concepts and their abbreviations.

Name
of Concept Abbreviation

ADASYN ADaptive SYNthetic sampling approach
AE Approximate Entropy
AUC Area Under Curve
CIP Class Imbalance Problem
COSMIC Catalog of Somatic Mutations in Cancer
CSL Cost-Sensitivity Learning
BPM Blood Protein Marker
FGD Full Gradient Descent
GT Gene Test
HC Hjorth Complexity
HFD Higuchi Fractal Dimension
HM Hjorth Mobility
KFD Katz Fractal Dimension
DL Deep Learning
DM Data Mining
kNN k-Nearest Neighbors
LF Loss Function
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Table A1. Cont.

Name
of Concept Abbreviation

LR Logistic Regression
ML Machine Learning
OD Oncological Disease
OvO One-vs-One strategy
OvR One-vs-Rest strategy
PaCMAP Pairwise Controlled Manifold Approximation
PFD Petrosian Fractal Dimension
PT Protein Test
SGD Stochastic Gradient Descent
SMOTE Synthetic Minority Over-Sampling Technique
SVDE Singular Value Decomposition Entropy
SVM Support Vector Machine
RBF Radial Basis Function
RF Random Forest
RQ Research Question
t-SNE T-Distributed Stochastic Neighbor Embedding
TriMAP Triplet Manifold Approximation
SE Sample Entropy
SD Standard Deviation
SPE SPectral Entropy
UMAP Uniform Manifold Approximation and Projection

Table A2. Datasets and the composition of their features.

Dataset Name The Composition of Features

C1 FOD *
C2 FUMAP **
C3 FOD, FUMAP
C4 FUMAP, FAE ***
C5 FUMAP, FHKFR ****
C6 FUMAP, FAE, FHKFR
C7 FOD, FUMAP, FAE
C8 FOD, FAE
C9 FOD, FHKFR

C10 FOD, FAE, FHKFR
C11 FOD, FUMAP, FHKFR
C12 FOD FUMAP, FAE, FHKFR

* FOD are the Features of the Original Dataset; ** FUMAP are the Features on the basis of the UMAP algorithm;
*** FAE is the Feature on the basis of Approximate Entropy; **** FHKFR are the Features on the basis of Higuchi
and Katz Fractal Dimensions.

Table A3. Basic algorithms and description of their changeable parameters.

Algorithm Parameter Parameter Value or Range
with Step of Change

SVM
C is the regularization parameter (C in the scikit-learn library of Python) [0.4, 2] with a step of 0.1
σ (σ > 0) is the parameter of the RBF kernel (gamma in the scikit-learn library of
Python) [0.4, 2] with a step of 0.1

UMAP

k in the number of nearest neighbors that are found for each pattern in the
high-dimensional space (n_neighbors in the software library [80]) [10, 20] with a step of 5

dmin is the threshold distance (dmin ∈ (0, 1]) that influences the density of clusters
created in the low-dimensional space (min_dist in the software library [80]) [0.1, 0.3] with a step of 0.1

h is the dimension of the low-dimensional space (n_components in the software
library [80]) [2, 38] with a step of 2

metric is the distance metric in the software library [80] Euclidean
random_state is the parameter responsible for initialization of UMAP algorithm and
reproducibility of results in the software library [80] 42
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Figure A1. Graphical dependencies for LFs obtained by constructing embeddings of the original
39-dimensional three-class dataset in the two-dimensional space on the basis of the UMAP algo-
rithm with various LFs with parameter values n_neighbors and min_dist, ensuring the creation of
the best cost-sensitive classifiers C3 (at h = 2) in the terms of maximizing the mean value of the
metric MacroF1 − score) presented in Figure 3. (a) L1: LF based on fuzzy cross-entropy with FGD
(n_neighbors = 15; min_dist = 0.1; MacroF1− score : mean = 0.918; SD = 0.049); (b) L2: LF based on sym-
metric fuzzy cross-entropy with FGD (n_neighbors = 15; min_dist = 0.1; MacroF1− score : mean = 0.916;
SD = 0.047); (c) L3: LF based on intuitionistic fuzzy cross-entropy with FGD (n_neighbors = 15;
min_dist = 0.3; MacroF1 − score : mean = 0.914; SD = 0.055); (d) L4: LF based on weighted fuzzy
cross-entropy with FGD (n_neighbors = 20; min_dist = 0.2; MacroF1 − score : mean = 0.915; SD = 0.044).

Appendix C

Table A4. Results of the Wilcoxon signed rank test applied to classifiers, which were estimated on the
basis of the metric MacroF1 − score.

Classifier Base C1
Balanced C1

Using SMOTE
Algorithm [20]

Balanced C7 (at h = 28)
Using SMOTE
Algorithm [20]

Classifier Sign p-Value Sign p-Value Sign p-Value

base cost-sensitive C1 = 0.071 = 0.950 = 0.761
C3 (at h = 2) with L0 + 0.002 = 0.200 + 0.034

C7 (at h = 28) with L1 + 0.005 = 0.214 = 0.594
C7 (at h = 26) with L2 + 0.004 = 0.252 = 0.462
C7 (at h = 28) with L2 + 0.004 = 0.147 = 0.795
C3 (at h = 6) with L4 + 0.008 = 0.178 = 0.795

balanced C1
using SMOTE
algorithm [20]

= 0.125 Not Not = 0.795

balanced C7 (at h = 28 ) using SMOTE
algorithm [20] + 0.021 = 0.795 Not Not
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Table A5. Results of the Wilcoxon signed rank test applied to classifiers, which were estimated on the
basis of the metric Recall.

Classifier Base C1
Balanced C1

Using SMOTE
Algorithm [20]

Balanced C7 (at h = 28)
Using SMOTE
Algorithm [20]

Classifier Sign p-Value Sign p-Value Sign p-Value

base cost-sensitive C1 + 0.001 = 0.740 = 0.102
C3 (at h = 2) with L0 + 4.571 × 10−5 = 0.153 + 0.039

C7 (at h = 28) with L1 + 2.194 × 10−4 = 0.331 = 0.810
C7 (at h = 26) with L2 + 3.405 × 10−4 = 0.365 = 0.576
C7 (at h = 28) with L2 + 2.682 × 10−4 = 0.207 = 0.420
C3 (at h = 6) with L4 + 2.309 × 10−4 = 0.283 = 0.909

balanced C1
using SMOTE
algorithm [20]

+ 0.004 Not Not = 0.724

balanced C7 (at h = 28 ) using SMOTE
algorithm [20] + 2.043 × 10−4 = 0.724 Not Not

Table A6. Results of the Wilcoxon signed rank test applied to classifiers, which were estimated on the
basis time of training.

Classifier Base C1
Balanced C1

Using SMOTE
Algorithm [20]

Balanced C7 (at h = 28)
Using SMOTE
Algorithm [20]

Classifier Sign p-Value Sign p-Value Sign p-Value

base cost-sensitive C1 − 1.863 × 10−9 + 1.863 × 10−9 + 1.863 × 10−9

C3 (at h = 2) with L0 − 1.863 × 10−9 + 1.863 × 10−9 + 1.863 × 10−9

C7 (at h = 28) with L1 − 1.863 × 10−9 + 1.863 × 10−9 + 1.863 × 10−9

C7 (at h = 26) with L2 − 3.725 × 10−9 + 1.863 × 10−9 + 1.863 × 10−9

C7 (at h = 28) with L2 − 3.725 × 10−9 + 1.863 × 10−9 + 1.863 × 10−9

C3 (at h = 6) with L4 − 5.588 × 10−9 + 1.863 × 10−9 + 3.239 × 10−6

balanced C1
using SMOTE
algorithm [20]

− 1.863 × 10−9 Not Not − 1.863 × 10−9

balanced C7 (at h = 28) using SMOTE
algorithm [20] − 1.863 × 10−9 + 1.863 × 10−9 Not Not

Table A7. Results of the Wilcoxon signed rank test applied to classifiers, which were estimated on the
basis time of testing.

Classifier Base C1
Balanced C1

Using SMOTE
Algorithm [20]

Balanced C7 (at h = 28)
Using SMOTE
Algorithm [20]

Classifier Sign p-Value Sign p-Value Sign p-Value

base cost-sensitive C1 − 2.608 × 10−8 + 0.013 − 1.863 × 10−8

C3 (at h = 2) with L0 − 1.106 × 10−4 − 0.002 − 0.003
C7 (at h = 28) with L1 − 2.608 × 10−8 + 0.0128 − 1.863 × 10−8

C7 (at h = 26) with L2 − 3.725 × 10−9 + 1.863 × 10−8 − 2.608 × 10−8

C7 (at h = 28) with L2 − 3.725 × 10−9 + 1.863 × 10−8 − 2.608 × 10−8

C3 (at h = 6) with L4 − 2.608 × 10−8 + 0.013 − 1.863 × 10−8

balanced C1
using SMOTE
algorithm [20]

− 1.863 × 10−9 Not Not − 1.863 × 10−9

balanced C7 (at h = 28) using SMOTE
algorithm [20] − 0.002 + 1.863 × 10−9 Not Not
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