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Abstract: Many properties of the structure and dynamics of complex networks derive from the
characteristics of the spectrum of the associated Laplacian matrix, specifically from the set of its
eigenvalues. In this paper, we show that there exist graphs for which the ratio between the length of
the spectrum (that is, the difference between the largest and smallest eigenvalues of the Laplacian
matrix) and its spread (the difference between the second smallest eigenvalue and the smallest one)
is equal to the golden ratio. We call such graphs Golden Laplacian Graphs (GLG). In this paper, we
first find all such graphs with a number of nodes n ≤ 10. We then prove several graph-theoretic and
algebraic properties that characterize these graphs. These graphs prove to be extremely robust, as
they have large vertex and edge connectivity along with a large isoperimetric constant. Finally, we
study the synchronization properties of GLGs, showing that they are among the top synchronizable
graphs of the same size. Therefore, GLGs represent very good candidates for engineering and
communication networks.

Keywords: Laplacian matrix; eigenvalues; golden ratio; Laplacian eigenratio; synchronizability;
algebraic graph theory; robustness
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1. Introduction

Algebraic graph theory [1,2] plays an important role in the study of complex systems [3].
In particular, the study of the algebraic properties of the graph Laplacian matrix L is fundamental
to understanding both the structure and the dynamics of networks. On the one hand, the
eigenvalues of L are related to the robustness of a network against random failures and
intentional attacks via the algebraic connectivity [4] and isoperimetric constant [5] of
the graph. On the other hand, the same eigenvalues are directly related to the rate of
convergence of diffusive models on networks [6] as well as their synchronizability [7] and
electric resistance properties [8]. Thus, it is not rare to see efforts directed towards the
computational optimization of Laplacian eigenvalues in order to improve the robustness
and dynamical properties of real-world networked systems [9–11].

Here, we conduct a different approach to find graphs with special Laplacian spectral
properties. In particular, we designate the spectrum of the graph Laplacian of G by
Sp(L(G)) =

{
µ

ωi
i , i = 1 . . . , n

}
, where µi is an eigenvalue of L and ωi is its multiplicity. We

order the eigenvalues of L as 0 = µ1 < µ2 ≤ · · · ≤ µn; then, we look for the existence of
graphs for which

µn − µ1

µn − µ2
=

µn − µ2

µ2 − µ1
= φ, (1)

where φ =
(

1 +
√

5
)

/2 is the “golden ratio”. It has been claimed that the golden ratio is
ubiquitous in nature [12]; thus, it is interesting to know whether such a number can appear
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in the ratio of important eigenvalues of the graph Laplacian. We prove here that such
graphs, called Golden Laplacian Graphs (GLG) hereinafter, exist. While similar spectral
relations for the adjacency matrix of graphs were previously studied in [13,14], this is the
first time the question has been asked in terms of the Laplacian matrix of a graph. We
prove a few structural properties of GLGs, showing that they are small-world [15], in the
sense of having a very small diameter, robust to vertex and edge removal, and have a
large isopermetric constant. In addition, we prove a few bounds for different structural
parameters of these graphs. We prove that the smallest GLG is the cycle with five vertices
and that there are no other GLGs with fewer than eight vertices. We find all GLGs with
n = 8, 9, 10 vertices and obtained a few of their structural properties, showing that they
all have a diameter equal to 2, are Hamiltonian, and have perfect (for an even number
of vertices) or nearly-perfect (for an odd number of vertices) matching, among other
interesting properties. Moreover, GLGs are shown to be among the best synchronizable
graphs of the same size. For instance, GLGs are in the top 3.32% for best synchronizability
among eight-vertex graphs, the top 2.52% for n = 9, and the top 1.64% for n = 10. As we
have proved here, GLGs can be expanded to larger sizes using specific matrix operations.
Therefore, these robust and highly synchronizable graphs are good candidates for networks
in the application areas of engineering and communication systems.

2. Preliminaries

Let G = (V, E) be a simple connected graph and let L = K − A be its Laplacian matrix,
where K is the diagonal matrix of the vertex degree and A is its adjacency matrix. Let
0 = µ1 < µ2 ≤ · · · ≤ µn be the eigenvalues of the Laplacian matrix of G. We call µn the
length of the Laplacian spectrum and µ2 the algebraic connectivity of G.

The following are standard definitions in graph theory which we use in this paper, in
which we follow [16].

The distance between two vertices in G is the length (number of edges) of the shortest
path connecting the two vertices. The diameter D is the maximum of all distances between
pairs of vertices in G.

A vertex subset is an independent set if no two of its vertices are adjacent. The largest
cardinality of an independent set in G is the independence number, ind(G).

A graph is Hamiltonian if it contains a spanning cycle (Hamiltonian cycle). The graph
is Hamiltonian connected if any pair of vertices are the ends of a spanning path.

A graph of order n is pancyclic if it contains cycles of all length l, 3 ≤ l ≤ n. Obviously,
a pancyclic graph is Hamiltonian.

The vertex connectivity of a connected graph κv(G) is the minimum number of
vertices for which their removal either disconnects G or reduces it to a single-vertex graph.
A graph is k-connected if κv(G) ≥ k.

The clique number ω(G) is the number of vertices in a largest clique of G.
A matching in G is a set of mutually non-adjacent edges in G. A matching is perfect if

every vertex in G is incident to some edge in the matching. If the number of vertices of G is
odd, the graph may contain a near-perfect matching if exactly one vertex is unmatched.

A set S ⊆ V is a dominating set of a graph G if each vertex in V is in S or is adjacent
to a vertex in S. The domination number γ(G) is the minimum cardinality of a dominating
set of G.

The isopermetric number of a graph is defined as follows. Let S ⊂ V and let ∂S be
the edge boundary of S, i.e., those edges with one endpoint inside S and another outside S.
Then, the isopermetric number is

h(G) = min
1≤|S|≤ n

2

|∂S|
|S| . (2)

We now introduce several classes of graphs which are used in this work. Note that
different notations are used in the literature for certain classes.
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Path graph on n vertices, Pn: the graph with n − 2 vertices of degree two and two
vertices of degree one.

Cycle graph on n vertices, Cn: the graph with n vertices of degree two.
Complete graph on n vertices, Kn: the graph with all vertices of degree n − 1.
Complete graph minus an edge, Kn − e: the complete graph Kn on which an edge has

been deleted.
Complete bipartite graph on n vertices, Kp,q: the graph on n = p + q vertices which

can be partitioned into two subsets of cardinalities p and q, respectively, such that no edge
has both endpoints in the same subset and every possible edge that could connect vertices
in different subsets is part of the graph.

Complete split graph on n vertices, Sn,α: the graph on n vertices consisting of a clique
on n − α vertices and an independent set on the remaining α (1 ≤ α ≤ n − 1) vertices in
which each vertex of the clique is adjacent to each vertex of the independent set.

Lollipop graph on n vertices, Hn,p: the graph on n vertices obtained by appending a
cycle Cp to a pendant vertex of a path Pn−p.

Kite graph on n vertices, Yp,q: the graph on n = p + q vertices obtained by appending
a complete graph Kp to a pendant vertex of a path Pq.

Friendship graph on n vertices, Fr: the graph on n = 2r + 1 vertices consisting of r
triangles attached to a common vertex.

Wheel graph on n vertices, Wn: the graph on n vertices obtained by the graph join
operation Cn−1 +K1, which consists of connecting every vertex of a cycle Cn−1 to a common
vertex not in the cycle.

Fan graph on n vertices, An: the graph on n vertices resulting from the graph join
operation Pn−1 + K1, consisting of joining every vertex of a path graph Pn−1 to a single
vertex not in the cycle; we propose using the letter A from the Spanish “abanico”, meaning
“fan”.

Let G1 and G2 be two graphs of orders n1 and n2 with the corresponding adjacency
matrices A1 and A2. Then, the Kronecker (or tensor) product G1 ⊗ G2 is the graph with the
adjacency matrix provided by

A1 ⊗ A2

 a11 A2 . . . A2
...

. . .
...

an11 A2 . . . an1n1 A2

. (3)

For general properties of the Kronecker product, we direct the reader to [17,18].

3. Golden Laplacian Spectra

We start by associating a line segment of length µn with the spectrum of L, which is
due to the fact that µ1 = 0. We then divide the segment into two sections of lengths µn − µ2
(the largest section) and µ2 (the shortest section), as illustrated in Figure 1.

Figure 1. Representation of the spectrum of the Laplacian matrix of a graph as a segment of line.

Then, we have the following.

Definition 1. A graph G for which

µn

µn − µ2
=

µn − µ2

µ2
= φ, (4)

where φ =

√
5 + 1
2

is the golden ratio, is called a Golden Laplacian Graph (GLG).
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It is clear that (4) accounts for the ratio of the whole to the largest section (
µn

µn − µ2
) and

the ratio of the largest section to the smallest section (
µn − µ2

µ2
). It is well known that both

ratios are equal only when they are exactly equal to the golden ratio. In a GLG, we have

Q(G)
µn

µ2
= φ + 1 = φ2, (5)

where Q(G) = Q is the well-known eigenratio of the graph. The importance of this
parameter resides in the role it plays in the synchronization of networks [7,10,11,19,20].
Smaller values of Q favor the synchronizability of the graph. The smallest possible value
of Q is attained for the complete graph Kn, Q(Kn) = 1, which displays the best possible
synchronizability for graphs with n vertices and which is also the densest one.

Properties of GLGs

Next, we study some properties of GLGs. We first state some general results for µn and
µ2 which are used in the proofs of several of the results obtained herein (see also Chapter 6
in [21] and references therein). Other more specific properties are stated when used.

Lemma 1. Let G be a graph with maximum and minimum degrees ∆ and δ, respectively; then:

1. ∆ + 1 ≤ µn ≤ n. The left inequality holds if ∆ = n − 1 and the right one if and only if
the complement of G is disconnected (see [22,23]);

2. µn(Gn) ≤ max
{

ku(ku + mu) + kv(kv + mv)

ku + kv
, u, v ∈ E

}
, where mu is the average degree

of the nearest neighbors of the vertex u (see [24]);

3. µ2 ≤ n − 1
n

δ (see [25]);

4. µ2 ≤ cv ≤ ce ≤ δ, where cv and ce denote the vertex and edge connectivity,
respectively (see [25]).

We now start to prove some of the properties of GLGs.

Lemma 2. Let G be a GLG with n vertices, m edges, and an edge density equal to d = 2m
n(n−1) .

Then,

∆ + 1
φ2n

≤ µn

φ2n
≤ d ≤ φ2µ2

n
≤ φ2δ

n
, (6)

where δ and ∆ are the minimum and maximum degrees, respectively.

Proof. Because 2m = ∑n
j=1 µj, we have 2m ≥ (n − 1)µ2, from which we obtain

2m ≥ (n − 1)µn

φ2 ≥ (n − 1)(∆ + 1)
φ2 , (7)

and we can obtain the lower bound by dividing both sides by n(n − 1). In a similar way,
we have 2m ≤ (n − 1)µn, from which we obtain

2m ≤ (n − 1)φ2µ2 ≤ (n − 1)φ2δ, (8)

which provides the final result by dividing both sides by n(n − 1).

Lemma 3. Let G be a GLG with minimum and maximum degrees δ = δ(G) and ∆ = ∆(G),
respectively. Then,

∆ − δ + 1
δ

≤ φ ≤ n
∆ − δ + 1

. (9)
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Proof. Using points 1 and 4 from Lemma 1, we have µ2 ≤ δ and µn ≥ ∆ + 1. Then, because
in a GLG we have

µn − µ2

µ2
= φ, (10)

we have the lower bound. The upper bound is based on the fact that

µn

µn − µ2
= φ (11)

and µn ≤ n in a GLG, which when combined with µn − µ2 ≥ ∆ − δ + 1, completes the
result.

The following results are elementary from the fact that µn/µ2 = φ2 in a GLG.

Lemma 4. Let G be a GLG with minimum and maximum degrees δ = δ(G) and ∆ = ∆(G),
respectively. Then,

∆ + 1
δ

≤ φ2. (12)

Lemma 5. Let G be a GLG with an average degree k̄ =
1
n ∑n

i=1 ki. Then,

µn

φ2 ≤ k̄ ≤ φ2µ2. (13)

We now prove some results connecting the spectra of GLGs to some of their properties.

Lemma 6. Let G be a GLG with n vertices and a maximum degree ∆ = ∆(G). Let h(G) be the
isoperimetric number of G. Then,

∆ + 1
2φ2 ≤ µn

2φ2 ≤ h(G) <

√
n∆
φ

. (14)

Proof. The lower bound is proved by plugging into [5] the facts that (i) µ2 =
µn

φ2 in GLGs

and (ii) that µn ≥ ∆ + 1 [22], as follows:

µ2

2
≤ h(G). (15)

For the upper bound, we use the fact that for a graph different from the complete
graphs K1, K2, and K3, we have [5]

h(G) ≤
√

µ2(2∆ − µ2). (16)

Then, again using the fact that in a GLG we have µ2 =
µn

φ2 and µn ≤ n,

h(G) ≤
√

µ2(2∆ − µ2) ≤
√

n(2∆φ2 − µn)

φ2 , (17)

and because µn ≤ ∆ + 1 < ∆, we obtain

h(G) <

√
n∆(2φ2 − 1)

φ2 . (18)

Finally, using the fact that 2φ + 1 = φ4, we have
2φ2 − 1

φ4 = φ − 1 = φ−1, proving the

result.
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Lemma 7. Let X and Y be disjoint sets of vertices of an GLG such that there is no edge between X
and Y. Then, |X||Y|

n(n − |X| − |Y|) ≤ 1
5

. (19)

Proof. It has been proved (see Proposition 4.8.1 in [26]) that

|X||Y|
(n − |X|)(n − |Y|) ≤

(
µn − µ2

µn + µ2

)2
. (20)

Because the graph is a GLG, we then have(
µn − µ2

µn + µ2

)2
=

(
φ2 − 1
φ2 + 1

)2

=

(
φ

φ + 2

)2
=

1
5

. (21)

Lemma 8. Let G be a GLG with n vertices and diameter D; then,

D ≤ 2
⌈

φ2 + 1
4

ln(n − 1)
⌉
< 2⌈ln(n − 1)⌉. (22)

Proof. Mohar [27] has proved that

D ≤ 2
⌈

∆ + µ2

4µ2
ln(n − 1)

⌉
. (23)

Then, because µn ≥ ∆, we have

D ≤ 2
⌈

µn + µ2

4µ2
ln(n − 1)

⌉
, (24)

from which the first inequality follows for a GLG where
µn

µ2
= φ2. The second inequality

comes from the fact that
φ2 + 1

4
=

√
5 + 5
8

< 1.

Lemma 9. Let G be a GLG with n vertices and diameter D; then,

D ≤ 1 +

⌊
cosh−1(n − 1)

cosh−1 √5

⌋
. (25)

Proof. Chung et al. [28] have proved that

D ≤ 1 +

 cosh−1(n − 1)

cosh−1
(

µn + µ2

µn − µ2

)
. (26)

Thus, in a GLG we have µn ± µ2 = φ2µ2 ± µ2, from which the result is straightforward
using the properties of φ.

Remark 1. Notice that when using Lemma 9, any GLG with n ≤ 9 necessarily has diameter
smaller or equal than 2. Because Q(Kn) = 1, which is the only graph with diameter 1, this means
that a GLG with n ≤ 9 has a diameter equal to 2.

Lemma 10. Let G be a GLG of size n with independence number ind(G). Then, if G has minimum
and maximum degrees provided by δ and ∆, respectively,
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ind(G) ≤ nδ

φµ2
=

φnδ

µn
≤ φnδ

∆ + 1
. (27)

Proof. Here, we use a result of Lu et al. [29], who proved that

ind(G) ≤ n(µn − δ)

µn
. (28)

Using the fact that for a GLG we have µn = φ2µ2 and µ2 ≤ δ, we can state the
following theorem.

Theorem 1. Because we have

ind(G) ≤
n
(

φ2δ − δ
)

φ2µ2
=

nδ

φµ2
, (29)

we can use µ2 =
µn

φ2 and the fact that µn ≥ ∆ + 1 to obtain the last inequality.

Lemma 11. Let G be a GLG of size n with matching number α(G); then,

α(G) ≥
⌈

n − 1
φ2

⌉
. (30)

Proof. Here, we use a result of Gu and Liu [30], who proved that

α(G) ≥ min
{⌈

µ2

µn
(n − 1)

⌉
,
⌈

1
2
(n − 1)

⌉}
. (31)

Because in a GLG we have
µ2

µn
=

1
φ2 <

1
2

, we obtain the result.

4. Discovering GLGs

In this section, we state several results, which allow us to discover GLGs. We start by
proving results concerning the nonexistence of GLGs in certain classes of graphs. While the
following result is trivial, we state it here as it is used in several of the following results.

Lemma 12. Let Gn be a finite graph such that µn(Gn) ∈ N and µ2(Gn) ∈ N; then, Gn is not
a GLG.

Proof. The proof follows immediately from the fact that in a GLG we have µn/µ2 = φ2 =
φ+ 1. Because φ is irrational, as is φ2, it cannot be expressed as the ratio of two integers.

Lemma 13. Let Gn be a graph such that Gn ∈
{

Pn, Kn, Kp,q, Sn,α, Hn,p, Yp,q, Kn − e, Fr, Wn, An
}

;
then, Gn is not a GLG.

Proof. (a) Let Gn be isomorphic to Pn; then,

Sp(L(Pn)) =

{
2
(

1 − cos
jπ
n

)
, j = 1, . . . , n

}
. (32)

Therefore, the eigenratio of Pn is

Q(Pn) =
1 − cos

(n − 1)π
n

1 − cos
π

n

= cot2
( π

2n

)
, (33)
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which is different from φ2 for any n ∈ N.
(b) Let Gn be isomorphic to Kn. Because Sp(L(Kn)) =

{
nn−1, 0

}
, we have Q(Kn) = 1.

(c) Let Gn be isomorphic to Kp,q with p ≥ q; then,

Sp
(

L
(
Kp,q

))
=

{
p + q, pq−1, qp−1, 0

}
. (34)

Therefore,

Q
(
Kp,q

)
=

p + q
q

, (35)

which is a rational number, and consequently different from φ2.
(d) Let Gn be isomorphic to Sn,α; then,

Sp(L(Sn,α)) =
{

nn−α, (n − α)α−1, 0
}

. (36)

Therefore,

Q(Sn,α) =
n

n − α
, (37)

which is a rational number, and consequently different from φ2.
(e) Let Gn be isomorphic to Hn,p. Then, using the bound from point 2 of Lemma 1,

we have 4 ≤ µn
(

Hn,p
)
≤ 4.8. In addition, because µ2(Gn) ≤ δ for any graph, we have

µ2
(

Hn,p
)
≤ 1 (because it always has a pendant vertex), which implies that Q

(
Hn,p

)
≥ 4.

(f) Let Gn be isomorphic to Yp,q. Because µn(Gn) = n in any graph if and only if
∆ = n − 1 (see point 1 from Lemma 1), we have µn

(
Yp,q

)
= n. In addition, µ2

(
Yp,q

)
≤ 1, as

there is always a pendant vertex, which implies that Q
(
Yp,q

)
≥ n, which is different from

φ2 for n ≥ 3. For n ≤ 2, the kite graph is isomorphic to Kn, which has already been proved
to not be a GLG.

(g) Let Gn be isomorphic to Kn − e; then,

Sp(L(Kn − e)) =
{

nn−2, n − 2, 0
}

, (38)

which implies that

Q(Kn − e) =
n

n − 2
, (39)

which is a rational number and consequently different from φ2.
(h) Let Gn be isomorphic to Fr; then,

Sp(L(Fr)) =
{

2r + 1, 3r, 1r−1, 0
}

, (40)

which implies that

Q(Fr) = 2r + 1, (41)

which is an integer number, therefore different from φ2.
(i) Let Gn be isomorphic to Wn. Then,

Sp(L(Wn)) =

{
n, 3 − 2 cos

2jπ
n

, j = 1, . . . , n − 1
}

. (42)

Therefore,

Q(Wn) =
n

5 − 4 cos2
(

π

n − 1

) , (43)

which is different from φ2 for any n ∈ N.
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(j) Let Gn be isomorphic to An. Then, because µn(Gn) = n in any graph if and only
if ∆ = n − 1 (see point 1 from Lemma 1), we have µn(An) = n. In addition, from the

definition of the graph we have µ2(An) ≤ δ = 2, which implies that Q(An) ≥
n
2

. Then, for

n ≥ 6 we have Q(An) > φ2. The fan graph with four vertices is isomorphic to the complete
split graph S4,2. The fan graph with three vertices is isomorphic to K3. Both graphs have
been proved to not be GLGs. The remaining graph is A5. The algebraic connectivity of this
graph is µ2(A5) ≈ 1.5858, which implies that Q(A5) > φ2. Thus, no An is a GLG.

We now prove that no tree is a GLG, for which we use the following auxiliary result.

Lemma 14. Let Tn be a tree with n vertices; then, Tn is not a GLG.

Proof. Let Tn be a tree with n > 2; then, δ(Tn) = 1 (because there is at least two pendant
vertices) and ∆(Tn) ≥ 2 (because n > 2). Therefore, using points 1 and 4 from Lemma 1,
we have µn(Tn) ≥ ∆(Tn) + 1 ≥ 3 and µ2(Tn) ≤ δ(Tn) ≤ 1 such that

Q(Tn) =
µn(Tn)

µ2(Tn)
≥ 3 > φ2. (44)

For n ≤ 2, the existing trees are complete graphs with one and two vertices, which
have already been proved to not be GLGs, which proves the result.

Lemma 15. Let Gn be isomorphic to Cn. Then, Gn is a GLG if and only if n = 5.

Proof. The Laplacian eigenvalues of Cn are

Sp(L(Cn)) =

{
2 − 2 cos

2jπ
n

, j = 0, . . . , n − 1
}

. (45)

Therefore, for even n,

Q(Cn) =
2

2 − 2 cos2
(π

n

) n even, (46)

which is different from φ2 for any n ∈ N.
For odd n,

Q(Cn) =

1 − cos
(
(n − 1)π

n

)
1 − cos

(
2π

n

) n odd, (47)

which is a monotonically increasing function and is exactly equal to φ2 only when n = 5, in
which case

Q(C5) =

1 − cos
(

4π

5

)
1 − cos

(
2π

5

) =
3 +

√
5

2
= φ + 1 = φ2. (48)

Lemma 16. The graph C5 is the smallest GLG.

Proof. There are 31 connected graphs Gn with n ≤ 5, which are illustrated in Figure 2. We
can check the following: G1, G2, G8, G9, G28, G29, and G30 are trees; G3, G7 and G27 are
cycles (which include G27 = C5); G0, G1, G3, G4, and G10, are complete graphs; G5 and
G15 are complete split graphs; G6, G25, and G26 are lollipop graphs; G14 is a kite; G11 is a
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complete graph minus an edge; G20 is a friendship graph; G13 is a wheel; G16 is a fan graph;
and G22 is a complete bipartite graph. All of these except C5 have been proved to not be
GLGs.

There are seven remaining graphs which we need to prove are not GLGs. The
graphs G12, G17, G18, and G23 have integer Laplacian spectra: Sp(L(G12)) = {5, 5, 4, 2, 0};
Sp(L(G17)) = {5, 4, 3, 2, 0}; Sp(L(G18)) = {5, 4, 2, 1, 0}; Sp(L(G23)) = {5, 3, 1, 1, 0}, respectively.
Thus, none of them can be GLGs, as proved in Lemma 12. The graphs G19 and G24 have
∆ = 3 and δ = 1, such that µn ≥ 4 and µ2 ≤ 1; consequently, Q ≥ 4 for these two
graphs, meaning that they cannot be GLGs. The last graph remaining is G21, which has
µn(G21) ≈ 4.618 and µ2(G21) ≈ 1.382, indicating that Q(G21) > 3 > φ2. Therefore, C5 is
the only GLG with n ≤ 5, which proves the result.

Figure 2. The 31 connected graphs with n ≤ 5 vertices.

Next, we state a result which corresponds to the construction of GLGs with infinite size.

Lemma 17. Let Kp,q be a complete bipartite graph with p > q. If p = Fr+1 and q = Fr or if
p = Lr+1 and q = Lr, where Fr and Lr are the rth Fibonacci and Lucas numbers, respectively,
then Kp,q is GLG when r → ∞.

Proof. It is known that µn
(
Kp,q

)
= p + q and µ2

(
Kp,q

)
= q. Thus, when p = Fr+1 and

q = Fr or when p = Lr+1 and q = Lr, we have

Q
(
KFr+1,Fr

)
=

Fr+1

Fr
+ 1 (49)

or

Q
(
KLr+1,Lr

)
=

Lr+1

Lr
+ 1. (50)

Because [31]

lim
r→∞

Fr+1

Fr
= lim

r→∞

Lr+1

Lr
= φ, (51)
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we have lim
r→∞

Q
(
KFr+1,Fr

)
= lim

r→∞
Q
(
KLr+1,Lr

)
= φ2, as required for GLGs.

Computer-Based Search

Here, we use an intensive computer search for detecting GLGs among the graphs with
6 ≤ n ≤ 10. For this, we calculated the ratio of the largest to smallest nontrivial eigenvalue
of L for all connected graphs with 6 ≤ n ≤ 10. For each graph G, we used Matlab to check
whether µn(G)/µ2(G)− φ2 < 10−10. For every one of the graphs fulfilling this condition,
we used symbolic computation in Matlab to check whether it obeyed µn(G)/µ2(G) = φ2,
with the following results:

• There are no GLGs among the 112 connected graphs with n = 6 vertices;
• There are no GLGs among the 853 connected graphs with n = 7 vertices;
• There are 15 GLGs among the 11,117 connected graphs with n = 8 vertices (see

Figure 3).

Figure 3. (a–o) Illustration of the 15 connected graphs with n = 8 vertices which have golden
Laplacian spectra.

In Table 1, we indicate some of the properties of these GLGs with eight vertices. The
definitions of the terms are provided in Preliminaries section. Additionally, the terms H,
P, M, r, and p respectively indicate whether the graphs are Hamiltonian, pancyclic, have
a perfect matching, and are regular and planar, for which the responses yes (Y) or no (N)
apply to their presence or absence, respectively.
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Table 1. Properties of GLGs with n = 8 vertices.

# m δ ∆ D ind κv κe ω γ H P M r p

a 16 4 4 2 3 4 4 3 2 Y Y Y Y N

b 17 4 5 2 3 4 4 4 2 Y Y Y N N

c 17 3 6 2 3 3 3 4 2 Y Y Y N N

d 18 3 6 2 3 3 3 4 2 Y Y Y N N

e 18 3 6 2 3 3 3 4 2 Y Y Y N N

f 18 3 5 2 3 3 3 4 2 Y Y Y N N

g 18 4 5 2 2 4 4 3 2 Y Y Y N Y

h 18 4 5 2 2 4 4 4 2 Y Y Y N N

i 19 3 6 2 2 3 3 4 2 Y Y Y N N

j 16 3 5 2 3 3 3 3 2 Y Y Y N N

k 17 3 5 2 3 3 3 3 2 Y Y Y N N

l 17 3 5 2 3 3 3 3 2 Y Y Y N N

m 18 3 6 2 4 3 3 4 2 Y Y Y N Y

n 18 3 6 2 3 3 3 4 2 Y Y Y N N

o 18 3 6 2 3 3 3 4 2 Y Y Y N N

• There are five GLGs among the 261,080 connected graphs with n = 9 vertices, which
are illustrated in Figure 4.

Figure 4. (a–e) Illustration of the five GLGs with nine vertices.

In Table 2, we indicate some of the properties of these GLGs with nine vertices,
following the same notation as in Table 1.
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Table 2. Properties of the GLGs with n = 9 vertices.

# m δ ∆ D ind κv κe ω γ H P M r p

a 19 4 5 2 3 4 4 3 2 Y Y Y N N

b 21 4 5 2 3 4 4 4 2 Y Y Y N N

c 20 4 5 2 3 4 4 3 2 Y Y Y N N

d 20 4 5 2 3 4 4 4 2 Y Y Y N N

e 19 4 5 2 3 4 4 3 2 Y Y Y N N

• There are 102 GLGs among the 11,716,571 connected graphs with n = 10 vertices. (The
adjacency matrices (in MATLAB format) and a table with the properties of GLGs with
ten vertices can be requested to the main author via email).

We now resume our computational observations for the GLGs described in Tables 1
and 2.

• The fifteen GLG with eight vertices, five GLGs with nine vertices, and 102 GLGs with
ten vertices have the following general properties:

1. For all of these graphs, µn = 5 +
√

5 and µ2 = 5 −
√

5.
2. They are all Hamiltonian; notice that all GLGs with n ≤ 10 are pancyclic except

for the one with adjacency matrix A(C5)⊗ J2, where ⊗ is the Kronecker product
and J2 is the all-ones matrix of order 2 (see the next section for details of this
operation).

3. They have a perfect (even n) or nearly-perfect matching (odd n), as evident
from the fact that all of these GLGs have a Hamiltonian cycle, which implies the
existence of a perfect matching.

4. They have diameter 2.
5. They have clique number 3 ≤ ω ≤ 4.
6. They have κv = κe = δ, except for the graph with adjacency matrix (A(C5) + I5)⊗

J2 − I10 (see the next section for details of this operation).
7. They have minimum degree δ ≥ 3.
8. They have domination number 2 (n ≤ 9) or 2 ≤ γ ≤ 3 (n = 10); notice that if

δ ≥ 3, then (according to Reed [32]) γ ≥ 3n
8

, which is the bound observed for
n ≤ 10.

9. They have independence number 2 ≤ ind ≤ 4; notice that ind ≥ n
l̄ + 1

[33,34],

where l̄ is the average shortest path distance in G. Thus, if 2 = D ≥ l̄, as observed

for these GLGs, ind ≥ n
3

.

5. Expanding the Family of GLGs

Having some GLGs such as those found in the previous section, we are now interested
in constructing new ones on the same basis. For this, we mainly use the Kronecker product
of the adjacency matrix of a GLG along with the all-ones matrix. Let Jr and Ir be the all-ones
and identity matrices of order r, respectively. We state here the following known facts
which are used in the forthcoming results. The first is proved on p. 442 of [17].

Lemma 18. Let X and Y be two matrices with spectra spec(X) = {λi(X), i = 1, · · · , r} and
spec(Y) =

{
λj(Y), j = 1, · · · , s

}
, where λi(X) and λj(Y) are the eigenvalues of X and Y,

respectively. Then, the spectrum of the Kronecker product of the two matrices is spec(X ⊗ Y) ={
λi(X)λj(Y), ij = 1, · · · , rs

}
.

The following result is proved in [35].
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Lemma 19. Let X and Y be two Hermitian matrices of the same order r such that XY = YX;
then, there exist permutations a and b of {1, . . . , r} λk(X + Y) =

{
λa(k)(X) + λb(k)(Y)

}
for all

k = 1, · · · , r.

We now define some classes of graphs using the Kronecker product of their adjacency
matrices and some standard matrices.

Definition 2. Let G be a graph with adjacency and Laplacian matrices A and L, respectively. Let
G̃ be a graph with an adjacency matrix Ã constructed as follows:

ÃA ⊗ Jr, (52)

where ⊗ is the Kronecker product.

We now have the following result.

Theorem 2. The spectrum of the Laplacian matrix L̃ of G̃ is provided by

spec
(

L̃
)
= spec(L ⊗ Jr)− spec(K ⊗ (Jr − rIr)). (53)

Proof. First, we can write L̃ = K̃ − Ã, where K̃ = rK ⊗ Ir. Then, we have

L̃ = rK ⊗ Ir − A ⊗ Jr

= rK ⊗ Ir − A ⊗ Jr + K ⊗ Jr − K ⊗ Jr

= (K − A)⊗ Jr + K ⊗ (rIr − Jr)

= (K − A)⊗ Jr − K ⊗ (Jr − rIr).

(54)

Now, designating PL ⊗ Jr and QK ⊗ (rIr − Jr), we can see that

PQ = (L ⊗ Jr)(K ⊗ (rIr − Jr))

= LK ⊗ (Jr(rIr − Jr))

= LK ⊗ rJr − LK ⊗ J2
r

(55)

and

QP = (K ⊗ rIr − Jr)(L ⊗ Jr)

= KL ⊗ ((rIr − Jr)Jr)

= KL ⊗ rJr − KL ⊗ J2
r .

(56)

Notice that, because J2
r = rJr, PQ = QP = 0; consequently, because P and Q commute,

we have spec
(

L̃
)
= spec(P − Q) = spec(P)− spec(Q), which proves the result.

Theorem 3. Let G be a GLG with adjacency matrix A; then the graph G̃ with the adjacency matrix
obtained as ÃA ⊗ Jr is a GLG.

Proof. We start from the fact that spec
(

L̃
)
= spec(P)− spec(Q). First, we consider

spec(P) = spec(L ⊗ Jr) =
{

µi(L)λj(Jr), ij = 1, . . . , rn
}

. (57)

Similarly,

spec(Q) = spec(K ⊗ rIr − Jr) =
{

λi(K)λj(rIr − Jr), ij = 1, . . . , rn
}

. (58)
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Because the eigenvalues 0 = µ̃1 < µ̃2 ≤ · · · ≤ µ̃rn of L̃ are the difference of those of P
and Q, we have

spec
(

L̃
)
= {µ̃n = max{λn(P), λn(Q)}, . . . , µ̃2 = min{λ1(P), λ1(Q)}, 0}. (59)

The largest eigenvalue of P is λnr(P) = rµn(L), while that of Q is λnr(Q) = ∆r. Thus,
because µn(L) ≥ ∆ + 1, we have

µ̃nr = max{λn(P), λn(Q)} = rµn(L). (60)

Similarly, we have λ1(P) = rµ2(L) and λ1(Q) = δr; therefore, because µ2(L) ≤ δ,
we have

µ̃2 = min{λ1(P), λ1(Q)} = rµ2(L). (61)

Therefore,

µ̃nr

µ̃2
=

µn(L)
µ2(L),

(62)

and if µn(L)/µ2(L) = φ + 1, it is the same for µ̃nr(L)/µ̃2(L).

Proposition 1. Let G be a graph with adjacency and Laplacian matrices A and L, respectively. Let
Jr and Ir be the all-ones and identity matrices of order r, respectively, and let Ĝ be the graph with
adjacency matrix Â constructed as follows:

ÂA � Jr = (A + In)⊗ Jr − Irn, (63)

where ⊗ is the Kronecker product and the eigenvalues of L are denoted by 0 = µ1 < µ2 ≤ · · · ≤ µn.

We then have the following result.

Theorem 4. Let G be a GLG with adjacency matrix A; then, the graph Ĝ with adjacency matrix
obtained as ÂA � Jr is a GLG.

Proof. The Laplacian matrix of Ĝ is

L̂ = rK ⊗ Ir − (A + In)⊗ Jr + r(In ⊗ Ir), (64)

where In is the identity matrix of the same dimension as A. Then, by summing and
subtracting K ⊗ Jr, we have

L̂ = r(K + In)⊗ Ir + K ⊗ Jr − A ⊗ Jr − K ⊗ Jr − In ⊗ Jr

= (K + In)⊗ Ir + L ⊗ Jr − (K + In)⊗ Jr

= L ⊗ Jr − (K + In)⊗ (Jr − rIr).

(65)

Letting P = L ⊗ Jr and R = (K + In)⊗ (Jr − rIr), we have

PR = (L ⊗ Jr)((K + In)⊗ (Jr − rIr))

= L(K + In)⊗ (Jr(Jr − rIr))

= L(K + In)⊗ (rJr − rJr)

= 0n

(66)

and
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RP = ((K + In)⊗ (Jr − rIr))(L ⊗ Jr)

= (K + In)L ⊗ (Jr − rIr)Jr

= (K + In)L ⊗ (rJr − rJr)

= 0n,

(67)

where 0n is the zero matrix of order n. Therefore, PR = RP = 0, and we have spec
(

L̂
)
=

spec(P − R) = spec(P)− spec(R).
Similarly,

spec(R) = spec((K + In)⊗ (Jr − rIr)) =
{

λi(K + In)λj(Jr − rIr), ij = 1, . . . , rn
}

. (68)

Because the eigenvalues 0 = µ̂1 < µ̂2 ≤ · · · ≤ µ̂rn of L̂ are the difference of those of P
and R, we have

spec
(

L̂
)
= {µ̂rn = max{λn(P), λn(R)}, . . . , µ̂2 = min{λ1(P), λ1(R)}, 0}. (69)

The largest eigenvalue of P is λnr(P) = rµn(L), while that of R is λnr(R) = (∆ + 1)r.
Thus, because µn(L) ≥ ∆ + 1, we have

µ̂rn = max{λn(P), λn(R)} = rµn(L). (70)

Similarly, we have λ1(P) = rµ2(L) and λ1(R) = (δ + 1)r; therefore, because µ2(L) ≤
δ, we have

µ̂2 = min{λ1(R), λ1(S)} = rµ2(L). (71)

Therefore,
µ̂rn

µ̂2
=

µn(L)
µ2(L)

, (72)

which proves the result.

6. Synchronization of GLGs

GLGs have interesting synchronization properties. To illustrate them, we can consider
a set of dynamical oscillators coupled by a GLG. Each oscillator i (with i = 1, . . . , n) is
characterized by a state vector xi(t) ∈ Rs, where s is the size of the state vector. The
dynamics of the state vector are described by the following equation:

ẋi = f(xi)− σ
n

∑
j=1

Lijh(xj), (73)

where f : Rs → Rs represents the uncoupled dynamics of the dynamical oscillator, h :
Rs → Rs is the coupling function, and σ is the coupling strength.

We say that the system in (73) is synchronized if all of the oscillators asymptotically
converge to the same trajectory, that is, lim

t→+∞
∥xi(t)− xj(t)∥ = 0 for any pair of oscillators

i and j. In a generic system of coupled oscillators, a linear analysis of the stability of
synchronization carried out with the master stability function approach shows that there
are two types of systems that can synchronize [19,20]. The first, called class II systems,
has an unbounded synchronized region specified by σµ2 > ν1 > 0, where the constant ν1
only depends on the node dynamics and coupling function, namely, f and h. The second,
called class III systems, has a bounded synchronized region specified by σµ2, . . . , σµn ∈
(ν1, ν2) ⊂ (0, ∞), where the constants ν1 and ν2 only depend on the node dynamics and
coupling function. Notice that class II systems can always be synchronized provided
that the coupling strength is large enough. On the contrary, class III system can only be
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synchronized if µn/µ2 < ν2/ν1. The ratio Q = µn/µ2 is known in the field as the graph
eigenratio.

Remark 2. For graphs with n = 8, the mean eigenratio is Q̄ ≈ 6.24 ± 3.26. However, the graphs
for which Q = φ2 are among the top 3.32% of eight-vertex graphs with the smallest Q, and
consequently are in the corresponding top percentage of most synchronizable graphs (see Figure 5);
this percentage is 2.52% for n = 9 and 1.64% for n = 10.

Figure 5. Histogram of the values of the eigenratio Q of the 11,117 connected graphs with eight
vertices. The graphs with Q equal to the square of the golden ratio are marked as a vertical broken
line. Only those graphs having Q below this line are more synchronizable than GLGs.

We now discuss some results on synchronization in GLGs. If we know that a graph is
a GLG, then we know its region of synchronization. In fact, for class II systems we have the
following proposition.

Proposition 2. Consider a class II system of dynamical oscillators, such as the one in (73), coupled
by a GLG. Then, a necessary condition for synchronization in the graph is that

σ >
ν1

µ2
=

φ2ν1

µn
, (74)

which, when µ2 = k 5−
√

5
2 and k = 1, 2 . . ., is provided by

σ >
2ν1

k(5 −
√

5)
. (75)

Proof. The proof directly follow from the property that µ2 = k 5−
√

5
2 for any GLG.

For class III systems, we have the following result.

Proposition 3. Consider a class III system of dynamical oscillators such as the one in (73) coupled
by a GLG. Then, a necessary condition for synchronization in the graph is that

φ2 <
ν2

ν1
(76)

and
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ν1

µ2
< σ <

ν2

φ2µ2
(77)

or that

φ2ν1

µn
< σ <

ν2

µn
. (78)

If µ2 = k 5−
√

5
2 , k = 1, 2 . . ., then

2ν1

k(5 −
√

5)
< σ <

2ν2

k(5 +
√

5)
. (79)

Proof. The proof directly follow from the property that µn
µ2

= φ2 and µ2 = k 5−
√

5
2 for any

GLG.

As discussed above, not all class III systems are synchronizable. Here, we illustrate a
fascinating result showing how many well-known chaotic circuits are in fact synchronizable
when coupled by any GLG. A few examples are listed in Table 3. Quite remarkably, the
table includes many relevant examples of paradigmatic chaotic circuits, such as the Lorenz
system [36], the Rossler equation [37], the Chua’s circuit [38], and the Chen system [39].

Table 3. List of a series of class III systems, along with their equations, coupling type, and parameters
ν1, ν2, and ν2/ν1 for which ν2/ν1 < φ2. All of these graphs are synchronizable when coupled by any

GLG. For the Chua’s circuit, f (x) =


−bx − a + b, x > 1
−ax, |x| < 1
−bx − a + b, x < −1

with a = −1.27 and b = −0.68. The

notation i → j indicates that the i-th variable of one oscillator is coupled to the dynamics of the j-th
variable of the other oscillator (linear diffusive coupling is always assumed here). Data on the values
of ν1 and ν2 are taken from [40].

System Equations Coupling ν1 ν2 ν2/ν1

Rossler
ẋ = −y − z
ẏ = x + 0.2y
ż = 0.2 + (x − 9)z

1 → 1 0.186 4.614 24.807

Lorenz
ẋ = 10(y − x)
ẏ = x(28 − z)− y
ż = xy − 8

3 z
2 → 1 3.98 23.692 5.953

Chen
ẋ = 35(y − x)
ẏ = (−7 − z)x + cy
ż = xy − 8

3 z
3 → 3 5.347 21.51 4.023

Chua
ẋ = 10[y − x + f (x)]
ẏ = x − y + z
ż = −14.87y

3 → 3 0.788 4.82 6.117

Hindmarsh-Rose
ẋ = y + 3x2 − x3 − z + 3.2
ẏ = 1 − 5x2 − y
ż = 0.006[−z + 4(x + 1.6)]

2 → 1 0.286 1.233 4.311
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Finally, we discuss a numerical example illustrating synchronization in a system of n =
10 Rossler oscillators coupled by a GLG. The system is described by the following equations:

ẋi = −yi − zi − σ
n
∑

j=1
Lijxj

ẏi = xi + 0.2yi
żi = 0.2 + (xi − 9)zi

(80)

with i = 1, . . . , n.
We consider two GLGs, for each of which we calculate the synchronization error E =

⟨ 1
n−1

n
∑

j=2

|xj−x1|+|yj−y2|+|zj−z1|
3 ⟩T for different values of σ (here, T represents a sufficiently

large window of time after the transient dynamics have vanished). Figure 6 illustrates the
results, showing that the two GLGs have the same synchronization region.

Figure 6. Synchronization error E vs. coupling coefficient σ for two networks of n = 10 coupled
Rossler oscillators, as in (80). Both GLGs (shown in the insets of panels (left) and (right)) display
the same region of stability for synchronization, as k = 2 for both of them. Red asterisks mark
the predicted thresholds for synchronization based on the master stability function approach, as in
Equation (79) with k = 2.

7. Conclusions and Future Outlook

By representing the eigenvalues of the Laplacian matrix of a graph as a line segment,
we have asked a general mathematical question about the ratios between the length of the
spectrum µn − µ1 and its spread µn − µ2 as well as between the latter and µ2 − µ1. We have
discovered here that graphs exist for which these two ratios are identical, and consequently
equal to the golden ratio. We have found all of the graphs having this property, for which
we have proposed the name of Golden Laplacian Graphs (GLG), with at most ten vertices.
We have analytically proved upper and lower bounds for several algebraic and graph-
theoretic properties of GLG, enumerated several properties of the discovered GLGs, and
proved the existence of methods to expand GLGs to larger sizes. However, there are many
open and intriguing questions emerging from this work. We enumerate several of these
below to encourage the reader to investigate them further.

Which structural characteristic(s) differentiate GLGs from other graphs?
Do all GLG have a diameter equal to 2?
Are all GLGs Hamiltonian? What are the condition(s) for them to be pancyclic? If

they are not Hamiltonian, do they still have a perfect matching (even n) or a nearly-perfect
matching (odd n)?

Are there GLGs with a clique number larger than 4? Which condition should the
clique number obey in GLGs?
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