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Abstract: In this paper, we discuss the oscillatory behavior of solutions of two general classes of
nonlinear second-order differential equations. New criteria are obtained using Riccati transformations
and the integral averaging techniques. The obtained results improve and generalize some recent
criteria in the literature. Moreover, a traditional condition is relaxed. Three examples are given to
justify the results.
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1. Introduction

The purpose of this paper is to discuss the oscillatory behavior of solutions of two
general classes of nonlinear second-order differential equations of the forms

[r(ι)U(χ(ι))(χ′(ι))]
′
+ P(ι)χ′(ι) + Q(ι)z(χ(ι))g(χ′(ι)) = 0, (1)

and

[r(ι)U(χ(ι))χ′(ι)]′ + P(ι)χ′(ι) + Q(ι)z(χ(ι)) = 0, (2)

where r(ι), P(ι), Q(ι) ∈ C([ι0, ∞),R) and U(χ), z(χ), g(χ′) ∈ C(R,R).
In the last few decades, there has been a great interest in studying the oscillatory

behavior of differential equations due to its great importance in describing many real appli-
cations in Physics, Biology, and Engineering; see [1–29] and references therein. The most
important tools in the study of oscillatory behavior of solutions of these equations are the
averaging techniques and Riccati transformations. For the author of the papers concerned
with particular cases of Equations (1) and (2), we mention here, for example, Yan [27], who
studied the special case of U(χ(ι)) ≡ 1, z(χ(ι)) = χ, g(χ′) ≡ 1 and deduced the oscillation
criterion without requiring that Q(ι) be integrable or bounded on [ι0, ∞). Rogovchenko [21]
and Elabbasy, Hassan and Saker [4] discussed the special case of U(χ(ι)) ≡ 1 of Equation (2)
using a Riccati transformation technique where the authors established some oscillation
criteria of Kamanev and Philos type with no sign conditions on P(ι) and Q(ι). Their results
can be considered as affirmative answer to the question posed by Rogovechenko et al. [22].

Meanwhile, the undamped special case of Equation (2) was discussed by El-Sheikh [5],
where the author considered function U(χ(ι)) to be bounded from above by function ξ(ι).

In fact, several authors were concerned with the oscillation of Equation (2) itself. We
mention here, as examples, Grace and Lalli [13], who studied the oscillatory behavior
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of Equation (2) using integral averaging techniques in the case r(ι) and Q(ι) are not
assumed to be non-negative for all values of ι. In [14], Grace established new oscillation
results in the spirit of those obtained by Kamenev, Philos, and Yan for a broad class of
second-order nonlinear equations of Type (2). In [25], Tiryaki and Zafer made use of
Philos’s technique [20] to establish new oscillation criteria for Equation (2) in the case
where P(ι) and Q(ι) are allowed to change signs on [ι0, ∞). Their theorems improve
and generalize some previous results of Grace [14] and Yan [27]. In [16], Kirane and
Rogovchenko answered the questions addressed in [14] for the case of Equation (2) with
non-monotonic nonlinearity, without any condition on the sign of the damping coefficient
at all and z(χ(ι)) not needing to be non-decreasing. Their criteria cover new classes
of equations discussed by the authors in [11,13,14,27]. In [22], S. Rogovchenko and Yuri
Rogovchenko discussed the oscillatory behavior for different second-order equations like (2)
and some equations more general than (2). Moreover, in [23], Rogovchenko and Tuncay
used the averaging technique and strengthened the results of Kirane and Rogovchenko [16],
Grace [14], Philos [20], and Yan [27]. They relaxed some of the restrictions introduced by
Grace [11,12]. Also, Manojlovic [18] discussed the oscillation of (2) using a general class
of parameter functions M(ι, Θ) in the averaging techniques. An essential feature of the
results in [18] is that the assumption of positivity of function U(χ(ι)) is not required. Jiang
et al. [15] discussed a class of equations more general than (1) and (2), where they employed
the generalized Riccati transformation and a class of functions to establish several oscillation
criteria for monotonic and non-monotonic functions to improve some results obtained in
the literature. In [26], Wang and Song studied a class of second-order nonlinear differential
equations with a damping term which is more general than (1) and (2). They established
some new sufficient conditions by using the refined integral averaging technique. Zhang
et al. [29] established two new oscillation criteria using a generalized Riccati technique
and the integral averaging technique of the Philos type, where they considered the case
when the sign of P(ι) and Q(ι) may change. It is notable (see [23]) that the importance of
function U(χ(ι)) is closely related to the presence of a damping term in Equation (2), which
makes reduction to simpler differential equations either very complicated or impossible.
We note that in all of those papers, the authors assume that function U(χ(ι)) is bounded
by constants as 0 < c ≤ U(χ(ι)) ≤ c1, even in papers [15,26], where the authors consider
equations more general than (1) and (2), however, they also assumed constant bounds for
the function U(χ(ι)) as well. Moreover, the authors in [22] claimed that most of oscillation
criteria for Equation (2) require that function U(χ(ι)) must be bounded away from zero
by positive constant c. In fact, our results in the present article show that this claim is
not always necessary. In this article, we impose the more general condition on function
0 < ξ1(ι) ≤ U(χ(ι)) ≤ ξ2(ι) < ∞. Unlike the trend of the preceding works, we think that
our criteria may cover new classes of equations to which known results do not apply.

Nontrivial solution χ(ι) of each of these differential equations is called oscillatory if
it has an infinite number of zeros; otherwise, it is called non-oscillatory. The differential
equation is oscillatory if all its solutions are oscillatory.

The aim of this article is to establish new oscillation criteria of a Philos type for Equations (1)
and (2) using the integral averaging technique. Our results improve and generalize some
known results in the literature. To illustrate the obtained results, we offer three examples.

Now, we define the Philos-type function as follows. We let D = {(ι, Θ) : ι0 ≤ Θ ≤ ι < ∞}
and D0 = {(ι, Θ) : ι0 ≤ Θ < ι < ∞}.

Function M = M(ι, Θ) ∈ C(D, [0, ∞)) is said to be belong to function class W if

(i) M(ι, ι) = 0 for ι ≥ ι0; M(ι, Θ) ≥ 0 for ι > Θ and
(ii) M has partial derivative ∂M

∂Θ = −m(ι, Θ)
√

M(ι, Θ), where m is locally integrable with
respect to Θ in D0.

Also, we use notation 𭟋+(ι) = max{𭟋(ι), 0}. Throughout the paper, we assume the
following conditions:

(A1) 0 < ξ1(ι) ≤ U(χ(ι)) ≤ ξ2(ι) < ∞;
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(A2) z′(χ) exists, with z′(χ) ≥ γ1 > 0;
(A3) g ∈ C1([ι0, ∞)), g(χ′) ≥ γ2 > 0;

(A4) The function M ∈ (W, R) satisfies 0 < infΘ≥ι0

[
limι→∞ in f M(ι,Θ)

M(ι,ι0)

]
≤ ∞;

(A5) z(χ)
χ ≥ γ3 > 0.

2. Main Results

We start with two new oscillation criteria for Equation (1). In the first result, we do
not need any restriction on the sign of P(ι) or Q(ι). The second result is dealing with
Equation (2) in the case of monotonic and nonmonotonic function z(χ(ι)).

Theorem 1. Supposethat conditions (A1)–(A3) hold. If for a continuously differentiable function
ϱ(ι) : [ι0,+∞) → (0,+∞), we have

lim
ι→∞

sup
1

M(ι, ι0)

ι∫
ι0

(
M(ι, Θ)ϱ(Θ)Φ1(Θ)− r(Θ)ξ2(Θ)M(ι, Θ)

4γ1ϱ(Θ)
×

[
ϱ(Θ)P(Θ)

r(Θ)ξ2(Θ)
+

ϱ(Θ)m(ι, Θ)√
M(ι, s)

− ϱ′(Θ)

]2)
dΘ

= ∞, (3)

where

Φ1(ι) = γ2Q(ι) +

(
1

ξ2(ι)
− 1

ξ1(ι)

)
P2(ι)

4γ1r(ι)
, (4)

then Equation (1) is oscillatory.

Proof. We suppose the contrary, that χ(ι) ̸= 0, ι ≥ ι0 is a nonoscillatory solution of
Equation (1). We define the following general Riccati transformation:

ϖ1(ι) =
r(ι)U(χ(ι))χ′(ι)

z(χ(ι))
. (5)

Differentiating (5) and using (1), we obtain

ϖ′
1(ι) =

[r(ι)U(χ(ι))χ′(ι)]′z(χ(ι))− z′(χ(ι))χ′(ι)[r(ι)U(χ(ι))χ′(ι)]

z2(χ(ι))

= −P(ι)
χ′(ι)

z(χ(ι))
− Q(ι)g(χ′(ι))− z′(χ(ι))

ϖ2
1(ι)

r(ι)U(χ(ι))

≤ −P(ι)
ϖ1(ι)

r(ι)U(χ(ι))
− Q(ι)g(χ′(ι))− z′(χ(ι))

ϖ2
1(ι)

r(ι)U(χ(ι))
.

In view of (A3), we obtain

ϖ′
1(ι) ≤ −P(ι)

ϖ1(ι)

r(ι)U(χ(ι))
− γ2Q(ι)− z′(χ(ι))

ϖ2
1(ι)

r(ι)U(χ(ι))
. (6)

ϖ′
1(ι) ≤ −γ2Q(ι)− γ1

r(ι)U(χ(ι))

[
ϖ1(ι) +

P(ι)
2γ1

]2

+
P2(ι)

4γ1r(ι)U(χ(ι))
. (7)

Applying Condition (A1), we obtain

ϖ′
1(ι) ≤ −γ2Q(ι)− γ1

r(ι)ξ2(ι)

[
ϖ1(ι) +

P(ι)
2γ1

]2

+
P2(ι)

4γ1r(ι)ξ1(ι)
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≤ −γ2Q(ι)− p2(ι)

4γ1r(ι)

(
1

ξ2(ι)
− 1

ξ1(ι)

)
− γ1

r(ι)ξ2(ι)

[
ϖ2

1(ι) +
ϖ1(ι)P(ι)

γ1

]
≤ −Φ1(ι)−

γ1

r(ι)ξ2(ι)

[
ϖ2

1(ι) +
ϖ1(ι)P(ι)

γ1

]
,

where Φ1(ι) is defined as in (4).
Now, multiplying by ϱ(ι)M(ι, Θ) and integrating from ι0 to ι, we obtain∫ ι

ι0
M(ι, Θ)ϖ′

1(Θ)ϱ(Θ)M(ι, Θ)dΘ ≤ −
∫ ι

ι0
Φ1(Θ)ϱ(Θ)M(ι, Θ)dΘ

−
∫ ι

ι0

γ1

r(Θ)ξ2(Θ)

[
ϖ2

1(Θ) +
ϖ1(Θ)P(Θ)

γ1

]
ϱ(Θ)M(ι, Θ)dΘ.

Applying (i) and (ii), we find

− ϱ(ι0)M(ι, ι0)ϖ1(ι0) +
∫ ι

ι0

[
−ϱ′(Θ) +

ϱ(Θ)m(ι, Θ)√
m(ι, Θ)

]
M(ι, Θ)ϖ1(Θ)dΘ ≤

−
∫ ι

ι0
Φ1(Θ)ϱ(Θ)M(ι, Θ)dΘ −

∫ ι

ι0
ϱ(Θ)M(ι, Θ)

γ1

r(Θ)ξ2(Θ)

[
ϖ2

1(Θ) +
ϖ1(Θ)P(Θ)

γ1

]
dΘ.

Then,∫ ι

ι0
Φ1(Θ)ϱ(Θ)M(ι, Θ)dΘ ≤ ϱ(ι0)M(ι, ι0)ϖ1(ι0)−

∫ ι

ι0
ϱ(Θ)M(ι, Θ)ϖ2

1(Θ)
γ1

r(Θ)ξ2(Θ)
dΘ. (8)

By completing the squares, we obtain∫ ι

ι0
Φ1(Θ)ϱ(Θ)M(ι, Θ)dΘ ≤ ϱ(ι0)M(ι, ι0)ϖ1(ι0)

−
∫ ι

ι0

[
ϖ1(Θ)

√
γ1M(ι, Θ)

ϱ(Θ)
r(Θ)ξ2(Θ)

+

√
r(Θ)ξ2(Θ)M(ι, Θ)

4γ1ϱ(Θ)

(
ϱ(Θ)m(ι, Θ)− P(Θ)ϱ(Θ)

r(Θ)ξ2(Θ)
− ϱ′(Θ)

)2
]

dΘ

+
∫ ι

ι0

 r(Θ)ξ2(Θ)M(ι, Θ)

4γ1ϱ(Θ)

(
ϱ(Θ)P(Θ)

r(Θ)ξ2(Θ)
+

ϱ(Θ)m(ι, Θ)√
M(ι, Θ)

− ϱ′(Θ)

)2
dΘ.

Then,

∫ ι

ι0

[
Φ1(Θ)ϱ(Θ)M(ι, Θ)− r(Θ)ξ2(Θ)M(ι, Θ)

4γ1ϱ(Θ)
×
(

ϱ(Θ)P(Θ)

r(Θ)ξ2(Θ)
+

ϱ(Θ)m(ι, Θ)√
M(ι, Θ)

− ϱ′(Θ)

)2]
dΘ

≤ ϱ(ι0)M(ι, ι0)ϖ1(ι0)

−
∫ ι

ι0

{
ϖ1(Θ)

√
γ1ϱ(Θ)M(ι, Θ)

r(Θ)ξ2(Θ)
+

r(Θ)ξ2(ι)(Θ)M(ι, Θ)

4γ1ϱ(Θ)
×
[

ϱ(Θ)P(Θ)

r(Θ)ξ2(Θ)
+

ϱ(Θ)m(ι, Θ)√
M(ι, Θ)

− ϱ′(Θ)

]}2

dΘ

≤ ϱ(ι0)M(ι, ι0)ϖ1(ι0).

(9)

Dividing (9) by M(ι, ι0) and taking the limit as ι → ∞, we obtain
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lim
ι→∞

sup
1

M(ι, ι0)

ι∫
ι0

(
M(ι, Θ)ϱ(Θ)Φ1(Θ)− r(Θ)ξ2(Θ)H(ι, Θ)

4γ1ϱ(Θ)
×
[

ϱ(Θ)P(Θ)

r(Θ)ξ2(Θ)
+

ϱ(Θ)m(ι, Θ)√
M(ι, Θ)

− ϱ′(Θ)

]2
dΘ

≤ ϖ1(ι0)ϱ(ι0),

which contradicts (3). Then, (1) oscillates.

Remark 1. In the special case of g(χ′) ≡ 1 in Equation (1), Criterion (3) generalizes Criterion (5)
of [29] in the special form of our Condition (A1) as 0 < c1 ≤ U(χ(ι)) ≤ c2.

Theorem 2. Supposethat (A1)–(A4) hold. If, for some β > 1, we have

lim
ι→∞

sup

 1
M(ι, l)

ι∫
l

(
M(ι, Θ)Φ(Θ)− βξ2(Θ)ℵ(Θ)r(Θ)

4γ1
m2(ι, Θ)

)
dΘ

 ≥ 𭟋(l), (10)

and

lim
ι→∞

sup
ι∫

ι0

𭟋2
+(Θ)

ξ2(Θ)r(Θ)ℵ(Θ)
dΘ = ∞, (11)

where

ℵ(ι) = exp

−2γ1

ι∫ 1
ξ2(Θ)

(
η(Θ)

r(Θ)
− P(Θ)

2γ1r(Θ)

)
dΘ

, (12)

and

Φ(ι) = ℵ(ι)
[

γ2q(ι) +
γη2(ι)

ξ2(ι)r(ι)
− P(ι)η(ι)

ξ2(ι)r(ι)
− η′(ι) +

(
1

ξ2(ι)
− 1

ξ1(ι)

)
P2(ι)

4γ1r(ι)

]
(13)

for all ι > l ≥ t0, then Equation (1) is oscillatory.

Proof. We let that χ(ι) be a nonoscillatory solution of Equation (1). Then, there exists
l0 ≥ ι0 such that χ(ι) ̸= 0 for all ι ≥ l0. Without loss of generality, we may assume that
χ(ι) > 0 for all ι ≥ l0. We define a generalized Riccati transformation as

ϖ2(ι) = ℵ(ι)
[

r(ι)U(χ(ι))χ′(ι)

z(χ(ι))
+ η(ι)

]
, (14)

where ℵ(ι) is given by (12). Differentiating (14) and using (1), we obtain

ϖ′
2(ι) = ℵ′(ι)

[
r(ι)U(χ(ι))χ′(ι)

z(χ(ι))
+ η(ι)

]
+

ℵ(ι)
[

η′(ι) +
(r(ι)U(χ(ι))χ′(ι))′

f (χ(ι))
− r(ι)U(χ(ι))z′(χ(ι))

(
χ′(ι)

z(χ(ι))

)2
]

= ℵ(ι)
{
− P(ι)

r(ι)U(χ(ι))

(
ϖ2(ι)

ℵ(ι) − η(ι)

)
− Q(ι)g(χ′(ι)) + η′(ι)−

z′(χ(ι))
r(ι)U(χ(ι))

(
ϖ2(ι)

ℵ(ι) − η(ι)

)2
}
+

ℵ′(ι)

ℵ(ι) ϖ2(ι),

for all ι ≥ l0.

ϖ′
2(ι) ≤ ℵ(ι)

{
− P(ι)

r(ι)U(χ(ι))

(
ϖ2(ι)

ℵ(ι) − η(ι)

)
− γ2Q(ι) + η′(ι)− γ1

r(ι)U(χ(ι))

(
ϖ2(ι)

ℵ(ι) − η(ι)

)2
}
+

ℵ′(ι)

ℵ(ι) ϖ2(ι). (15)
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This with (14) and (A3) leads to

ϖ′
2(ι) ≤ −Φ(ι)− γ1

r(ι)ξ2(ι)ℵ(ι)
ϖ2

2(ι), (16)

for all ι ≥ l0. Applying (i)− (ii), multiplying (16) by M(ι, Θ), and integrating from l to ι,
we obtain, for every ι ≥ l ≥ l0,

ι∫
l

M(ι, Θ)Φ(Θ)dΘ ≤ −
ι∫

l

M(ι, Θ)ϖ′
2(Θ)dΘ −

ι∫
l

M(ι, Θ)
γ1

ξ2(Θ)r(Θ)ℵ(Θ)
ϖ2

2(Θ)dΘ

= −M(ι, Θ)ϖ2(Θ)|ιl −
ι∫

l

[
−∂M(ι, Θ)

∂Θ
ϖ2(Θ) + M(ι, Θ)

γ1

ξ2(Θ)r(Θ)ℵ(Θ)
ϖ2

2(Θ)

]
dΘ

= M(ι, l)ϖ2(l)−
ι∫

l

[
m(ι, Θ)

√
M(ι, Θ)ϖ2(Θ) + Y(ι, Θ)

γ1

ξ2(Θ)r(Θ)ℵ(Θ)
ϖ2

2(Θ)

]
dΘ.

For any β > 1, we obtain

ι∫
l

M(ι, Θ)Φ(Θ)dΘ ≤ M(ι, l)ϖ2(l)−
ι∫

l

(√
γ1M(ι, Θ)

βξ2(Θ)r(Θ)ℵ(Θ)
u2(Θ) +

√
βξ2(Θ)r(Θ)ℵ(Θ)

4γ1
m(ι, Θ)

)2

dΘ

+
β

4γ1

ι∫
l

ξ2(Θ)r(Θ)ℵ(Θ)m2(ι, Θ)dΘ −
ι∫

l

γ1(β − 1)M(ι, Θ)

βξ2(Θ)r(Θ)ℵ(Θ)
ϖ2

2(Θ)dΘ,

(17)

and for all ι ≥ l ≥ l0,

ι∫
l

[
M(ι, Θ)Φ(Θ)− β

4γ1
ξ2(Θ)r(Θ)ℵ(Θ)m2(ι, Θ)

]
dΘ ≤

M(ι, l)ϖ2(l)−
ι∫

l

(√
γ1M(ι, Θ)

βξ2(Θ)r(Θ)ℵ(Θ)
ϖ2(Θ) +

√
βξ2(Θ)r(Θ)ℵ(Θ)

4γ1
m(ι, Θ)

)2

dΘ

−
ι∫

l

γ1(β − 1)M(ι, Θ)

βξ2(Θ)r(Θ)ℵ(Θ)
ϖ2

2(Θ)dΘ,

(18)

From (18), it follows that for any ι > l ≥ l0,

1
M(ι, l)

ι∫
l

[
M(ι, Θ)Φ(Θ)− β

4γ1
ξ2(Θ)r(Θ)ℵ(Θ)m2(ι, Θ)

]
dΘ ≤

ϖ2(l)−
1

M(ι, l)

ι∫
l

γ1(β − 1)M(ι, Θ)

βξ2(Θ)r(Θ)ℵ(Θ)
ϖ2

2(Θ)dΘ ≤

ϖ2(l)−
1

M(ι, l)

ι∫
l

(√
γ1M(ι, Θ)

βξ2(Θ)r(Θ)ℵ(Θ)
ϖ2(Θ) +

√
βξ2(Θ)r(Θ)ℵ(Θ)

4γ1
m(ι, Θ)

)2

dΘ

− 1
M(ι, l)

ι∫
l

γ1(β − 1)M(ι, Θ)

βξ2(Θ)r(Θ)ℵ(Θ)
ϖ2

2(Θ)dΘ,

and
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lim
ι→∞

sup
1

M(ι, l)

ι∫
l

[
M(ι, Θ)Φ(Θ)− β

4γ1
ξ2(Θ)r(Θ)ℵ(Θ)m2(ι, Θ)

]
dΘ ≤ϖ2(l)

− lim
l→∞

inf
1

M(ι, l)

ι∫
l

γ1(β − 1)M(ι, Θ)

βξ2(Θ)r(Θ)ℵ(Θ)
ϖ2

2(Θ)dΘ

(19)

In view of (19), for all l ≥ l0,

ϖ2(l) ≥ 𭟋(l) + lim
l→∞

inf
1

M(ι, l)

ι∫
l

γ1(β − 1)M(ι, Θ)

βξ2(Θ)r(Θ)ℵ(Θ)
ϖ2

2(Θ)dΘ.

Consequently,

ϖ2(l) ≥ 𭟋(l), f or all l ≥ l0, (20)

and

lim
ι→∞

inf
1

M(ι, l0)

ι∫
l

M(ι, Θ)

ξ2(Θ)r(Θ)ℵ(Θ)
ϖ2

2(Θ)dΘ ≤ β

γ1(β − 1)
(ϖ2(l0)−𭟋(l0)) < ∞ (21)

Now, to show that
∞∫

l0

ϖ2
2(Θ)

ξ2(Θ)r(Θ)ℵ(Θ)
dΘ < ∞, (22)

we assume the contrary, that

∞∫
l0

ϖ2
2(Θ)

ξ2(Θ)r(Θ)ℵ(Θ)
dΘ = ∞. (23)

From (A4), it may be deduced that constant δ > 0 such that

inf
Θ≥ι0

[
lim
ι→∞

in f
M(ι, Θ)

M(ι, ι0)

]
> δ. (24)

Conversely, by considering (23), there is a l1 > l0 such that, for any positive number σ,

ι∫
l0

ϖ2
2(Θ)

ξ2(Θ)r(Θ)ℵ(Θ)
dΘ ≥ σ

δ
, f or all ι ≥ l1.

Thus, by the integration by parts, we obtain, for all ι ≥ l1,

1
M(ι, ι0)

ι∫
l0

M(ι, Θ)
ϖ2

2(Θ)

ξ2(Θ)r(Θ)ℵ(Θ)
dΘ =

1
M(ι, ι0)

ι∫
l0

[
−∂M(ι, Θ)

∂Θ

] Θ∫
l0

ϖ2
2(ε)

ξ2(ε)r(ε)ℵ(ε)
dε

dΘ

≥ 1
M(ι, ι0)

ι∫
l1

[
−∂M(ι, Θ)

∂Θ

] Θ∫
l0

ϖ2
2(ε)

ξ2(ε)r(ε)ℵ(ε)
dε

dΘ
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Thus,

1
M(ι, ι0)

ι∫
l0

M(ι, Θ)
ϖ2

2(Θ)

ξ2(Θ)r(Θ)ℵ(Θ)
dΘ ≥ σ

δ

1
M(ι, ι0)

ι∫
l1

[
−∂M(ι, Θ)

∂Θ

]
dΘ =

σ

δ

M(ι, l1)
M(ι, ι0)

. (25)

From (24), it is obvious that

lim
ι→∞

in f
M(ι, Θ)

M(ι, ι0)
> δ > 0,

and there exists l2 ≥ l1 such that

M(ι, l1)
M(ι, ι0)

≥ δ, f or all ι ≥ l2.

Thus, using (25),

1
M(ι, l0)

ι∫
l0

M(ι, Θ)
ϖ2

2(Θ)

ξ2(Θ)r(Θ)ℵ(Θ)
dΘ ≥ σ, f or all ι ≥ l2.

For an arbitrary constant σ, we obtain

lim
ι→∞

in f
1

M(ι, l0)

ι∫
l0

M(ι, Θ)
ϖ2

2(Θ)

ξ2(Θ)r(Θ)ℵ(Θ)
dΘ = ∞,

which contradicts (21). Thus, (22) should hold, and in view of (20), we obtain

∞∫
l0

𭟋+
2(Θ)

ξ2(Θ)r(Θ)ℵ(Θ)
dΘ ≤

∞∫
l0

ϖ2
2(Θ)

ξ2(Θ)r(Θ)ℵ(Θ)
dΘ < ∞,

which contradicts (11) and completes the proof.

Corollary 1. Assume that (A1)–(A2) and (A4) hold. If for any ι ≥ l ≥ ι0 and for some β > 1,
we have

lim
ι→∞

sup

 1
M(ι, l)

ι∫
l

(
M(ι, Θ)Φ(Θ)− βξ2(Θ)ℵ(Θ)r(Θ)

4γ1
m2(ι, Θ)

)
dΘ

 ≥ 𭟋(l), (26)

and

lim
ι→∞

sup
ι∫

ι0

𭟋2
+(Θ)

ξ2(Θ)r(Θ)ℵ(Θ)
dΘ = ∞, (27)

where

ℵ(ι) = exp

−2γ1

ι∫ 1
ξ2(Θ)

(
η(Θ)

r(Θ)
− P(Θ)

2γ1r(Θ)

)
dΘ

, (28)

and

Φ(ι) = ℵ(ι)
[

Q(ι) +
γ1η2(ι)

ξ2(ι)r(ι)
− P(ι)η(ι)

ξ2(ι)r(ι)
− η′(ι) +

(
1

ξ2(ι)
− 1

ξ1(ι)

)
P2(ι)

4γ1r(ι)

]
(29)

for some γ1 > 0, then (2) oscillates.
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Remark 2. In the special case of ξ1(ι) = C1 and ξ2(ι) = C2, the criteria of Corollary 1 include
those of Theorem 2 in [5] and Theorem 3 in [23].

Now, we consider the case of non-monotonic function z(x(ι)).

Theorem 3. Suppose that (A1), (A4), (A5) and (11) hold. Assume further that there exist functions
M ∈ W, η(ι) ∈ C1([ι0, ∞),R),𭟋 ∈ C([ι0, ∞), and Q(ι) > 0. If for some β > 1, and all
ι > l ≥ ι0, we have

lim
ι→∞

sup
1

M(ι, l)

ι∫
l

(
M(ι, Θ)Φ(Θ)− βξ2(Θ)r(Θ)ℵ(Θ)

4
m2(ι, Θ)

)
dΘ ≥ 𭟋(l), (30)

where

ℵ(ι) =
(
−2

∫ ι 1
r(Θ)ξ2(Θ)

[
η(Θ)− 1

2
P(Θ)

]
dΘ
)

(31)

and

Φ(ι) = ℵ(ι)
(

γ3Q(ι) +
η2(ι)

ξ2(ι)r(ι)
− P(ι)η(ι)

ξ2(ι)r(ι)
− η′(ι) +

[
1

ξ2(ι)
− 1

ξ1(ι)

]
P2(ι)

4r(ι)

)
, (32)

then Equation (2) is oscillatory.

Proof. The proof is similar to the proof of Theorem 2 and so it is omitted.

3. Examples

In this section, we introduce three examples which numerically justify our analytic results.

Example 1. Consider the non-linear second-order differential equation(
ι2

2 + χ4(ι)

1 + χ4(ι)
χ′(ι)

)′
+ 2(eι + sinι)χ′(ι) + Q(ι)

(
χ(ι)− 1

χ(ι)

)(
2 +

1
(χ′(ι))2

)
= 0,

f or ι > 0.

(33)

Here, r(ι) = ι2, P(ι) = 2(eι + sinι), g(χ′(ι)) = 2 + 1
(χ′(ι))2 and z(χ(ι)) = χ(ι)− 1

χ(ι)
. So,

z′(χ) = 1 + 1
χ2(ι)

≥ 1 = γ1 and g(χ′(ι)) = 2 + 1
(χ′(ι))2 ≥ 2 = γ2.

Moreover, ξ1(ι) =
1

1+ι2
≤ U(χ(ι)) = 2+χ4(ι)

1+χ4(ι)
= 1 + 1

1+χ4(ι)
≤ 2 + 1

1+ι2
= ξ2(ι).

Now, we let η(ι) = eι + sinι; then,

ℵ(ι) = exp

−2γ1

ι∫ 1
r(Θ)ξ2(Θ)

(
η(Θ)− P(Θ)

2γ1

)
dΘ


= exp(0) = 1

and

Φ(ι) = ℵ(ι)
[

γ2Q(ι) +
γ1η2(ι)

ξ2(ι)r(ι)
− P(ι)η(ι)

ξ2(ι)r(ι)
− η′(ι) +

(
1

ξ2(ι)
− 1

ξ1(ι)

)
P2(ι)

4γ1r(ι)

]
= 2Q(ι)− (eι + cosι) +

(eι + sinι)2

eιξ2(ι)
− 2(eι + sinι)2

eιξ2(ι)
+

(
1

ξ2(ι)
− 1

ξ1(ι)

)
4(eι + sinι)2

4eι

= 2Q(ι)− eι − cosι − (1 + ι2)

eι
(eι + sinι)2.

Choosing Q(ι) = 1 + 1
2
[
eι + cosι + e−ι(1 + ι2)(eι + sinι)2]; then, Φ(ι) = 2.
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Now, for β = 1, we have

lim
ι→∞

sup ι1−n
∫ ι

l

[
(ι − Θ)n−1Φ(s)− βξ2(ι)(n − 1)2

4γ1
(ι − Θ)n−3ℵ(Θ)r(Θ)

]
dΘ

= lim
ι→∞

sup
1
ι2

∫ ι

l

[
2(ι − Θ)2 − Θ2

(
2 +

1
1 + Θ2

)]
dΘ

= −2l.

Since
𭟋2

+(Θ)

ξ2(Θ)r(Θ)ℵ(Θ)
dΘ = O(ι2) as ι → ∞,

then (11) is satisfied, and by Theorem 2, Equation (33) oscillates.

Example 2. Consider the non-linear second-order differential equation[
(1 + ι2)

(
2 + χ2(ι)

1 + χ2(ι)

)
χ′(ι)

]′
+ 2ι

√
ι2 + 1χ′(ι) + Q(ι)[χ(ι) + χ3(ι)] = 0, f or ι > 0 (34)

Here, r(ι) = 1 + ι2, P(ι) = 2ι
√

ι2 + 1 and z(χ(ι)) = χ(ι) + χ3(ι). So, z′(χ) = 1 +
3χ2(ι) ≥ 1 = γ1.

Also, ξ1(ι) =
1

1+ι2
≤ U(χ(ι)) = 2+χ2(ι)

1+χ2(ι)
= 1 + 1

1+χ2(ι)
≤ 2 + 1

1+ι2
= ξ2(ι).

Now, we let η(ι) = ι
√

ι2 + 1. Then,

ℵ(ι) = exp

−2γ1

ι∫ 1
r(Θ)ξ2(Θ)

(
η(Θ)− P(Θ)

2γ1

)
dΘ


= exp(0) = 1

and

Φ(ι) = ℵ(ι)
[

Q(ι) +
γ1η2(ι)

ξ2(ι)r(ι)
− P(ι)η(ι)

ξ2(ι)r(ι)
− η′(ι) +

(
1

ξ2(ι)
− 1

ξ1(ι)

)
P2(ι)

4γ1r(ι)

]
= Q(ι) +

ι2(ι2 + 1)
ξ2(ι)(ι2 + 1)

− 2ι2(ι2 + 1)
ξ2(ι)(ι2 + 1)

−
√

ι2 + 1 − ι2√
ι2 + 1

+

(
1

ξ2(ι)
− 1

ξ1(ι)

)
4ι2(ι2 + 1)
4(ι2 + 1)

= Q(ι)−
√

ι2 + 1 − ι2√
ι2 + 1

− ι2(ι2 + 1).

Choosing Q(ι) = 2 + ι4 + ι2 +
√

ι2 + 1 + ι2√
ι2+1

; then, Φ(ι) = 2.
Now, for β = 1, we have

lim
ι→∞

sup ι1−n
∫ ι

l

[
(ι − Θ)n−1Φ(Θ)− βξ2(ι)(n − 1)2

4γ1
(ι − Θ)n−3ℵ(Θ)r(Θ)

]
dΘ

= lim
ι→∞

sup
1
ι2

∫ ι

l

[
2(ι − Θ)2 − (1 + Θ2)

(
2 +

1
1 + Θ2

)]
dΘ

= lim
ι→∞

sup
1
ι2

[
−3ι + 3l +

2
3
(ι − l)3 − 2

3
(ι3 − l3)

]
= −2l = 𭟋(l).
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Since
𭟋2

+(Θ)

ξ2(Θ)r(Θ)ℵ(Θ)
dΘ = O(ι2) as ι → ∞, (35)

then Condition (27) is satisfied, and so by Corollary 1, Equation (34) oscillates.

Example 3. Consider the non-linear second-order differential equation[
ι2

(
1
2
+

e−|χ|

2

)
χ′(ι)

]′
+ 2ι2χ′(ι) + Q(ι)χ(ι)

(
1
9
+

1
χ2 + 1

)
= 0, f or ι > 0 (36)

From the given example, we have r(ι) = ι2, P(ι) = 2ι2 and z(χ(ι)) = χ(ι)
(

1
9 + 1

χ2+1

)
. So,

z(χ)
χ = 1

9 + 1
χ2+1 ≥ 1

9 = γ3.

Also, ξ1(ι) =
2

4+ι2
≤ U(χ(ι)) = 1

2 + e−|χ|
2 ≤ 1 + 1

4+ι2
= ξ2(ι).

Now, we let η(ι) = ι2. Then,

ℵ(ι) = exp

−2
ι∫ 1

r(Θ)ξ2(Θ)

(
η(Θ)− P(Θ)

2

)
dΘ


= exp(0) = 1

and

Φ(ι) = ℵ(ι)
[

γ3Q(ι) +
γ3η2(ι)

ξ2(ι)r(ι)
− P(ι)η(ι)

ξ2(ι)r(ι)
− η′(ι) +

(
1

ξ2(ι)
− 1

ξ1(ι)

)
P2(ι)

4r(ι)

]
= γ3Q(ι) +

ι4

ι2ξ2(ι)
− 2ι4

ι2ξ2(ι)
− 2ι + ι2

(
1

ξ2(ι)
− 1

ξ1(ι)

)
= γ3Q(ι)− 2ι − ι2

2
(4 + ι2).

Choosing Q(ι) = 9
2 ι4 + 18ι2 + 18ι + 9, we obtain Φ(ι) = 1.

Now, for β = 1

lim
ι→∞

sup ι1−n
∫ ι

l

[
(ι − Θ)n−1Φ(Θ)− βξ2(ι)(n − 1)2

4
(ι − Θ)n−3ℵ(Θ)r(Θ)

]
dΘ

= lim
ι→∞

sup
1
ι2

∫ ι

l

[
(ι − Θ)2 − Θ2

(
1 +

1
4 + Θ2

)]
dΘ

= lim
ι→∞

sup
1
ι2

[
−ι2l + ιl2 − ι + 2tan−1

( ι

2

)
+ l − 2tan−1

(
l
2

)]
= −l = 𭟋(l).

It is clear that Conditions (27) and (35) are satisfied, and so by Theorem 3, Equation (36)
is oscillatory.

4. Conclusions

In this article, we discussed the oscillation of two general classes of second-order
nonlinear differential equations o types (1) and (2). New oscillation criteria are given using a
new condition on function U(χ(ι)) in the case of monotonic and non-monotonic function
z(χ), which is more general than the traditional restriction used by other authors. Three
examples were presented to justify our results of the article. In future work, we plan to
consider the case of delayed differential equations by which we can produce richer results;
see [3,6,19,24].
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