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1. Introduction

The connection between parabolic equations and diffusion processes is well understood; the same
cannot be said for ultraparabolic equations and ultradiffusion processes. Until recently, theoretical
results have been fairly limited relative to the existence and uniqueness of solutions to ultraparabolic
equations, deriving from two methodologies. In one, the analysis is affected along the characteristic
of the first-order temporal operator, requiring that the speed of propagation varies only spatially.
Such an approach was developed by Piskunov [1] in the classical case and extended by Lions [2] to
the generalized sense. The second approach is based on the method of fundamental solutions and
was implemented by Il’in [3] for the classical Cauchy problem and extended to more general domains
via convolution by Vladimirov and Drožžinov [4], albeit at the expense of necessitating constant
coefficients in the operator. Recently, however, using energic techniques Marcozzi [5] has established
the well-posedness and Galerkin approximation of the generalized solution (strong and weak) to
the terminal value problem for square integrable data on bounded temporal and spatial domains.
We extend here the results of [5] to linear ultraparabolic terminal value/infinite-horizon temporal
problems posed on unbounded spatial domains. We then provide a probabilistic interpretation of the
solution in terms of the expectation of an associated ultradiffusion process.

Historically, the connection between the expectation of ultradiffusion processess and the solution
to ultradiffusion equations arose from the work of Kolmogorov [6,7] and Uhlenbeck and Ornstein [8]
in relation to Brownian motion in phase space—the same with respect to Chandrasekhar [9] in the
context of boundary layers and Marshak [10] relative to the Bolzmann equation. A contemporary
example may be found in the formulation of so-called Asian options from mathematical finance
(cf. [11]), which obtains theoretical context with the present results. The paper is organized as
follows. In Section 2, we consider deterministic aspects of the problem, while, in Section 3, the
probabilistic interpretation is presented. Appendix A introduces certain regularity results, which,
while essential for the analysis, are too extensive to prove in full. In Appendix B, we show formally that
the ultraparabolic/ultradiffusion association is locally that of a parameterized parabolic/diffusion.
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2. Approximation Solvability

We consider here the existence, uniqueness and approximation of the terminal value/infinite
horizon problem on unbounded spatial domains for the linear ultraparabolic equations. To this
end, let ÕT,ϑ = (0, T) × (0, ∞), Õϑ,x = (0, ∞) × (−∞, ∞), ÕT,x = (0, T) × (−∞, ∞), and finally
Q̃ = (0, T)× (0, ∞)× (−∞, ∞), for some finite T > 0. The functional setting will be the weighted
Sobolev spaces defined as follows. Spatially, we let

mµ(x) = e−µ|x| ,

such that
Hµ =

{
v(x) | mµ(x) v(x) ∈ L2(R)

}
and

Vµ =
{

v ∈ Hµ

∣∣∣ ∂v(x)/∂x ∈ Hµ

}
,

with their respective norms

|v|µ =

{∫
R
[mµ(x) v(x)]2dx

}1/2
,

for all v ∈ Hµ, and

‖v‖µ =

{
|v|2µ + |∂v/∂x|2µ

}1/2

,

for all v ∈ Vµ. The relation “Vµ ⊆ Hµ ⊂ V∗µ ” constitutes an evolution triple.
Temporally, let t = (t, ϑ) and

nγ(t) = e−γϑ ,

such that
Xγ,µ = L2

γ(ÕT,ϑ; Vµ) =
{

u(t) | nγ(t) u(t) ∈ L2(ÕT,ϑ; Vµ)
}

,

which we equip with the norm

‖u‖γ,µ = ‖u‖Xγ,µ =

{∫
ÕT,ϑ

‖nγ(t) u(t)‖2
µ dO

}1/2
,

for all u ∈ Xγ,µ. We associate with Xγ,µ the dual space

X ∗γ,µ = L2
γ(Ot,ϑ; V∗µ )

and the norm ‖u∗‖X ∗γ,µ , for all u∗ ∈ Xγ,µ. In addition, let

Wγ,µ = W1
γ(Ot,ϑ; Vµ, Hµ) =

{
u ∈ Xγ,µ : ∇t(u) ∈ X ∗γ,µ ×X ∗γ,µ

}
,

where ∇t(u) = (∂u/∂t, ∂u/∂ϑ), which we associate with the norm

‖u‖Wγ,µ =
(
‖u‖2

Xγ,µ
+ ‖∂u/∂t‖2

X ∗γ,µ
+ ‖∂u/∂ϑ‖2

X ∗γ,µ

)2
,

for all u ∈Wγ,µ. Finally, we define

L2
γ((0, ∞); Hµ) =

{
u(ϑ) | nγ(t) u(t) ∈ L2(ÕT,ϑ; Hµ)

}
.

We consider the ultraparabolic t-terminal value/infinite ϑ-horizon problem for u ∈ Wγ,µ satisfying
the evolutionary equation
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−∂u
∂t
− ∂(bu)

∂ϑ
+ A(t) u = f a.e. on Q̃, (1)

subject to the terminal condition

u(T, ϑ, x) = υ(ϑ, x) a.e. on Õϑ,x, (2)

where

A(t) u = − ∂

∂x

(
a2

∂u
∂x

)
+ a1

∂u
∂x

+ a0 u ,

for given

a0 , a1 , a2 ∈ L∞(Q̃) , b ∈ C1
(
Q̃
)

, (3)

0 < b ≤ b(t, x) ≤ 2 b , ∂b/∂ϑ bounded , (4)

υ ∈ L2
γ((0, ∞); Hµ) , (5)

f ∈ X ∗γ,µ , (6)

0 < α ≤ a2 and 0 < β ≤ a0 , (7)

for some sufficiently large β.
The generalized problem associated with (1)–(2) is: supposing (3)–(7), find u ∈Wγ,µ satisfying

− ∂

∂t
(u(t)|v)Hµ

− ∂

∂ϑ
(b(t) u(t)|v)Hµ

+ aµ (t; u(t), v) = 〈 f (t), v〉Vµ
, (8)

for almost all t ∈ ÕT,ϑ, such that
u(Tϑ) = υ(ϑ) on Õϑ,x , (9)

where (u|v)X is the scalar product canonically defined on the Hilbert space X, 〈 f (t), v〉Vµ
denotes the

value of the linear functional f (t) ∈ V∗µ at v ∈ Vµ, Tϑ = (T, ϑ) and

aµ (t; u, v) =
∫
R

a2
∂u
∂x

∂v
∂x

m2
µ dx +

∫
R

a1
∂u
∂x

v m2
µ dx +

∫
R

a0 u v m2
µ dx ,

for all u, v ∈ Vµ and t ∈ ÕT,ϑ. In Equation (8), the expressions ∂/∂t and ∂/∂ϑ denote generalized
derivatives on ÕT,ϑ; that is, Equation (8) means explicitly

∫
ÕT,ϑ

(u(t)|v)Hµ

∂

∂t
ϕ(t) n2

γ dO +
∫
ÕT,ϑ

(b(t) u(t)|v)Hµ

∂

∂ϑ
ϕ(t) n2

γ dO (10)

+
∫
ÕT,ϑ

a (t; u(t), v) ϕ(t) dO =
∫
ÕT,ϑ

〈 f (t), v〉Vµ
ϕ(t) n2

γ dO ,

for all test functions ϕ ∈ C∞
0 (ÕT,ϑ).

For t ∈ ÕT,ϑ , the mapping aµ(t) : Vµ ×Vµ is bilinear and bounded; we likewise assume that aµ(t)
is strongly positive;

c‖u(t)‖2
µ ≤ aµ(t; u(t), u(t)) . (11)

Remark 1. We note that Equations (1)–(2) is an infinite horizon problem in ϑ. That is, the far-field behavior
of ϑ is implicitly defined relative to the weight γ.

Remark 2. In general, the validity of (11) will be problem dependent, predicated upon the spatial asymptotic
behavior of u.

For t ∈ ÕT,ϑ , we define the operator Aµ(t) : Vµ → V∗µ such that
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〈
Aµ(t) u, v

〉
Vµ

= aµ(t; u, v) , (12)

from which it follows that Aµ(t) is linear, continuous, and strongly monotone by (11). In particular,
we have

‖A(t) u‖X ∗γ,µ ≤ C‖u‖Xγ,µ (13)

and
c‖u‖2

µ ≤ 〈A(t) u, u〉Vµ
, (14)

for all u ∈ Vµ and t ∈ ÕT,ϑ .

Lemma 1. Given (3)–(7), the formulations (1)–(2) and (8)–(9) are equivalent.

Proof of Lemma 1. By integration by parts and the density of test functions in Vµ, we have

∂

∂t
(u(t)|v) =

〈
∂u(t)

∂t
, v
〉

Vµ

and
∂

∂ϑ
(u(t)|v) =

〈
∂u(t)

∂ϑ
, v
〉

Vµ

, (15)

for all v ∈ Vµ and almost all t ∈ ÕT,ϑ. From (8), (12) and (15), we deduce that〈
−∂u(t)

∂t
− ∂ (b(t)u(t))

∂ϑ
+ A(t)u(t)− f (t), v

〉
Vµ

= 0 ,

for all v ∈ Vµ and almost all t ∈ OT,Θ , in which case (1) follows. The converse derives from (1) and
u ∈Wγ,µ, which imply (8).

Proposition 1. Uniqueness. We suppose (3)–(7) and (11); let 0 < γ < c. Then, there exists at most one
solution to (8)–(9).

Proof of Proposition 1. We consider (8)–(9) with f = 0 and υ = 0; setting v = u in (8), we obtain

−1
2

∂

∂t
|u(t)|2µ −

1
2

∂

∂ϑ

∣∣∣∣√b(t) u(t)
∣∣∣∣2
µ

+ aµ (t; u(t), u(t)) = 0

or

2c‖u(t)‖2
µ ≤

∂

∂t
|u(t)|2µ +

∂

∂ϑ

∣∣∣∣√b(t) u(t)
∣∣∣∣2
µ

,

from (11), in which case

0 ≤ ∂

∂t

(
e−2cϑ |u(t)|2µ

)
+

∂

∂ϑ

(
e−2cϑ

∣∣∣∣√b(t) u(t)
∣∣∣∣2
µ

)
.

Integrating over the domain (0, T)× (0, Θ), for some Θ > 0, and applying Green’s Theorem,
it follows that∫ Θ

0
e−2cϑ |u(0, ϑ)|2µ dϑ +

∫ T

0

∣∣∣∣√b(t, 0) u(t, 0)
∣∣∣∣2
µ

dt ≤
∫ T

0
e−2cΘ

∣∣∣∣√b(t, Θ) u(t, Θ)

∣∣∣∣2
µ

dt

and so
0 < c̃ ≤ e−2cΘ |u(t, Θ)|2µ .

However,
c̃e−2(c−γ)Θ ≤ e−2cΘ |u(t, Θ)|2µ
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is not summable on (0, ∞), which contradicts the condition u ∈ Xγ,µ, from which it follows that
u = 0.

We consider the regularization of (1)–(2) to domains of finite extent. To this end, it suffices for υ to
have an extension to, or to be of compact support in, Q̃. Without loss of generality, we may assume
that υ = 0. For m ∈ N, let

Qm = (0, T)× (0, m)× (−m, m) ,

fm = f on Qm ,

Vm = H1
0(−m, m) ,

Hm = L2(−m, m) ,

Xm = L2((0, T)× (0, m); Vm) ,

X ∗m = L2((0, T)× (0, m); V∗m),

and
Wm = {um ∈ Xm | ∇t(um) ∈ X ∗m ×X ∗m } .

There exists a unique um ∈Wm satisfying the ultraparabolic terminal value problem (cf. [5])

−∂um

∂t
− ∂(bum)

∂ϑ
+ A(t, ϑ) um = fm a.e. on Qm (16)

subject to the terminal conditions

u(T, ϑ, x) = 0 a.e. on (0, m)× (−m, m) , (17)

u(t, m, x) = 0 a.e. on (0, T)× (−m, m) , (18)

and boundary conditions

u(t, ϑ,−m) = u(t, ϑ,−m) = 0 a.e. on (0, T)× (0, m) . (19)

We denote by ũm the extension of um by zero to the compliment of Qm.

Lemma 2. We suppose (3)–(7), (11),

∇t(ai) ∈ L∞(Q̃)× L∞(Q̃) , (20)

0 < γ < c / b and f ∈ L2
γ(Õt,ϑ; Hµ); then,

‖ũm‖γ,µ ≤ C , (21)

for all m ∈ N.

Proof of Lemma 2. Taking the inner product of (16) with ũm, we have

−
(

∂ũm

∂t
, ũm

)
µ

−
(

∂bũm

∂ϑ
, ũm

)
µ

+ aµ(t; ũm, ũm) = ( fm, ũm)µ

or
−e−2γϑ 1

2
∂

∂t
|ũm|2µ − e−2γϑ 1

2
∂

∂ϑ

∣∣∣√bũm

∣∣∣2
µ
+ ce−2γϑ‖ũm‖2

µ ≤ e−2γϑ( fm, ũm)µ .
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Integrating the above over (0, T)× (ϑ, m), it follows that

−
∫ T

0

∫ m

ϑ
e−2γϑ 1

2
∂

∂t
|ũm|2µ −

∫ T

0

∫ m

ϑ
e−2γϑ 1

2
∂

∂ϑ

∣∣∣√bũm

∣∣∣2
µ

+c
∫ T

0

∫ m

ϑ
e−2γϑ‖ũm‖2

µ ≤
∫ T

0

∫ m

ϑ
e−2γϑ( fm, ũm)µ

or

−
{∫ T

0

∫ m

ϑ

∂

∂t

[
e−2γϑ |ũm|2µ

]
+
∫ T

0

∫ m

ϑ

∂

∂ϑ

[
e−2γϑ

∣∣∣√bũm

∣∣∣2
µ

]}
−
∫ T

0

∫ m

ϑ
2γe−2γϑ

∣∣∣√bũm

∣∣∣2
µ
+ 2c

∫ T

0

∫ m

ϑ
e−2γϑ‖ũm‖2

µ

≤ 2
∫ T

0

∫ m

ϑ
e−2γϑ( fm, ũm)µ

and so ∫ m

ϑ
e−2γϑ |ũm(0, ϑ)|2µ +

∫ T

0
e−2γϑ |ũm(t, ϑ)|2µ −

∫ T

0

∫ m

ϑ
2γe−2γϑ

∣∣∣√bũm

∣∣∣2
µ

+2c
∫ T

0

∫ m

ϑ
e−2γϑ‖ũm‖2

µ ≤ 2
∫ T

0

∫ m

ϑ
e−2γϑ( fm, ũm)µ

in which case

2c
∫ T

0

∫ m

ϑ
e−2γϑ‖ũm‖2

µ −
∫ T

0

∫ m

ϑ
2γe−2γϑ

∣∣∣√bũm

∣∣∣2
µ

≤ 2
∫ T

0

∫ m

ϑ
e−2γϑ( fm, ũm)µ

or (
c− b γ

) ∫ T

0

∫ m

ϑ
e−2γϑ‖ũm‖2

µ ≤
∫ T

0

∫ m

ϑ
e−2γϑ( fm, ũm)µ

≤
(∫ T

0

∫ m

ϑ
e−2γϑ‖ f̃m‖2

µ

)1/2 (∫ T

0

∫ m

ϑ
e−2γϑ‖ũm‖2

µ

)1/2

such that ∫ T

0

∫ m

ϑ
e−2γϑ‖ũm‖2

µ ≤ C ;

therefore,
‖ũm‖γ,µ ≤ C

for all m ∈ N.

We obtain a supplementary estimate on ∇t(ũm).

Lemma 3. We suppose (3)–(7), (11), (20), 0 < γ < c / b and f ∈ L2
γ(Ot,ϑ; Hµ), then∥∥∥∥∂ũm

∂t

∥∥∥∥
γ,µ
≤ C and

∥∥∥∥∂ũm

∂ϑ

∥∥∥∥
γ,µ
≤ C . (22)

Proof of Lemma 3. We consider the parabolic regularization with respect to ϑ of (16)–(19). To this end,
letHm(0, Θ) = L2(0, Θ; Hm); we define the space of test functions on (0, m)× (−m, m) such that

Vm(0, m) =

{
v | v ,

∂v
∂x

,
∂v
∂ϑ
∈ L2(0, m; Hm) , v(t, ϑ,−m) = v(t, ϑ, m) = v(t, m, x) = 0

}
,
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in which case we obtain the evolution triple “Vm(0, m) ⊂ Hm(0, m) ⊂ V∗m(0, m)”. We denote
Hm = Hm(0, m) and Vm = Vm(0, m) for brevity and equip Vm with the norm

‖v‖2
Vm

=
∫
(0,m)
‖v(θ)‖2

Hm
dθ +

∫
(0,m)
‖∂v(θ)/∂x‖2

Hm
dθ +

∫
(0,m)
‖∂v(θ)/∂θ‖2

Hm
dθ

= ‖v‖2
Hm

+ ‖∂v/∂x‖2
Hm

+ ‖∂v/∂ϑ‖2
Hm

.

Let

Wm =Wm(0, T;Vm,Hm) =

{
v | v ∈ Xm ,

∂v
∂t
∈ X ∗m ,

∂v
∂ϑ
∈ X ∗m , v(t, m, x) = 0

}
,

where Xm = L2((0, m) × (−m.m); Vm) and X ∗m = L2((0, m) × (−m.m); V∗m), which we equip with
the norm

‖v‖2
Wm

=
∫ T

0
‖v(τ)‖2

Vm
dτ +

∫ T

0
‖∂v(τ)/∂τ‖2

X ∗m dτ .

The perturbation problem associated with (16)–(19) is: for any ε > 0, we seek uε
m satisfying the

parabolic equation

−∂uε
m

∂t
− ε

∂2uε
m

∂ϑ2 −
∂(b uε

m)

∂ϑ
+ A(t) uε

m = fm a.e. on Q , (23)

where A(t) = A(t, ϑ), subject to the terminal condition

uε
m(T, ϑ, x) = υ(ϑ, x) a.e. on (0, m)× (−m, m) , (24)

and boundary conditions

uε
m(t, Θ, x) = 0 a.e. on (0, T)× (−m, m) , (25)

uε(t, ϑ,−m) = uε(t, ϑ, m) = 0 a.e. on (0, t)× (0, m) , (26)

∂uε
m

∂ϑ
(t, m, x) = 0 a.e. on (0, T)× (−m, m) . (27)

The problem (23)–(27) is well-posed, noting in particular the necessity of the auxiliary boundary
condition (27).

We denote by ũε
m the extension of uε

m by zero to the compliment of Qm. Taking the inner product
of (23) with −n2

γ ∂ũε
m/∂t, it follows that

∫
(0,m)

(
∂ũε

m
∂t

∣∣∣n2
γ

∂ũε
m

∂t

)
µ

dθ + aε
0,µ,γ

(
t; ũε

m,−∂ũε
m

∂t

)
=
∫
(0,m)

(
f − A1ũε

m

∣∣∣− n2
γ

∂ũε
m

∂t

)
µ

dθ ,

where
aε

0,µ,γ (t; u, v) = ε
∫
Õϑ,x

∂u
∂ϑ

∂v
∂ϑ

m2
µn2

γ dO +
∫
Õϑ,x

a2(t)
∂u
∂x

∂v
∂x

m2
µn2

γ dO

and

A1u =
∂(bu)

∂ϑ
− a1

∂u
∂x
− a0u ,

in which case ∫
(0,m)

n2
γ

∣∣∣∣∂ũε
m

∂t

∣∣∣∣2
µ

dθ − 1
2

d
dt

aε
0,µ,γ (t; ũε

m, ũε
m) +

1
2
•
a ε

0,µ,γ (t; ũε
m, ũε

m)

=
∫
(0,m)

n2
γ

(
f − A1ũε

m,−∂ũε
m

∂ϑ

)
µ

dθ ,
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where
•
a ε

0,µ,γ (ϑ; u, v) =
∫
Õϑ,x

da2(t)
dt

∂u
∂x

∂v
∂x

m2
µn2

γ dO .

Integrating the above in time, we have that

∫
ÕT,ϑ

n2
γ

∣∣∣∣∂ũε
m

∂t

∣∣∣∣2
µ

dO +
1
2

aε
0,µ,γ (0; ũε

m, ũε
m) =

1
2

aε
0,µ,γ (T; ũε

m, ũε
m)

−1
2

∫ T

0

•
a ε

0 (t; ũε
m, ũε

m) dt +
∫
ÕT,ϑ

n2
γ

(
f − A1ũε

m,−∂ũε
m

∂t

)
µ

dO .

With (21), we proceed as per Lemma 2 to obtain

∫
ÕT,ϑ

n2
γ

∣∣∣∣∂ũε
m

∂t

∣∣∣∣2
µ

dO ≤ C ,

which is valid for all ũε
m; passing to the limit, we obtain∥∥∥∥∂ũm

∂t

∥∥∥∥
γ,µ
≤ C ,

which holds for all m. We determine the estimate in ϑ analogously.

In the following result, we establish the existence of the solution to (8)–(9) as well as its
approximation by the regularization (16)–(19).

Proposition 2. Existence. We suppose (3)–(7), (11), (20), 0 < γ < c / b and f ∈ L2
γ(Ot,ϑ; Hµ); then, there

exists a u ∈Wγ,µ satisfying (8)–(9). Moreover, the sequence {ũm} converges such that ũm → u in Xγ,µ and

max
t∈O

{∫ T

t
|
√

b(τ, ϑ)(ũm(τ, ϑ)− u(τ, ϑ)|2µ dτ +
∫ Θ

ϑ
|ũm(t, θ)− u(t, θ)|2µ dθ

}
→ 0 ,

as m→ ∞, where O = (0, T)× (0, Θ), for any (fixed) Θ > 0.

Proof of Proposition 2. From the estimates (21) and (22), it follows that, possibly after extracting
a subsequence, ũm ⇀ u in Xγ,µ, ∂ũm/∂t ⇀ ∂u/∂t in L2

γ(O, Hµ)) and ∂ũm/∂ϑ ⇀ ∂u/∂ϑ in L2
γ(O, Hµ)),

where u satisfies (8)–(9).
In order to show convergence of the regularizations ũm, we have from (8) that

−1
2

∂

∂t
|u(t)− ũ(t)|2µ −

1
2

∂

∂ϑ

∣∣∣∣√b(t) (u(t)− ũ(t))
∣∣∣∣2
µ

+aµ (t; u(t)− ũ(t), u(t)− ũ(t)) = ( f (t)|u(t)− ũ(t))µ .

Multiplying the above by n2
γ and applying the Green’s formula over O, we obtain

∫ T

t
|
√

b(τ, ϑ) un(τ, ϑ)− u(τ, ϑ)|2µ dτ +
∫ Θ

ϑ
|un(t, θ)− u(t, θ)|2µ dθ

+2
∫
O

aµ (t; u(t)− ũ(t), u(t)− ũ(t)) dO = 2
∫
O
( f (t)|u(t)− ũ(t))µ dO ,

and the result follows from (11) and ũm ⇀ u in Xγ,µ.
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Let {w1, w2, . . .} denote a basis in Vm. We set

um,n(t, ϑ, x) =
n

∑
k=1

ckn(t, ϑ)wk(x) , (28)

υn(ϑ, x) =
n

∑
k=1

αkn(ϑ)wk(x) , (29)

where ckn(t, ϑ) ∈ L2((0, T)× (0, m)) and αkn(ϑ) ∈ L2(0, m), such that αkn(m) = 0, υn ∈ L2(0, m; Vm) and

υm,n → υ in L2(0, m; Hm) , (30)

as n→ ∞. The Galerkin equations associated with (16)-(19) are defined

−
n

∑
k=1

∂

∂t
ckn(t)(wk|wj)Hm −

n

∑
k=1

∂

∂ϑ
ckn(t)(

√
b(t)wk|

√
b(t)wj)Hm (31)

+
n

∑
k=1

ckn(t) a(t; wk|wj) = 〈 f (t), wj〉Vm on (0, T)× (0, m)

for j = 1, . . . , n, such that
ckn(T, ϑ) = αkn(ϑ) a.e. on (0, m), (32)

ckn(t, m) = 0 a.e. on (0, T), (33)

for k = 1, . . . , n, where

a (t; u, v) =
∫
(0,X)

a2
∂u
∂x

∂v
∂x

dx +
∫
(0,X)

a1
∂u
∂x

v dx +
∫
(0,X)

a0 u v dx ,

for all u, v ∈ V and t ∈ (0, T) × (0, m), (u|v)Hm
is the inner product on the Hilbert space Hm,

and 〈 f , v〉Vm is the value of the linear functional f ∈ V∗m at v ∈ Vm.
We immediately obtain the constructive approximation of (8)–(9)) by the Galerkin procedure

(28)–(33) from ([5], Propositions 4 and 5) and Proposition 2.

Proposition 3. Galerkin Approximation. We suppose (3)–(7), (11), (20), 0 < γ < c/2b, and f ∈
L2

γ(Ot,ϑ; Hµ). Let um,m be the mth-Galerkin approximation to um defined by (28)–(33) and u the solution to
(8)–(9), then um,m → u in X and

max
t∈O

{∫ T

t
|
√

b(τ, ϑ) um,m(τ, ϑ)− u(τ, ϑ)|2µ dτ +
∫ Θ

ϑ
|um,m(t, θ)− u(t, θ)|2µ dθ

}
→ 0

as m→ ∞, where O = (0, T)× (0, Θ), for any (fixed) Θ > 0.

Remark 3. Propositions 2 and 3 likewise hold with f ∈ X ∗γ,µ, where we imply the Galerkin approximation per
the proof of Lemma 3.

3. Probabilistic Interpretation

In order to provide a probabilistic interpretation of the solution to (1)–(2), we make the additional
assumptions that

a2 , a1 , a0 , b ∈ C1
(
Q̃
)

; a2 bounded, (34)

∂2a2

∂x2 ,
∂2a2

∂x∂ϑ
,

∂2a2

∂ϑ2 ∈ C0
(
Q̃
)

, bounded, (35)
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∂a0

∂x
,

∂a1

∂x
,

∂a2

∂x
,

∂b
∂x

bounded, (36)

∂a0

∂ϑ
,

∂a1

∂ϑ
,

∂a2

∂ϑ
,

∂b
∂ϑ

bounded, (37)

∂2a2

∂t∂x
,

∂2a2

∂t∂ϑ
,

∂a2

∂x2 ∈ Lp
loc(Q̃), (38)

f ,
∂ f
∂x
∈ C0

(
Q̃
)

, (39)

| f (t, ϑ, x)| ≤
[
1 + (ϑ2 + x2)m/2

]
, (40)∣∣∣∣∂ f

∂x

∣∣∣∣ ≤ C
[
1 + (ϑ2 + x2)m/2

]
, (41)

∂ f
∂t
∈ Lp

loc(Q̃) . (42)

We likewise suppose the existence of a function

Ψ ∈ C2,1
(
Q̃
)
∩ C0

(
Q̃
)

, (43)

∣∣∣∣∂Ψ
∂x

∣∣∣∣ ≤ C
[
1 + (ϑ2 + x2)m/2

]
, (44)

such that
υ(ϑ, x) = Ψ(T, ϑ, x) (45)

and

g = −∂Ψ
∂t
− ∂(bΨ)

∂ϑ
+ A(t, ϑ)Ψ (46)

satisfies the same assumptions as f . From Proposition 2 and Appendix A, we allow that there exists

a unique solution u ∈ C2,1(Q̃) ∩ C0
(
Q̃
)

to the problem (1)–(2).

We let σ =
√

2a2 (or a2 = σ2/2) and define

a(t, ϑ, x) =
∂a2

∂x
− a1 (47)

and
α0 = a0 −

∂b
∂ϑ

, (48)

in which case α0 > 0 for β sufficiently large (cf. (7)). In particular, σ, a and b are elements of C1
(
Q̃
)

.

Moreover, by extending the functions a, b, and σ outside of Q, we may assume that

|σ(t, ϑ2, x2)− σ(t, ϑ1, x1)|+ |a(t, ϑ2, x2)− a(t, ϑ2, x1)|

+|b(t, ϑ2, x2)− b(t, ϑ1, x1)| ≤ K
(
|ϑ2 − ϑ1|2 + |x2 − x1|2

)1/2
(49)

as well as
|σ| ≤ Ko and |a(t, ϑ, x)|2 + |b(t, ϑ, x)|2 ≤ K2

1(1 + |ϑ|2 + |x|2) , (50)

for all t ∈ ÕT,ϑ.
We now seek a probabilistic interpretation of the function u satisfying (1)–(2) by constructing

a stochastic differential equation for which the trajectories (Θ(t), X(t)) are the characteristics of
−∂(b ·)/∂ϑ + A. To this end, we take a probability space (Ω,A, P), an increasing family of
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sub-σ-algebras Ft of A, and a R-valued standardized Wiener process w(t), which is an Ft martingale.
We can then consider, on an arbitrary finite interval, the stochastic differential equation

dX(t) = a(t, Θ(t), X(t)) dt + σ(t, y) dw(t) , (51)

dΘ(t) = b(t, Θ(t), X(t)) dt, (52)

X(0) = x ∈ R , (53)

Θ(0) = ϑ ∈ R+ , (54)

where x and ϑ are fixed and non-random; the solution of (51)–(54) is unique.

Proposition 4. The assumptions of Proposition 2, as well as (34) through (46); the solution of (1)–(2) is given by

u(t, ϑ, x) = E
{∫ T

t
f (s, Θ(s), X(s)) exp

[
−
∫ s

t
α0(ς, Θ(ς), X(ς)) dς

]
ds
}

(55)

+E
{

υ(Θ(T), X(T)) exp
[
−
∫ T

t
α0(s, Θ(s), X(s)) ds

]}
.

Proof of Proposition 4. The proof relies on the existence and uniqueness of the regular solution to the
ultraparabolic terminal value problem (1)–(2). With this exception, the result is standard such that we
will provide only a brief exposition, deferring to e.g., ([12], Chapter 2, Theorem 7.4). For the process
(Θ(t), X(t)), we have that

E
[(
|Θ(s)|2 + |X(s)|2

)k
]
≤ C

[
1 +

(
|ϑ|2 + |x|2

)k
]

, (56)

for all s ∈ [t, T] and all k ∈ N, in which case the right-hand side of (55) is well-defined.
We shall now prove (55) in the case υ = 0. We set

Z(s) = exp
{
−
∫ s

t

[
a0(ς, Θ(ς), X(ς))− ∂b

∂ϑ

]
dς

}
. (57)

Then, Z(s) satisfies

dZ(s)
ds

=
∂b
∂ϑ
− a0(s, Θ(s), X(s)) Z(s) , Z(t) = 1 . (58)

Differentiating the functional Ψ · Z, applying Ito’s formula to Ψ, and integrating from t to T,
we obtain

Ψ(T, Θ(T), X(T)) = Ψ(t, ϑ, x)

+
∫ T

t

[
∂Ψ
∂s

+
∂(bΨ)

∂ϑ
− A(s, ϑ)Ψ

]
(s, Θ(s), X(s)) Z(s) ds

+
∫ T

t
Z(s)

[
∂Ψ
∂x

σ

]
(s, Θ(s), X(s)) dw .

From (56) with k = m and the assumptions (44) on the growth of ∂Ψ/∂x, we have that the
expectation of the stochastic integral is defined and is equal to zero. We therefore have that

E {υ(Θ(T), X(T)) Z(T)} = Ψ(t, ϑ, x)−E
{∫ T

t
g(s, Θ(s), X(s)) Z(s)

}
,
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in which case (55) is identical to

u(t, x)−Ψ(t, ϑ, x) = E
{∫ T

t
[ f (s, Θ(s), X(s))− g(s, Θ(s), X(s))] Z(s)

}

and so the problem reduces to proving (55) with υ = 0, with f replaced by f − g, and with u replaced
by u−Ψ and a solution to (1)–(2) corresponding to data f − g and 0.

We therefore assume υ = 0; we prove that

u(t, ϑ, x) = E
{∫ T

t
f (s, Θ(s), X(s)) Z(s) ds

}
. (59)

We start by considering the bounded case. We approximate f by fNM defined by

fNM =


N if N ≤ f ,
f if −M ≤ f ≤ N,

−M if f ≤ −M.

Since fNM ∈ C0
(
Õ
)

and ∂ fNM/∂x, ∂ fNM/∂t, ∂ fNM/∂ϑ ∈ Lp
loc(Õ), we can uniquely define uNM

as the solution of
uNM ∈ L2(ÕT,ϑ; H1

µ) ∩ C0
(
Q̃
)
∩ C2,1(Q)

such that
−∂uNM

∂t
− ∂b uNM

∂ϑ
+ A(t)uNM = fNM (60)

and
uNM(T, ϑ, x) = 0 . (61)

We note that uMN is bounded. This follows as per ([5], Prop. 2’).
We show:

uNM(t, ϑ, x) = E
{∫ T

t
fNM(s, Θ(s), X(s)) Z(s) ds

}
. (62)

To this end, let OR =
{

ξ ∈ R2 | |ξ| ≤ R
}

and τR be the exit time form OR of the process
(Θ(t), X(t)). We can suppose that the (fixed) initial data (x, ϑ) of (51)–(54) belongs to OR, for R
that is sufficiently large. That is, we have, from the continuity of the process a.s. τR ≥ T for some
R0(ω) with R ≥ R0(ω), in which case

a.s. τR ∧ T = T , (63)

for R ≥ R0(ω). As above, with the use of Ito’s formula applied to uNM between the instants t and

τR ∧ T − ε, taking ε→ 0, and using the continuity of uNM on Q̃, we have

uNM(t, ϑ, x) = E
{∫ τR∧T

t
fNM(s, Θ(s), X(s)) Z(s) ds

}
(64)

+E {uNM(τR, Θ(τR), X(τR)) Z(τR) χT(τR)} ,

where

χT(t) =

{
1, if t < T,
0, if t ≥ T .

However, from (63), we have

uNM(τR, Θ(τR), X(τR)) z(τR) χT(τR) = 0 ,
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for R ≥ R0(ω), and so

E {uNM(τR, Θ(τR), X(τR)) Z(τR) χT(τR)} → 0 a.s. ,

as R→ ∞. Application of Lesbesque’s theorem then provides the result (62).
From the estimates

|uNM| ≤ C
[

1 +
(

ϑ2 + x2
)m/2

]
and ∣∣∣∣∂uNM

∂x

∣∣∣∣ ≤ C
[

1 +
(

ϑ2 + x2
)m/2

]
,

it follows that uNM lies in a bounded subset of L2(ÕT,ϑ; H1
µ) and we obtain (59) by proceeding to the

limit successively in M and N.

4. Conclusions

We have demonstrated the existence and uniqueness of the solution to linear ultraparabolic
equations on unbounded domains, both spatial and temporal, as well as the strong convergence of the
regularized problem, providing a basis for the subsequent application of a Galerkin approximation.
Furthermore, we present a probabilistic interpretation of the solution in terms of the expectation of
an associative ultradiffusion process. In practice, the usefulness of this result often stems from the
converse formulation; that is, one often wishes to obtain the discounted expectation associated with
an ultradiffusion process, e.g., the valuation of an Asian option in mathematical finance (cf. [11]).
To this end, the regularity assumptions of Section 3 are necessary for the existence of the solution
to the ultradiffusion process (3.5). With respect to a simple regular transformation, the associated
ultraparabolic problem maintains the approximation solvability of Section 2, for which efficient and
general numerical procedures are readily available (cf. [13–15]).

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflicts of interest.

Appendix A. Regularity

There exist two approaches to obtaining regularity; for parabolic differential equations of the
second order, we note that Wloka [16] has provided regularity theorems based on raising the
differentiability assumptions of the data while Ladyženskaja et al. [17] have taken the approach
of increasing the p-power summability of the data. The results stated below follow the latter approach,
the demonstration of which lies outside the scope of this manuscript. As regularity theorems are local,
they do not require assumptions on the boundary or the boundedness of the domain .

We letW1,2,p(Q̃) denote the space of functions u such that

u,
∂u
∂t

,
∂u
∂ϑ

,
∂u
∂x

,
∂2u
∂x2 ∈ Lp(Q̃) ,

for 1 ≤ p ≤ ∞. Here, the “1” refers to the order of temporal derivatives, and “2” refers to the
number of spatial derivatives. If p = 2, we writeW1,2(Q̃), which we equip with the natural Banach-
and Hilbert-space norm. We denote by W1,2,p

loc (Q̃) the space of functions u such that, for all test
functions ϕ ∈ D(Q̃), the set of infinitely differentiable functions with compact support in Q̃, we have
ϕ u ∈ W1,2,p

loc (Q̃).
We suppose that

a2, a1, a0, b ∈ C1(Q̃) . (65)
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Moreover, for v ∈ Lp
loc(Q̃), we denote by Lv the following distribution on Q̃:

〈Lv, ψ〉 =
∫
Q̃

v
[

∂ψ

∂t
+

∂(b ψ)

∂ϑ
− ∂

∂x

(
a2

∂ψ

∂x

)
− ∂

∂x
(a1ψ) + a0ψ

]
dQ̃ ,

for all ψ ∈ D(Q̃).

Proposition A1. Local Regularity. The assumptions of Proposition 2, as well as (65). Let u ∈ Lp
loc(Q̃) be

such that

Lu = −∂u
∂t
− ∂(b u)

∂ϑ
+ A(t, ϑ) u = f ∈ Lp

loc(Q̃) ,

then u ∈ W1,2,p
loc (Q̃), for p > 1.

Proof of Proposition A1. The case for p = 2 follows with a slight modification from ([12], Chapter 2,
Theorem 5.5).

In order to obtain results on the boundary, we set

f̃ =

{
f , on (0, T),
0, on (−T, 0) and (T, 2T),

and extend the operator A(t, ϑ) in such a way that it is defined over (−T, 2T), all the while retaining
the properties of the coefficients. Finally, we consider the solution of ũ of

−∂ũ
∂t
− ∂(bũ)

∂ϑ
+ A(t, ϑ) ũ = f̃ a.e. on Q̃ (66)

subject to the terminal condition

ũ(2T, ϑ, x) = 0 a.e. on Õϑ,x . (67)

Corollary A1. The assumptions of Proposition A1; we have

u ∈ C0
(
Q̃
)

,

for p > 2.

Proof of Corollary A1. From Proposition A1 applied to ũ in (66)–(67), we obtain ũ ∈ W1,2,p
loc (Q̃) from

which we derive the result.

Increased smoothness of the data may then be translated into smoothness of the solution.

Proposition A2. The assumptions of Proposition A1, as well as

∂2a2

∂t∂x
,

∂2a2

∂ϑ∂x
,

∂2a2

∂x2 ∈ Lp
loc(Q̃) , (68)

f ,
∂ f
∂t

,
∂ f
∂ϑ

,
∂ f
∂x
∈ Lp

loc(Q̃) , (69)

u ∈ Lp
loc(Q̃) ,

and Lu = f , then
u ∈ W1,3,p

loc (Q̃)
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and
∂u
∂t

,
∂u
∂ϑ
∈ W1,2,p

loc (Q̃) .

In particular, u ∈ C1,2(Q̃).

Proof of Proposition A2. We consider the differential quotients technique per Section 4 of [5] such
that, if f ∈ W1,1,p

loc (Q̃), then u ∈ W1,3,p
loc (Q̃).

Finally, the key regularity result is:

Proposition A3. The assumptions of Proposition A2. If f ∈ Lp(Q̃) and υ = 0, then the unique solution to
(1)–(2) also satisfies u ∈ Lp

loc(Q̃).

Appendix B. Localization

In order to highlight the temporal nature of the variable ϑ in the probabilistic framework,
we examine formally the localization of the ultradiffusion process (51)–(54) and its relation to
(1)–(2). To this end, we freeze the drift and volitility in a neighborhood of t = 0 and consider
the ultradiffusion process

dX(t) = a dt + σ dw(t) , (70)

dΘ(t) = b dt , (71)

X(0) = x ∈ R , (72)

Θ(0) = ϑ ∈ R+ , (73)

where x and ϑ are again fixed and non-random. It follows then that the solution to ultraparabolic
infinite horizon/ terminal boundary value problem

−∂u
∂t
− ∂(bu)

∂ϑ
+ A u = 0 a.e. on Q̃, (74)

u(T, ϑ, x) = υ(ϑ, x) a.e. on Õϑ,x (75)

may be characterized as

u(t, ϑ, x) = E {υ(Θ(T), X(T)) exp [−a0(T − t)]} . (76)

In particular, we consider the temporal characteristic transformation t = t(τ) and ϑ = ϑ(τ)

such that
d t(τ)

d τ
= 1 ; t(0) = 0 , (77)

d ϑ(τ)

d τ
= b ; ϑ(0) = ϑ0 , (78)

where ϑ0 > 0, in which case t(τ) = τ and ϑ(τ) = b τ + ϑ0 or, more simply, t = τ and ϑ(t) = b t + ϑ0.
Note then that, along the characteristic line (t(τ), ϑ(τ)), the Formulations (70)–(76) may be restated in
terms of the characteristic parameterized diffusion

dX (τ; ϑ0) = a dτ + σ dv(τ) , (79)

X (0; ϑ0) = x ∈ R , (80)

such that the solution v(τ, x; ϑ0) = u(t(τ), ϑ(τ), x) to the characteristic parameterized parabolic
terminal value problem
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− ∂v
∂τ

+ A v = 0 a.e. on (0, T)×R, (81)

v(T, x; ϑ0) = υ(ϑ0, x) a.e. on Õϑ,x, (82)

satisfies
v(τ, x) = E′ {v(X (T)) exp [−a0(T − τ)]} . (83)

The temporal nature of ϑ then follows from the characteristic problem (77)–(83). Due to (77)–(78), the
vector (1, b) (resp. b) is known as the velocity (resp. speed) of propagation.
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