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Abstract: In this paper, we introduce a generalized viscosity explicit method (GVEM) for nonexpansive
mappings in the setting of Banach spaces and, under some new techniques and mild assumptions on the
control conditions, prove some strong convergence theorems for the proposed method, which converge
to a fixed point of the given mapping and a solution of the variational inequality. As applications,
we apply our main results to show the existence of fixed points of strict pseudo-contractions and
periodic solutions of nonlinear evolution equations and Fredholm integral equations. Finally, we give
some numerical examples to illustrate the efficiency and implementation of our method.

Keywords: nonexpansive mapping; Banach space; strong convergence; viscosity iterative method;
nonlinear evolution equation; Fredholm integral equation

MSC: 47H09; 47H10; 47J25; 47J05

1. Introduction

In the real world, many engineering and science problems can be reformulated as ordinary
differential equations. Several numerical methods have been developed for solving ordinary
differential equations (ODEs) by numerous authors. The major method in order to solve ODEs
is the implicit midpoint rule, also well known as the second-order Runge–Kutta method or improved
the Euler method. It is a forceful numerical method for numerically solving ODEs (in particular,
stiff equations) (see [1–6]) and differential algebraic equations (see [4]). Consider the following initial
value problem for the following time-dependent ordinary differential equation:
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{
x′(t) = f

(
x(t)

)
,

x(t0) = x0,
(1)

where f : RN → RN is a continuous function. The implicit midpoint method is an implicit method,
which is given by the following finite difference scheme [7]: y0 = x0,

yn+1 = yn + h f
(

yn+yn+1
2

)
, ∀n ≥ 0,

(2)

where h > 0 is a step size. It is known that, if f : RN → RN is Lipschitz continuous and sufficiently
smooth, then {yn} converges to the solution of Equation (1) as h→ 0 uniformly over t ∈ [t0, t∗] for any
fixed t∗ > 0. If we write the function f in the form f = I − T, where T is a nonlinear mapping, then
equilibrium problems involving differential Equation (1) is the fixed point problem x = Tx. Following
the procedure (2), Xu et al. [8] introduced two equivalent algorithms to approximate the fixed point of
a nonexpansive mapping in a Hilbert space H as follows:

xn+1 = xn − tn

[ xn + xn+1

2
− T

( xn + xn+1

2

)]
, ∀n ≥ 0, (3)

xn+1 = (1− tn)xn + tnT
( xn + xn+1

2

)
, ∀n ≥ 0, (4)

for any x0 ∈ H, where {tn}∞
n=1 ⊂ (0, 1) is a sequence.

On the other hand, since, in 2000, Moudafi [9] introduced viscosity approximation methods for
fixed point problems in Hilbert spaces, some authors have obtained some convergence theorems of
viscosity approximation methods to show the existence of fixed points of some kinds of nonlinear
mappings and solutions of nonlinear problems (see, for example, [10–20]). Especially, in 2015,
Xu et al. [8] combined the Moudafi viscosity method [9] with the implicit midpoint method for a
nonexpansive mapping in Hilbert spaces as follows:

xn+1 = αn f (xn) + (1− αn)T
( xn + xn+1

2

)
, ∀n ≥ 1, (5)

where f is a contraction and {αn} ⊂ (0, 1) is a sequence. They also proved that {xn} generated by (5)
converges strongly to a point x∗ ∈ F(T), which is the unique solution of the following variational
inequality problem:

〈( f − I)x∗, z− x∗〉 ≤ 0, ∀z ∈ F(T). (6)

Recently, Ke and Ma [21] improved the VIMRby replacing the midpoint by any point of the
interval [xn, xn+1]. They constructed the so-called method generalized viscosity implicit rules for a
nonexpansive mapping as follows:

xn+1 = αn f (xn) + (1− αn)T(snxn + (1− sn)xn+1), ∀n ≥ 1. (7)

They showed that {xn} defined by (7) converges strongly to x∗ ∈ F(T), which solves the
variational inequality problem (6).

In fact, the computation by the implicit midpoint methods is not an easy work in practice.
Therefore, we consider the explicit midpoint method proposed by the framework of the finite difference
[22,23]: 

y0 = x0,

ȳn+1 = yn + h f (yn),

yn+1 = yn + h f
(

yn+ȳn+1
2

)
, ∀n ≥ 0.

(8)
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It is easy to see that the explicit midpoint method calculates the state of a system at the next time
from the state of the system at the current time (see [22,24]).

In 2017, Marino et al. [25] applied the sequence (7) and the explicit midpoint method (8) to
established the following so-called general viscosity explicit rule for quasi-nonexpansive mappings T
in Hilbert spaces:{

x̄n+1 = βnxn + (1− βn)Txn,

xn+1 = αn f (xn) + (1− αn)T(snxn + (1− sn)x̄n+1), ∀n ≥ 1,
(9)

where f is a contraction and {αn}, {βn}, and {sn} are the sequences in (0, 1). They proved, under
suitable conditions on the sequence parameters, that the generalized viscosity explicit rule (9) strongly
converges to the set of F(T), which is also the solution of the variational inequality problem (6).

The main objective of this paper is to introduce a generalized viscosity explicit rule (9) for
nonexpansive mappings in Banach spaces. Some strong convergence theorems of the proposed
algorithm are proven under new techniques and some mild assumption on the control conditions.
As applications, we apply our main result to the fixed point problem of strict pseudo-contractions,
a periodic solution of a nonlinear evolution equation, and a nonlinear Fredholm integral equation.
Finally, some numerical examples that show the efficiency and implementation of our algorithm are
presented. The results presented in the paper extend and improve the main results of Ke and Ma [21],
Marino et al. [25], and previously known results in the earlier and recent literature to Banach spaces.

2. Preliminaries

Let E and E∗ be a real Banach space and the dual space of E, respectively. The normalized duality
mapping J : E→ 2E∗ is defined by:

J(x) = {x̄ ∈ E∗ : 〈x, x̄〉 = ‖x‖2, ‖x̄‖ = ‖x‖}, ∀x ∈ E,

where 〈·, ·〉 denotes the duality pairing between E and E∗. If E := H is a real Hilbert space, then J = I
is the identity mapping and if E is smooth, then J is single-valued, which is denoted by j.

The modulus of convexity of E is the function δ : (0, 2]→ [0, 1] defined by:

δ(ε) = inf
{

1− ‖x+y‖
2 : x, y ∈ E, ‖x‖ = ‖y‖ = 1, ‖x− y‖ ≥ ε

}
.

A Banach space E is said to be uniformly convex if δE(ε) > 0 for all ε ∈ (0, 2]. The modulus of
smoothness of E is the function ρE : R+ := [0, ∞)→ R+ defined by:

ρE(τ) = sup
{
‖x+τy‖+‖x−τy‖

2 − 1 : x, y ∈ E, ‖x‖ = ‖y‖ = 1
}

.

The space E is said to be uniformly smooth if ρE(τ)
τ → 0 as τ → 0. Suppose that 1 < q ≤ 2,

then E is said to be q-uniformly smooth if there exists c > 0 such that ρE(τ) ≤ cτq for all τ > 0. It
is well known that, if q is uniformly smooth, then E is uniformly smooth [26]. A typical example of
a uniformly convex and uniformly smooth Banach spaces is lp, where p > 1. More precisely, lp is
min{p, 2}-uniformly smooth for any p > 1.

Recall that a mapping T : C → C is said to be: nonexpansive if

‖Tx− Ty‖ ≤ ‖x− y‖, ∀x, y ∈ C.

A mapping f : C → C is said to be a strict contraction if there exists a constant α ∈ (0, 1) satisfying:

‖ f (x)− f (y)‖ ≤ α‖x− y‖, ∀x, y ∈ C.



Mathematics 2019, 7, 161 4 of 15

We use ΠC to denote the collection of all contractions from C into itself. Note that each f ∈ ΠC
has a unique fixed point in C.

Lemma 1. ([27]) Let E be a real Banach space. Then, for each x, y ∈ E, we have:

‖x + y‖2 ≤ ‖x‖2 + 2〈y, j(x + y)〉,

where j(x + y) ∈ J(x + y).

Lemma 2. ([28]) Given r > 0 and p > 1 are fixed real numbers in Banach space E, then the following
statements are equivalent:

(1) E is uniformly convex.
(2) There is a strictly-increasing, continuous, and convex function φ : R+ → R+ such that φ(0) = 0 and:

‖tx + (1− t)y‖p ≤ t‖x‖p + (1− t)‖y‖p − t(1− t)φ(‖x− y‖)

for all x, y ∈ Br[0] := {x ∈ E : ‖x‖ ≤ r}.

The following lemma can be found in [29–31].

Lemma 3. Let C be a closed, convex subset and nonempty uniformly smooth in E. Let T be a nonexpansive
mapping with F(T) 6= ∅ and f ∈ ΠC. Then the sequence {zt} defined by zt = t f (zt) + (1− t)Tzt for all
t ∈ (0, 1) converges strongly to a point x∗ ∈ F(T), which solves the variational inequality problem:

〈 f (x∗)− x∗, j(z− x∗)〉 ≤ 0, ∀ f ∈ ΠC, z ∈ F(T).

Lemma 4. ([32]) Let C be a closed, convex subset and nonempty in E, which has the uniformly Gâteaux
differentiable norm and T is a nonexpansive mapping with F(T) 6= ∅. Suppose that {zt} strongly converges to
x∗ ∈ F(T), where {zt} is defined by zt = t f (zt) + (1− t)Tzt for all t ∈ (0, 1). Suppose that {xn} is bounded
in C such that:

lim
n→∞

‖xn − Txn‖ = 0.

Then, we have:

lim sup
n→∞

〈 f (x∗)− x∗, j(xn − x∗)〉 ≤ 0.

Lemma 5. ([33,34]) Assume that {an} is a positive real sequence such that:

an+1 ≤ (1− γn)an + γnδn, ∀n ≥ 0,

where {γn} ∈ (0, 1) and {δn} ∈ R such that:

(i) ∑∞
n=0 γn = ∞;

(ii) lim supn→∞ δn ≤ 0 or ∑∞
n=0 |γnδn| < ∞.

Then, limn→∞ an = 0.

In order to prove our main result with new techniques, we needed the following Maingé
lemma [35]:

Lemma 6. Given {an} are real sequences so that there exists a subsequence {ni} of {n} such that ani < ani+1

for all i ∈ N, then there exists an increasing sequence {mk} ⊂ N that mk → ∞, and the following properties are
satisfied for all numbers k ∈ N:
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ak ≤ amk+1, amk ≤ amk+1.

where mk := max{j ≤ k : aj ≤ aj+1}.

3. The Main Results

First, we prove a lemma for our main results.

Lemma 7. Let C be a nonempty closed and convex subset of a real Banach space E. Let T be a nonexpansive
mapping with F(T) 6= ∅ and f ∈ ΠC with coefficient α ∈ (0, 1). For any x1 ∈ C, let {xn} be a sequence
generated by: {

x̄n+1 = βnxn + (1− βn)Txn,

xn+1 = αn f (xn) + (1− αn)T(snxn + (1− sn)x̄n+1), ∀n ≥ 1,
(10)

where {αn}, {βn}, and {sn} are the sequences in (0, 1). Then, {xn} is bounded.

Proof. For each n ≥ 1, we put zn := snxn + (1− sn)x̄n+1. Let z ∈ F(T); we have:

‖zn − z‖ = ‖sn(xn − z) + (1− sn)(x̄n+1 − z)‖
≤ sn‖xn − z‖+ (1− sn)‖x̄n+1 − z‖
≤ sn‖xn − z‖+ (1− sn)

(
βn‖xn − z‖+ (1− βn)‖Txn − z‖

)
≤ sn‖xn − z‖+ (1− sn)βn‖xn − z‖+ (1− sn)(1− βn)‖xn − z‖
= ‖xn − z‖.

It follows that:

‖xn+1 − z‖ = ‖αn( f (xn)− f (z)) + αn( f (z)− z) + (1− αn)(Tzn − z)‖
≤ αn‖ f (xn)− f (z)‖+ αn‖ f (z)− z‖+ (1− αn)‖Tzn − z‖
≤ αnα‖xn − z‖+ (1− αn)‖zn − z‖+ αn‖ f (z)− z‖

= (1− (1− α)αn)‖xn − z‖+ (1− α)αn
‖ f (z)− z‖

1− α

≤ max
{
‖xn − z‖, ‖ f (z)− z‖

1− α

}
.

By induction, we have:

‖xn − z‖ ≤ max
{
‖x1 − z‖, ‖ f (z)− z‖

1− α

}
, ∀n ≥ 1.

Hence, {xn} is bounded. This completes the proof.

Theorem 1. Let C be closed, convex subset and nonempty uniformly convex and uniformly smooth in E. Let T
be a nonexpansive mapping with F(T) 6= ∅ and f ∈ ΠC with coefficient α ∈ (0, 1). Suppose that {αn}, {βn}
and {sn} are the sequences in (0, 1) satisfying the following conditions:

(C1) limn→∞ αn = 0 and ∑∞
n=1 αn = ∞;

(C2) 0 < lim infn→∞ βn(1− βn)(1− sn).

Then, {xn} generated by (10) converges strongly to a point x∗ ∈ F(T), which solves the variational
inequality problem:

〈 f (x∗)− x∗, j(z− x∗)〉 ≤ 0, ∀z ∈ F(T). (11)
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Proof. Let x∗ ∈ F(T). Since zn := snxn + (1 − sn)x̄n+1, by the convexity of ‖ · ‖2 and Lemma 2,
we have:

‖Tzn − x∗‖2 ≤ ‖zn − x∗‖2

= ‖sn(xn − x∗) + (1− sn)(x̄n+1 − x∗)‖2

≤ sn‖xn − x∗‖2 + (1− sn)‖x̄n+1 − x∗‖2

= sn‖xn − x∗‖2 + (1− sn)‖βn(xn − x∗) + (1− βn)(Txn − x∗)‖2

≤ sn‖xn − x∗‖2 + (1− sn)
[

βn‖xn − x∗‖2 + (1− βn)‖Txn − x∗‖2

−βn(1− βn)φ(‖xn − Txn‖)
]

≤ ‖xn − x∗‖2 − βn(1− βn)(1− sn)φ(‖xn − Txn‖). (12)

It follows from Lemma 1 and (12) that:

‖xn+1 − x∗‖2

= ‖αn( f (xn)− f (x∗)) + αn( f (x∗)− x∗) + (1− αn)(Tzn − x∗)‖2

≤ ‖αn( f (xn)− f (x∗)) + (1− αn)(Tzn − x∗)‖2 + 2αn〈 f (x∗)− x∗, j(xn+1 − x∗)〉
≤ αn‖ f (xn)− f (x∗)‖2 + (1− αn)‖Tzn − x∗‖2 + 2αn〈 f (x∗)− x∗, j(xn+1 − x∗)〉

≤ αn‖ f (xn)− f (x∗)‖2 + (1− αn)
[
‖xn − x∗‖2 − βn(1− βn)(1− sn)φ(‖xn − Txn‖)

]
+2αn〈 f (x∗)− x∗, j(xn+1 − x∗)〉

≤ (1− (1− α2)αn)‖xn − x∗‖2 − (1− αn)βn(1− βn)(1− sn)φ(‖xn − Txn‖)
+2αn〈 f (x∗)− x∗, j(xn+1 − x∗)〉. (13)

Now, we show that {xn} converges strongly to x∗ as n→ ∞ by considering two possible cases:

Case 1. Assume that there exists n0 ∈ N such that {‖xn − x∗‖}∞
n=n0

is non-increasing. This implies that
{‖xn − x∗‖}∞

n=1 is convergent. From (13), it follows that:

(1− αn)βn(1− βn)(1− sn)φ(‖xn − Txn‖) ≤ ‖xn − x∗‖2 − ‖xn+1 − x∗‖2 + αn M,

where M = supn≥1{2‖ f (x∗) − x∗‖‖xn+1 − x∗‖, (1 − α2)‖xn − x∗‖2} < ∞. From the conditions
(C1)and (C2), we have:

φ(‖xn − Txn‖)→ 0 as n→ ∞,

which implies by the property of φ that:

‖xn − Txn‖ → 0 as n→ ∞. (14)

Let:

zt = f (zt) + (1− t)Tzt, ∀t ∈ (0, 1).

By Lemma 3, {zt} converges strongly to x∗, which solves the variational inequality problem:

〈 f (x∗)− x∗, j(z− x∗)〉 ≤ 0, ∀z ∈ F(T).

By (14) and Lemma 4, it follows that:

lim sup
n→∞

〈 f (x∗)− x∗, j(xn − x∗)〉 ≤ 0. (15)
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Since:

‖Tzn − xn‖ ≤ ‖Tzn − Txn‖+ ‖Txn − xn‖
≤ ‖zn − xn‖+ ‖Txn − xn‖
= (1− sn)(1− βn)‖Txn − xn‖+ ‖Txn − xn‖
≤ 2‖xn − Txn‖,

it follows from (14) that:

lim
n→∞

‖Tzn − xn‖ = 0. (16)

Moreover, we note that:

‖xn+1 − xn‖ ≤ ‖αn( f (xn)− xn) + (1− αn)(Tzn − xn)‖
≤ αn‖ f (xn)− xn‖+ (1− αn)‖Tzn − xn‖.

It follows from (16) that:

lim
n→∞

‖xn+1 − xn‖ = 0. (17)

Furthermore, we have:

lim sup
n→∞

〈 f (x∗)− x∗, j(xn+1 − x∗)〉 ≤ 0. (18)

From (13), we note that:

‖xn+1 − x∗‖2 ≤ (1− (1− α2)αn)‖xn − x∗‖2 + 2αn〈 f (x∗)− x∗, j(xn+1 − x∗)〉. (19)

Applying Lemma 5, (18) and (19), we can conclude that xn → x∗ as n→ ∞.

Case 2. There exists a subsequence {ni} of {n} such that:

‖xni − x∗‖ ≤ ‖xni+1 − x∗‖, ∀i ≥ 1.

By Lemma 6, there exists a non-decreasing sequence {mk} ⊂ N such that mk → ∞ and:

‖xmk − x∗‖ ≤ ‖xmk+1 − x∗‖,

‖xk − x∗‖ ≤ ‖xmk+1 − x∗‖, ∀k ≥ 1. (20)

Again, from (13), we have:

(1− αmk )βmk (1− βmk )(1− smk )φ(‖xmk − Txmk‖)
≤ ‖xmk − x∗‖2 − ‖xmk+1 − x∗‖2 + αmk M

≤ αmk M,

which implies by the property of φ that:

‖xmk − Txmk‖ → 0 as k→ ∞. (21)
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Following the proof lines in Case 1, we can show that:

lim sup
k→∞

〈 f (x∗)− x∗, j(xmk − x∗)〉 ≤ 0. (22)

Consequently, we have:

‖Tzmk − xmk‖ ≤ ‖Tzmk − Txmk‖+ ‖Txmk − xmk‖
≤ ‖zmk − xmk‖+ ‖Txmk − xmk‖
= (1− smk )(1− βmk )‖Txmk − xmk‖+ ‖Txmk − xmk‖
≤ 2‖xmk − Txmk‖ → 0 as k→ ∞.

It follows that:

‖xmk+1 − xmk‖ ≤ ‖αmk ( f (xmk )− xmk ) + (1− αmk )(Tzmk − xmk )‖
≤ αmk‖ f (xmk )− xmk‖+ (1− αmk )‖Tzmk − xmk‖ → 0 as k→ ∞.

Therefore, we have:

lim sup
k→∞

〈 f (x∗)− x∗, j(xmk+1 − x∗)〉 ≤ 0. (23)

This together with (19) implies that:

‖xmk+1 − x∗‖2

≤ (1− (1− α2)αmk )‖xmk − x∗‖2 + 2αmk 〈 f (x∗)− x∗, j(xmk+1 − x∗)〉. (24)

We see that:

(1− α2)αmk‖xmk − x∗‖2

≤ ‖xmk − x∗‖2 − ‖xmk+1 − x∗‖2 + 2αmk 〈 f (x∗)− x∗, j(xmk+1 − x∗)〉
≤ 2αmk 〈 f (x∗)− x∗, j(xmk+1 − x∗)〉. (25)

Since αmk > 0, we have limk→∞ ‖xmk − x∗‖ = 0. Therefore, we have:

‖xk − x∗‖ ≤ ‖xmk+1 − x∗‖
= ‖xmk − x∗‖+ ‖xmk+1 − x∗‖ − ‖xmk − x∗‖
≤ ‖xmk − x∗‖+ ‖xmk+1 − xmk‖ → 0 as k→ ∞,

which implies that xk → x∗ as k→ ∞. This completes the proof.

Corollary 1. Let C be a nonempty closed and convex subset of a Hilbert space H. Let T : C → C be a
nonexpansive self-mapping such that F(T) 6= ∅ and f ∈ ΠC with coefficient α ∈ (0, 1). For any x1 ∈ C, let
{xn} be a sequence generated by:{

x̄n+1 = βnxn + (1− βn)Txn,

xn+1 = αn f (xn) + (1− αn)T(snxn + (1− sn)x̄n+1), ∀n ≥ 1,
(26)

where {αn}, {βn}, and {sn} belonging in (0, 1) satisfy (C1) and (C2) in Theorem 1. Then, the sequence {xn}
converges strongly to x∗ ∈ F(T), which solves the variational inequality problem:

〈 f (x∗)− x∗, z− x∗〉 ≤ 0, ∀z ∈ F(T). (27)
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Now, we give some remarks on our results as follows:

(1) We get the idea that the results of Ke and Ma [21] and Marino et al. [25] in Hilbert spaces extend
to Banach spaces.

(2) The proof methods of our result are very different from the ones of Ke and Ma [21]. Further, we
remove the following conditions:

∞

∑
n=1
|αn+1 − αn| < ∞, 0 < ε ≤ sn ≤ sn+1 < 1

in Theorem 3.1 of [21].
(3) We give new control conditions and techniques to prove our results.
(4) The proof methods of our results are simpler than those of the results given by some authors (see,

for example, [8,21,36,37]).
(5) Our results are applicable for the family of nonexpansive mappings, for example Wn-mapping, a

countable family of nonexpansive mappings, and nonexpansive semigroups.

Open Problem

Is it possible to obtain the convergence results of the sequence (10) in the setting of more general
spaces, such as reflexive, strictly-convex, and smooth Banach spaces, which admit the duality mapping
jϕ without the weak continuity assumption, where ϕ is a gauge function?

4. Convergence Theorems for a Strict Pseudo-Contraction Mapping

Let C be a closed, convex subset, and nonempty in E. A self-mapping T is called λ-strictly
pseudo-contractive if there exists λ > 0 such that:

〈Tx− Ty, j(x− y)〉 ≤ ‖x− y‖2 − λ‖(I − T)x− (I − T)y‖2, ∀x, y ∈ C (28)

for some j(x− y) ∈ J(x− y). It is easy to check that (28) is equivalent to the following inequality:

〈(I − T)x− (I − T)y, j(x− y)〉 ≥ λ‖(I − T)x− (I − T)y‖2, ∀x, y ∈ C.

Lemma 8. ([38]) Let C be closed, convex subset and nonempty two-uniformly smooth in E. Let T be a λ-strict
pseudo-contractive mapping. For all x ∈ C, we define Tθ x := (1− θ)x + θTx. Then, for any θ ∈

(
0, λ

K2

]
,

where K > 0 is the two-uniformly smooth constant, Tθ is a nonexpansive mapping such that F(Tθ) = F(T).

Using Theorem 1 and Lemma 8, we get the result as follows:

Theorem 2. Let C be a closed, convex subset and nonempty uniformly convex and two-uniformly smooth in
E. Let T be a λ-strict pseudo-contractions with F(T) 6= ∅ and f ∈ ΠC with coefficient α ∈ (0, 1). Define a
mapping Tθ x := (1− θ)x + θTx for all x ∈ C, where θ ∈

(
0, λ

K2

]
. For any x1 ∈ C, let {xn} be a sequence

generated by: {
x̄n+1 = βnxn + (1− βn)Tθ xn,

xn+1 = αn f (xn) + (1− αn)Tθ(snxn + (1− sn)x̄n+1), ∀n ≥ 1,
(29)

where {αn}, {βn}, and {sn} belonging in (0, 1) satisfy (C1) and (C2) of Theorem 1. Then, the sequence {xn}
converges strongly to x∗ ∈ F(T), which solves the variational inequality problem:

〈 f (x∗)− x∗, j(z− x∗)〉 ≤ 0, ∀z ∈ F(T). (30)
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5. Some Applications

In this section, we give some applications of Theorem 1 in the framework of Hilbert spaces.

5.1. Periodic Solution of a Nonlinear Evolution Equation

Let H be a (possibly complex) Hilbert space. Consider the following time-dependent nonlinear
evolution equation in H:

du
dt

+ A(t)u = g(t, u), ∀t > 0, (31)

where A(t) is a family of closed, linear operators and g : R× H → H. Recall that u is a mild solution
of Equation (31) with initial value u(0) = v if, for any t > 0,

u(t) = U(t, 0)v +
∫ t

0
U(t, s)g(s, u(s))ds,

where {U(t, s)}t≥s≥0 is the evolution system in the case of a homogeneous linear system:

du
dt

+ Au(t) = 0.

The following useful result on the existence of periodic solutions of the problem (31) can be found
in [39].

Theorem 3. Assume that A(t) and g(t, u) are periodic in t of period ξ > 0 and satisfy:

(1) Re〈g(t, u)− g(t, v), u− v〉 ≤ 0 ∀t > 0 and u, v ∈ H;
(2) u ∈ D(A(t)) and Re〈D(A(t))u, u〉 ≥ 0 ∀t > 0;
(3) There exists a mild solution u of the Equation (31) on R+ for each initial value v ∈ H;
(4) There exists some R > 0 such that Re〈g(t, u), u〉 < 0 for all u ∈ H with ‖u‖ = R and t ∈ [0, ξ].

Then, there exists v ∈ H with ‖v‖ ≤ R such that solution of Equation (31) with initial u(0) = v is of
period ξ.

If we define a mapping T : H → H by:

Tv = u(ξ), ∀v ∈ H, (32)

where u is the solution of the Equation (31) satisfying initial u(0) = v, then T is a nonexpansive
of closed ball B := {v ∈ H : v ≤ R} into itself with F(T) 6= ∅. Moreover, each fixed point of T
corresponding to solution u of Equation (31) is the periodic solution of Equation (31) with the initial
u(0) = v (see [39]). For the other case, finding a periodic solution of (31) is equivalent to finding a
fixed point set (see [40], Section 10).

Theorem 4. Let H be a Hilbert space. Let A(t) and g(t, u) be periodic in t of period ξ > 0, which satisfy the
conditions (i)–(iv) of Theorem 3. Let T : H → H be a mapping defined by (32) and f ∈ ΠH with coefficient
α ∈ (0, 1). Suppose that {αn}, {βn} and {sn} are the sequences in (0, 1) that satisfy the conditions (C1) and
(C2) of Theorem 1. For any x1 ∈ H, let {xn} be a sequence generated by:{

x̄n+1 = βnxn + (1− βn)Txn,

xn+1 = αn f (xn) + (1− αn)T(snxn + (1− sn)x̄n+1), ∀n ≥ 1.
(33)

Then, the sequence {xn} converges strongly to fixed element v of T, and then, the corresponding solution
of the Equation (31) with initial u(0) = ξ is a periodic solution of Equation (31).
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5.2. Nonlinear Fredholm Integral Equation

Consider the following nonlinear Fredholm integral equation:

x(t) = g(t) +
∫ 1

0
F(t, s, x(s))ds, ∀t ∈ [0, 1], (34)

where g is a continuous function on [0, 1].
F : [0, 1]× [0, 1]×R→ R is a continuous function. In this case, if we assume that F satisfies the

Lipschitz continuity condition, i.e.,

|F(t, s, x)− F(t, s, y)| ≤ |x− y|, ∀t, s ∈ [0, 1], x, y ∈ R, (35)

then Equation (34) has at least one solution in L2[0, 1] (see [41], Theorem 3.3). Define a mapping
T : L2[0, 1]→ L2[0, 1] by:

(Tx)(t) = g(t) +
∫ 1

0
F(t, s, x(s))ds, ∀t ∈ [0, 1]. (36)

Then, for any x, y ∈ L2[0, 1], we have:

‖Tx− Ty‖2 =
∫ 1

0
|(Tx)(t)− (Ty)(t)|2dt

=
∫ 1

0

∣∣∣∣ ∫ 1

0

(
F(t, s, x(s))− F(t, s, y(s))

)
ds
∣∣∣∣2dt

≤
∫ 1

0

∣∣∣∣ ∫ 1

0
|x(s)− y(s)|ds

∣∣∣∣2dt

≤
∫ 1

0
|x(s)− y(s)|2ds

≤ ‖x− y‖2,

which implies that T is a nonexpansive mapping on L2[0, 1]. Thus, we see that finding a solution of
Equation (34) is equivalent to finding a fixed point of T in L2[0, 1].

Theorem 5. Let F : [0, 1]× [0, 1]×R→ R be a mapping satisfying the Lipschitz continuity condition and g
be a continuous function on [0, 1]. Let T : L2[0, 1]→ L2[0, 1] be a mapping defined by (36) and f ∈ ΠL2[0,1]
with coefficient α ∈ (0, 1). Suppose that {αn}, {βn} and {sn} are the sequences in (0, 1) that satisfy the
conditions (C1) and (C2) of Theorem 1. For any x1(t) ∈ L2[0, 1], let {xn} be a sequence generated by:{

x̄n+1(t) = βnxn(t) + (1− βn)Txn(t),

xn+1(t) = αn f (xn(t)) + (1− αn)T(snxn(t) + (1− sn)x̄n+1(t)), ∀n ≥ 1,
(37)

where t ∈ [0, 1]. Then, the sequence {xn(t)} converges strongly in L2[0, 1] to the solution of the integral
Equation (34).

Remark 1. Our result can be applied to show the existence of solutions of some nonlinear problems, that
is (general system) variational inequality problems, constrained convex minimization problems, hierarchical
minimization problems, and split feasibility problems (see [21,36,42]).

6. Numerical Examples

In this section, we present a numerical example of the sequence (10) in the `3 space, which is
uniformly convex with uniformly smooth setting of a Banach space, but not a Hilbert space. Further,
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using MATLAB, numerical results of the sequence (7) are obtained. In particular, we perform the
comparison speed of the convergence to show that the sequence (10) is faster than the sequence (7).

Example 1. Let C = E = `3 and x = (x1, x2, x3, · · · ) ∈ `3, where xi ∈ R for i = 1, 2, 3, · · · and
‖ · ‖`3 : `3 → R+ be the norm defined by:

‖x‖`3 =
( ∞

∑
i=1
|xi|3

)1/3
.

Let T : `3 → `3 be a nonexpansive mapping and f : `3 → `3 be a contraction defined by:

Tx =
( x1 + x2

10
,

x2 + x3

2
,

x3 − x1

5
, 0, 0, 0, · · ·

)
, f (x) =

1
4
(x1, x2, x3, · · · ),

respectively. Let αn = 1
10n+1 , βn = 1

20n+1 + 0.9 and sn = 1
30n+1 + 0.8. It is easy to see that the

sequences {αn}, {βn}, and {sn} satisfy the conditions (C1) and (C2) of Theorem 1. Moreover, we have
F(T) = {(0, 0, 0, 0, 0, 0, · · · )}. Therefore, our sequence (10) has the following form: x̄n+1 =

( 1
20n+1 + 0.9

)
xn +

(
0.1− 1

20n+1
)
Txn,

xn+1 = 1
10n+1 f (xn) +

10n
10n+1 T

(( 1
30n+1 + 0.8

)
xn +

(
0.2− 1

30n+1
)
x̄n+1

)
, ∀n ≥ 1

(38)

and the sequence (7) has the following form:

xn+1 =
1

10n + 1
f (xn) +

10n
10n + 1

T
(( 1

30n + 1
+ 0.8

)
xn + (0.2− 1

30n + 1
)xn+1

)
, ∀n ≥ 1. (39)

Let x1 = (1,−2, 3, 0, 0, 0, · · · ) be an initial point. Then, we obtain the following numerical results:

Remark 2. We see that from Tables 1 and 2 and Figure 1, the sequence (38) converges to a fixed point of T faster
than the sequence (39).

Table 1. Numerical results of the sequence (38).

Number of Iterates xn = (xn
1 , xn

2 , xn
3 , xn

4 , xn
5 , xn

6 , ...) ‖xn− F(T)‖3

1 (1.0000000, −2.0000000, 3.0000000, 0, 0, 0, ...) 2.7144176
2 (0.2327849, −0.4480184, 0.7292703, 0, 0, 0, ...) 0.6771823
3 (0.0526107, −0.0931765, 0.1750471, 0, 0, 0, ...) 0.1675113
4 (0.0118323, −0.0180499, 0.0418631, 0, 0, 0, ...) 0.0410437
5 (0.0026730, −0.0031216, 0.0099981, 0, 0, 0, ...) 0.0099602
6 (0.0006105, −0.0004172, 0.0023865, 0, 0, 0, ...) 0.0023955
7 (0.0001418, −9.9203 × 10−6, 0.0005694, 0, 0, 0, ...) 5.7233 × 10−4

8 (3.3678 × 10−5, 2.2004 × 10−5, 0.0001358, 0, 0, 0, ...) 1.3688 × 10−4

9 (8.2042 × 10−6, 1.1855 × 10−5, 3.2365 × 10−5, 0, 0, 0, ...) 3.3056 × 10−5

10 (2.0542 × 10−6, 4.6141 × 10−6, 7.7051 × 10−6, 0, 0, 0, ...) 8.2639 × 10−6

...
...

...
15 (2.8321 × 10−9, 1.3627 × 10−8, 5.6702 × 10−9, 0, 0, 0, ...) 1.3986 × 10−8
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Table 2. Numerical results of the sequence (39).

Number of Iterates xn = (xn
1 , xn

2 , xn
3 , , xn

4 , xn
5 , xn

6 , ...) ‖xn− F(T)‖3

1 (1.0000000, −2.0000000, 3.0000000, 0, 0, 0, ...) 2.7144176
2 (−0.0470355, 0.3985926, 0.3853261, 0, 0, 0, ...) 0.4938371
3 (0.0337876, 0.3481921, 0.0732708, 0, 0, 0, ...) 0.3493757
4 (0.0344241, 0.1863456, 0.0570267, 0, 0, 0, ...) 0.1867381
5 (0.0196135, 0.0844269, −0.0054563, 0, 0, 0, ...) 0.0847707
6 (0.0091690, 0.0345417, −0.0045213, 0, 0, 0, ...) 0.0347302
7 (0.0038295, 0.0130688, −0.0024315, 0, 0, 0, ...) 0.0131499
8 (0.0014729, 0.0046081, −0.0011026, 0, 0, 0, ...) 0.0046371
9 (5.2742 × 10−4, 0.0015100, −4.5084 × 10−4, 0, 0, 0, ...) 0.0015180

10 (1.7573 × 10−4, 4.5282 × 10−4, −1.7034 × 10−4, 0, 0, 0, ...) 4.5360 × 10−4

...
...

...
15 (−1.7307 × 10−7, −1.6353 × 10−6, −3.0799 × 10−7, 0, 0, 0, ...) 8.1981 × 10−7

Figure 1. The convergence behavior of error values for the sequences (38) and (39).
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