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Abstract: This paper presents a class of implicit pantograph fractional differential equation with
more general Riemann-Liouville fractional integral condition. A certain class of generalized fractional
derivative is used to set the problem. The existence and uniqueness of the problem is obtained
using Schaefer’s and Banach fixed point theorems. In addition, the Ulam-Hyers and generalized
Ulam-Hyers stability of the problem are established. Finally, some examples are given to illustrative
the results.

Keywords: Hilfer fractional derivative; Ulam stability; pantograph differential equation; nonlocal
integral condition

MSC: 26A33; 34A34; 34D20; 34A12

1. Introduction

The fractional-order differential equation is the oldest theory in the field of science and engineering.
This theory has been used over the years, as the outcomes were found to be important in the field
of economics, control theory and material sciences see [1–4]. Because of the nonlocal property
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of fractional-order differential equation, researchers are allowed to select the most appropriate
operator and use it in order to get a better description of the complex phenomena in the real
world. The generalization of classical calculus are the fractional calculus. Nevertheless, there are
various definitions of fractional integrals and derivatives of arbitrary order with different types of
operator. Recently, Furati et al. [5] proposed a Hilfer fractional derivatives which interpolates with
Riemann-Liouville and Caputo fractional derivatives. These fractional operator provide an extra degree
of freedom when choosing the initial condition. Furthermore, models based on this operator provide
an excellent results compared with the integer-order derivatives, for example, we refer the interesting
reader to see [6–18].

Qualitative analysis of fractional differential equations plays a vital role in the field of fractional
differential equations. However, many researchers studied the existence and uniqueness of solution
of differential equation with different types of fractional integral and derivatives. More recently,
motivated by classical Riemann-Liouville, Caputo fractional derivative, Hilfer-fractional derivative,
ψ-Riemann-Liouville integral and ψ-Caputo fractional derivatives, Sousa and Oliveira [19] initiated
an interesting fractional differential operator called ψ-Hilfer fractional derivatives, that is a fractional
derivative of a function with respect to another function ψ. These fractional derivatives generalized
the aforementioned fractional derivatives and integrals. The main advantages of these operator is the
freedom of choice of the function ψ and its merge and acquire the properties of the aforementioned
fractional operators. Results based on these setting can be found in [18–34]. The Ulam-Hyers stability
point of view, is the vital and special type of stability that attracts many researchers in the field of
mathematical analysis. Moreover, the Ulam-Hyers and Ulam-Hyers-Rassias stability of linear, implicit
and nonlinear fractional differential equations were examined in [17,35–49].

Pantograph differential equations are a special class of delay differential equation arising in
deterministic situations and are of the form:{

g′(s) = kg(s) + lg(λs), s ∈ [0, b], b > 0, 0 < λ < 1,

g(0) = g0.
(1)

The pantograph is a device used in electric trains to collects electric current from the overload lines.
This equation was modeled by Ockendon and Tayler [50]. Pantograph equation play a vital role in
physics, pure and applied mathematics, such as control systems, electrodynamics, probability, number
theory, and quantum mechanics. Motivated by their importance, a lot of researchers generalized these
equation in to various forms and introduced the solvability aspect of such problems both theoretically
and numerically, (for more details see [16,51–57] and references therein). However, very few works
have been proposed with respect to pantograph fractional differential equations.

In [48], the authors considered an implicit fractional differential equations with nonlocal condition
described by: {

Dα,β
0+ w(τ) = f (τ, w(τ), Dα,β

0+ w(τ)), τ ∈ I = [0, T],

I1−γ
0+ w(0) = ∑m

i=1 ciw(ηi), α ≤ γ = α + β− αβ, ηi ∈ [0, T],
(2)

where Dα,β
0+ (·) is the Hilfer fractional derivative of order (0 < α < 1) and type 0 ≤ β ≤ 1. The existence

and uniqueness results were obtained by applying Schaefer’s fixed point theorem and Banach’s
contraction principle. Moreover, the authors discussed the stability analysis via Gronwall’s lemma.
Sousa and Oliveira [47] discussed the existence, uniqueness and Ulam-Hyers-Rassias stability for
a class of ϕ-Hilfer fractional differential equations described by:{

HD
α,β;ϕ
a+ g(t) = f (t, g(t),H D

α,β;ϕ
a+ g(t)), t ∈ J = [a, T],

I
1−γ;ϕ
a+ g(a) = ga, α ≤ γ = α + β− αβ, T > a,

(3)
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where HD
α,β;ϕ
0+ (·) is the ϕ-Hilfer fractional derivative of order (0 < α ≤ 1) and operator (0 ≤ β ≤ 1),

I
1−γ;ϕ
0+ (·), is the Riemann-Liouville fractional integral of order 1− γ, with respect to the function ϕ,

f : [a, T]×R2 → R is a continuous function. Recently Harikrishman et. al [58] established existence
and uniqueness of nonlocal initial value problem for fractional pantograph differential equation
involving ψ-Hilfer fractional derivative of the form:{

HD
α,β;ψ
a+ v(s) = f (s, v(s), v(λs)), s ∈ (a, b], s > a, 0 < λ < 1,

I
1−γ;ψ
a+ v(a) = ∑k

j=1 civ(τj), τj ∈ (a, b], γ = α + β− αβ,
(4)

where HD
α,β;φ
a+ (·) is the ψ-Hilfer fractional derivative of order 0 < α < 1 and type 0 ≤ β ≤ 1, I1−γ;ψ

a+ (·),
is the Riemann-Liouville fractional integral of order 1− γ, with respect to the continuous function ψ

such that ψ′(·) > 0, f ∈ C(t ∈ (a, b],R2,R).
Motivated by the papers [21,47,48] and some familiar results on fractional pantograph differential

equations [16,52,55,58]. We discuss the existence and uniqueness of the solution of the implicit
pantograph fractional differential equations involving φ-Hilfer fractional derivatives. Furthermore,
the Ulam-Hyers and generalized Ulam-Hyers stability are also discussed. The implicit pantograph
fractional differential equations involving φ-Hilfer fractional derivatives is of the form{

HDr,p;φ
0+ z(t) = f (t, z(t), z(γt),H Dr,p;φ

0+ z(γt)), t ∈ J = (0, T], 0 < γ < 1,

I1−q;φ
0+ z(0+) = ∑m

i=1 biI
ρ;φ
0+ z(ξi), r ≤ q = r + p− rp,

(5)

where HDr,p;φ
0+ (·) is the generalized φ-Hilfer fractional derivatives of order (0 < r < 1) and type

(0 ≤ p ≤ 1), I1−q;φ
0+ (·) and Iρ;φ

0+ (·) are φ-Riemann-Lioville fractional integral of order 1− q and ρ > 0
respectively with respect to the continuous function φ such that φ′(·) 6= 0, f : (0, T] × R3 → R is
a given continuous function, T > 0, bi ∈ R and ξi ∈ J satisfying 0 < ξ1 ≤ ξ2 ≤ · · · ≤ ξm < T for
i = 1, 2, · · · , m.

As far as we know, to the best of our understanding, results of Ulam-Hyers and generalized
Ulam-Hyers stability with respect to the pantograph differential equation are very few and in fact
most authors discuss existence and uniqueness, while we study existence, uniqueness and stability
analysis for a class of implicit pantograph fractional differential equations with φ-Hilfer derivatives
and nonlocal Riemann-Liouville fractional integral condition.

This paper contributes to the growth of qualitative analysis of fractional differential equation in
particular pantograph fractional differential equation when φ-Hilfer fractional derivatives involved
and the nonlocal initial condition proposed in this paper generalized the following initial conditions:

• If ρ→ 0, the initial condition reduces to multi-point nonlocal condition.
• If ρ→ 1, the initial condition coincide with the nonlocal integral condition.
• In physical problems, the nonlocal condition yields an excellent results compared with the initial

condition z(0) = z0 [59,60].

In addition, we notice that the function f (s, v(s), v(λs)), s ∈ (a, b], 0 < λ < 1, defined in
Equation (4) is not well-define for some choices of λ.

Therefore, the paper is organized as follows: In Section 2, it recalls some basic and fundamental
definitions and lemmas. In Section 3, we prove existence and uniqueness of the proposed problem (5).
Ulam-Hyers and generalized Ulam-Hyers stability for the proposed problem were discussed in
Section 4. While in Section 5, two examples were given to illustrate the applicability of our results.
Lastly, the conclusion part of the paper is given in Section 6.
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2. Preliminaries

This section will recall some useful prerequisites facts, definitions and some fundamental lemmas
with respect to fractional differential equations.

Throughout the paper, we denote C[J ,R] the Banach space of all continuous functions from J
into R with the norm defined by [1]

‖ f ‖ = sup
t∈J
{| f (t)|}.

The weighted space Cq,φ[J ,R] of continuous function f on the interval [a, T] is defined by

Cq,φ[J ,R] = { f (t) : (a, T] : (φ(t)− φ(0))q f (t) ∈ C[J ,R]},

with the norm

‖ f ‖Cq,φ [J ,R] = ‖(φ(t)− φ(0))q f (t)‖ = max |(φ(t)− φ(0))q f (t) : t ∈ J |.

Moreover, for each n ∈ N and 0 ≤ q < 1 with q = r + p− rp

Cn
q,φ[J ,R] = { f n ∈ Cq;φ[J ,R]}

Cr,p
q;φ[J ,R] = { f ∈ Cq;φ[J ,R] : Dr,p;φ

0+ ∈ Cq;φ[J ,R]}.

Indeed, for n = 0, we have
C0

q;φ[J ,R] = Cq;φ[J ,R],

with the norm

‖ f ‖Cn
q;φ [J ,R] =

n−1

∑
k=0
‖ f k‖C[J ,R] + ‖ f n‖Cn

q;φ [J ,R].

Furthermore, we present the following space Cr,p
1−q;φ[J ,R] and Cq

1−q;φ[J ,R] defined as:

Cr,p
1−q;φ[J ,R] = { f ∈ C1−q;φ[J ,R],Dr,p;φ

0+ ∈ C1−q;φ[J ,R]}

and
Cq

1−q;φ[J ,R] = { f ∈ C1−q;φ[J ,R],Dq;φ
0+ ∈ C1−q;φ[J ,R]}.

Clearly, Cq
1−q;φ[J ,R] ⊂ Cr,p

1−q;φ[J ,R].

Definition 1 ([1]). Let (0, b] be a finite or infinite interval on the half-axis R+, and φ(ξ) ≥ 0 be monotone
function on (a, b] whose φ′(ξ) is continuous on (0, b). The φ-Hilfer Riemann-Liouville fractional integral of
order r ∈ R+ of function w is defined by

(I r;φ
0+ w)(ξ) =

1
Γ(r)

∫ ξ

0+
φ′(s)(φ(ξ)− φ(s))w(s)ds, ξ > 0, (6)

where Γ(·) represent the Gamma function.

Definition 2 ([5]). Let n− 1 < r < n, 0 ≤ p ≤ 1. The left-sided Hilfer fractional derivative of order r and
parameter p of function w is defined by

Dr,p
0+ w(ξ) =

(
I p(n−r)

0+ DnI (1−p)(n−r)
0+ w

)
(ξ), (7)

where Dn =
( d

dξ

)n.
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The following Definition generalized Euqation (7).

Definition 3 ([19]). Let f , φ ∈ Cn[J ,R] be two functions such that φ(ξ) ≥ 0 and φ′(t) 6= 0 for all
ξ ∈ [J ,R] and n− 1 < r < n with n ∈ N. The left-side φ-Hilfer fractional derivative of a function w of order
r and type (0 ≤ p ≤ 1) is defined by

HDr,p;φ
0+ w(ξ) = I p(n−r);φ

0+

(
1

φ′(ξ)

d
dξ

)n
I (1−p)(n−r);φ

0+ w(ξ). (8)

The following lemma shows the semigroup properties of φ-Hilfer fractional integral
and derivative.

Lemma 1 ([5]). Let r ≥ 0, 0 ≤ p < 1 and w ∈ L1[J ,R]. Then

I r;φ
0+ I

p;φ
0+ w(ξ) = I r+p;φ

0+ w(ξ),

a.e ξ ∈ J .
In particular, if w ∈ Cq,φ[J ,R] and w ∈ C[J ,R], then

I r;φ
0+ I

p;φ
0+ w(ξ) = I r+p;φ

0+ w(ξ),

for all ξ ∈ (0, T] and
HDr;φ

0+ I
r;φ
0+ w(ξ) = w(ξ),

for all ξ ∈ J .

The composition of the φ-Hilfer fractional integral and derivative operator is given by the
following lemmas.

Lemma 2 ([21]). Let r ≥ 0, 0 ≤ p < 1 and q = r + p− rp. If w(ξ) ∈ Cq
1−q[J ,R], then

Iq;φ
0+

HDq;φ
0+ w(ξ) = I r;φ

0+
HDr,p;φ

0+ w(ξ)

and
HDq;φ

0+ I
r;φ
0+ w(ξ) =H Dp(1−r);φ

0+ w(ξ).

Lemma 3 ([6,19]). If w ∈ Cn[J ,R] and let n− 1 < r < n, 0 ≤ p ≤ 1 and q = r + p− rp. Then

I r;φ
0+

HDr,p;φ
0+ w(ξ) = w(ξ)−

n

∑
k=1

(φ(ξ)− φ(0))q−k

Γ(q− k + 1)
w[n−k]

φ I (1−p)(n−r);φ
0+ w(0),

for all ξ ∈ J . Moreover, if 0 < r < 1, we have

I r;φ
0+

HDr,p;φ
0+ w(ξ) = w(ξ)− (φ(ξ)− φ(0))q−1

Γ(q)
I (1−p)(1−r);φ

0+ w(0).

In addition, if w ∈ C1−q;φ[J ,R] and I1−q;φ
0+ w ∈ C1

1−q;φ[J ,R], then

Iq;φ
0+

HDq;φ
0+ w(ξ) = w(ξ)− (φ(ξ)− φ(0))q−1

Γ(q)
I (1−q);φ

0+ w(0),

for all 0 < q < 1 and t ∈ J .
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Lemma 4 ([6]). Let r > 0, 0 ≤ q < 1 and w ∈ Cq;φ[J ,R]. If r > q, then I r;φ
0+ w ∈ C[J ,R] and

I r;φ
0+ w(0) = lim

ξ→0
I r;φ

0+ w(ξ) = 0.

Lemma 5 ([21]). Let r > 0, 0 ≤ p ≤ 1 and q = r + p− rp. If w ∈ Cq
1−q;φ[J ,R], then

Iq;φ
0+ D

q;φ
0+ w(ξ) = I r;φ

0+D
r,p;φ
0+ w(ξ)

and
HDq;φ

0+ I
r;φ
0+ w(ξ) = Dq(1−r);φ

0+ w(ξ).

Lemma 6. Let f ∈ L1(J ) such that Dp(1−r);φ
0+ w ∈ L1(J ) exists, then

Dr,p;φ
0+ I

r;φ
0+ w(ξ) = I p(1−r);φ

0+ Dp(1−r);φ
0+ w(ξ).

Next, we take into account some important properties of φ-fractional derivative and integral
operator as follows:

Proposition 1 ([1]). Let ξ > 0, r ≥ 0 and s > 0. Then, φ-fractional integral and derivative of a power
function are given by

HDr;φ
0+ (φ(ξ)− φ(0))s−1 =

Γ(s)
Γ(s− r)

(φ(ξ)− φ(0))r+s−1

and

I r;φ
0+ (φ(ξ)− φ(0))s−1 =

Γ(s)
Γ(s + r)

(φ(ξ)− φ(0))r+s−1.

Furthermore, if 0 < r < 1, then

HDr;φ
0+ (φ(ξ)− φ(0))r−1 = 0.

Theorem 1 ([19]). If w ∈ C1[J ,R], 0 < r < 1 and 0 ≤ p ≤ 1. Then we have the followings:
(i) HDr,p;φ

0+ I
r;φ
0+ w(ξ) = w(ξ).

(ii) I r;φ
0+

HDr,p;φ
0+ w(ξ) = w(ξ)− (φ(ξ)−φ(0))q−1

Γ(q) I (1−p)(1−r);φ
0+ w(ξ).

Lemma 7 ([6]). Let h : J × R → R such that for any z ∈ C1−q;φ[J ,R], h ∈ C1−q;φ[J ,R]. A function
z ∈ Cq

1−q;φ[J ,R] is a solution of the fractional initial value problem:

{
H Dr,p;φ

0+ z(t) = h(t), 0 < r ≤ 1, 0 ≤ p ≤ 1,

I1−q,φ
0+ z(0+) = z0 ∈ R, q = r + p− rp,

if and only if z satisfies the following integral equation,

z(t) =
z0

Γ(q)
(φ(t)− φ(0))q−1 +

1
Γ(r)

∫ t

0+
φ′(s)(φ(t)− φ(s))r−1h(s)ds.

3. Main Results

In this section, we first adopt some techniques from Lemma 7 in order to establish an important
mixed-type integral equation of problem (5). Thus, we need the following auxiliary lemma.
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Lemma 8. Let 0 < r < 1, 0 ≤ p ≤ 1 and q = r + p− rp. Suppose f : J ×R3 → R is a function such that
f ∈ C1−q;φ[J ,R] for any z ∈ C1−q;φ[J ,R]. If z ∈ Cq

1−q;φ[J ,R] then z satisfies the problem (5) if and only if
z satisfies the mixed-type integral equation:

z(t) =
δΓ(ρ + q)

Γ(q)Γ(ρ + r)
(φ(t)− φ(0))q−1

m

∑
i=1

bi

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1Tz(s)ds

+
1

Γ(r)

∫ t

0+
φ′(s)(φ(t)− φ(s))r−1Tz(s)ds,

(9)

where

δ =
1

Γ(ρ + q)−
m

∑
i=1

bi(φ(ξi)− φ(0))ρ+q−1
,

such that Γ(ρ + q) 6=
m

∑
i=1

bi(φ(ξi)− φ(0))ρ+q−1.

(10)

For simplicity, we take
Tz(t) =H Dr,p;φ

0+ z(t) = f (t, z(t), z(γt), Tz(t)). (11)

Proof. Suppose z ∈ Cq
1−q;φ[J ,R] is a solution to the problem (5), then, we show that z is also a solution

of (5). Indeed, from Lemma 7, we have

z(t) =
(φ(t)− φ(0))q−1

Γ(q)
I1−q;φ

0+ z(0) +
1

Γ(r)

∫ t

0+
φ′(s)(φ(t)− φ(s))r−1Tz(s)ds. (12)

Now, if we substitute t = ξi and multiply both sides by bi in Equation (12), we obtain

biz(ξi) =
(φ(ξi)− φ(0))q−1

Γ(q)
biI

1−q;φ
0+ z(0) +

bi
Γ(r)

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))r−1Tz(s)ds. (13)

Next, by applying Iρ;φ
0 to both sides of Equation (13) and using Lemma 1 and Proposition 1,

we get

Iρ;φ
0+ biz(ξi) =

(φ(ξi)− φ(0))ρ+q−1

Γ(ρ + q)
biI

1−q;φ
0 z(0)

+
bi

Γ(ρ + r)

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1Tz(s)ds.

(14)

This implies that

m

∑
i=1
Iρ;φ

0+ biz(ξi) =
1

Γ(ρ + q)

(
m

∑
i=1

bi(φ(ξi)− φ(0))ρ+q−1

)
I1−q;φ

0+ z(0)

+
1

Γ(ρ + r)

m

∑
i=1

bi

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1Tz(s)ds.

(15)
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Inserting the initial condition: I1−q;φ
0+ z(0+) =

m

∑
i=1
Iρ;φ

0+ biz(ξi) in Equation (15) we have

I1−q;φ
0+ z(0) =

1
Γ(ρ + q)

(
m

∑
i=1

bi(φ(ξi)− φ(0))ρ+q−1

)
I1−q;φ

0+ z(0)

+
1

Γ(ρ + r)

m

∑
i=1

bi

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1Tz(s)ds,

(16)

which implies that

1
Γ(ρ + r)

m

∑
i=1

bi

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1Tz(s)ds

=

(
1− 1

Γ(ρ + q)

m

∑
i=1

bi(φ(ξi)− φ(0))ρ+q−1

)
I1−q;φ

0+ z(0)

=
1

δΓ(ρ + q)
I1−q;φ

0+ z(0).

(17)

Thus,

I1−q;φ
0+ z(0) =

δΓ(ρ + q)
Γ(ρ + r)

m

∑
i=1

bi

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1Tz(s)ds. (18)

Hence, the result follows by putting Equation (18) in Equation (12). This implies that z(t) satisfies
Equation (9).

Conversely, suppose that z ∈ Cq
1−q;φ satisfies the mixed-type integral Equation (9), then, we show

that z satisfies Equation (5). Applying Dq;φ
0+ to both sides of Equation (9) and using Lemma 2 and

Proposition 1, we get

Dq;φ
0+ z(t) =Dq;φ

0+

(
δΓ(ρ + q)
Γ(q)Γ(r)

(φ(t)− φ(0))q−1
m

∑
i=1

bi

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1Tz(s)ds

)

+Dq;φ
0+

(
1

Γ(r)

∫ t

0+
φ′(s)(φ(t)− φ(s))r−1Tz(s)ds

)
= Dp(1−r);φ

0+ f (t, z(t), z(γt),Dr,p;φ
0+ z(γt)).

(19)

Since Dr,p;φ
0+ z ∈ C1−q;φ[J ,R], then by definition of Cq

1−q;φ[J ,R] and make use of Equation (19),
we have

Dp(1−r);φ
0+ f = DI1−p(1−r);φ

0+ f ∈ C1−q;φ[J ,R].

For every f ∈ C1−q;φ[J ,R] and Lemma 3, we can see that I1−p(1−r);φ
0+ f ∈ C1−q;φ[J ,R],

which implies that I1−p(1−r);φ
0+ f ∈ C1

1−q;φ[J ,R] from the definition of Cn
q;φ[J ,R]. Applying I p(1−r);φ

0+

on both sides of Equation (19) and using Lemma 3, we have

I p(1−r);φ
0+ Dq;φ

0+ z(t) = I p(1−r);φ
0+ Dp(1−r);φ

0+ Tz(t)

= Tz(t)−

(
I1−p(1−r);φ

0+ Tz

)
(0+)

Γ(p(1− r))
(φ(t)− φ(0))p(r−1)−1

= Tz(t) = f (t, z(t), z(γt),Dr,p;φ
0+ z(γt)).

(20)
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Finally, we show that if z ∈ Cq
1−q[J ,R] satisfies Equation (9), it also satisfies the initial condition.

Thus, by applying I1−q;φ
0+ to both sides of Equation (9) and using Lemma 1 and Proposition 1, we obtain

I1−q;φ
0+ z(t)

= I1−q;φ
0+

(
δΓ(ρ + q)

Γ(q)Γ(ρ + r)
(φ(t)− φ(0))q−1

m

∑
i=1

bi

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1Tz(s)ds

)

+ I1−q;φ
0+

(
1

Γ(r)

∫ t

0+
φ′(s)(φ(t)− φ(s))r−1Tz(s)ds

)
=

δΓ(ρ + q)
Γ(ρ + r)

m

∑
i=1

bi

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1Tz(s)ds + I1−p(1−r);φ

0+ Tz(t).

(21)

Using Lemma 4 and the fact that 1 − q < 1 − p(1 − r), then taking limit as t → 0 in
Equation (21) yields

I1−q;φ
0+ z(0+) =

δΓ(ρ + q)
Γ(ρ + r)

m

∑
i=1

bi

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1Tz(s)ds. (22)

Now, substituting t = ξi and multiplying through by bi in Equation (9), we get

biz(ξi) =
δΓ(ρ + q)

Γ(q)Γ(ρ + r)
bi(φ(ξi)− φ(0))q−1

m

∑
i=1

bi

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1Tz(s)ds

+ I1−q;φ
0+

bi
Γ(r)

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))r−1Tz(s)ds.

(23)

Applying Iρ;φ
0+ to both sides of Equation (23), we obtain

Iρ;φ
0+ biz(ξi) =

δbi(φ(ξi)− φ(0))ρ+q−1

Γ(ρ + r)

m

∑
i=1

bi

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1Tz(s)ds

+
bi

Γ(ρ + r)

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1Tz(s)ds,

(24)

which implies

m

∑
i=1

biI
ρ;φ
0+ z(ξi)

=
δ

Γ(ρ + r)

m

∑
i=1

bi

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1Tz(s)ds

m

∑
i=1

bi(φ(ξi)− φ(0))ρ+q−1

+
1

Γ(ρ + r)

m

∑
i=1

bi

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1Tz(s)ds

=
1

Γ(ρ + r)

m

∑
i=1

bi

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1Tz(s)ds×(

1 + δ
m

∑
i=1

bi(φ(ξi)− φ(0))ρ+q−1

)
(25)

and

I1−q;φ
0+ z(0+) =

δΓ(ρ + q)
Γ(ρ + r)

m

∑
i=1

bi

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1Tz(s)ds. (26)
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Therefore, in view of Equations (22) and (26), we have

I1−q;φ
0+ z(0+) =

m

∑
i=1

biI
ρ;φ
0+ z(ξi). (27)

3.1. Existence Result Via Schaefer’S Fixed Point Theorem

This subsection will provide the proof of the existence results of Equation (5) using Schaefer’s
fixed point theorem.

Theorem 2 ([61]). Let A : X → X be a completely continuous operator. Suppose that the set
E(A) = {p ∈ X : p = $Ap, f or some $ ∈ [0, 1]} is bounded, then A has a fixed point.

Thus we need the following assumptions:
(A1) Let f : J ×R3 → R be a function such that f ∈ C1−q;φ[J ,R] for any z ∈ C1−q;φ[J ,R].
(A2) There exist k, l, m, n ∈ C1−q;φ[J ,R] with k∗ = sup

t∈J
|k(t)| < 1 such that

| f (t, u, v, w)| ≤ k(t) + l(t)|x|+ m(t)|y|+ n(t)|z|, t ∈ J , u, v, w ∈ R.

Theorem 3. Let 0 < r < 1, 0 ≤ p ≤ 1 and q = r + p− rp. Suppose that the assumptions (A1) and (A2) are
satisfied. Then there exist at least one solution of the problem (5) in the space Cr,p

1−q;φ[J ,R].

Proof. Define the operator F : C1−q;φ[J ,R]→ C1−q;φ[J ,R] by

(Fz)(t) =
δΓ(ρ + q)

Γ(q)Γ(ρ + r)
(φ(t)− φ(0))q−1

m

∑
i=1

bi

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1Tz(s)ds

+
1

Γ(r)

∫ t

0+
φ′(s)(φ(t)− φ(s))r−1Tz(s)ds,

(28)

then, clearly the operator F is well-defined. The proof is given in the following steps: Step 1:
the operator F is continuous. Let zn be a sequence such that zn → z in C1−q,φ[J ,R]. Then for
each t ∈ J , we have

|((Fzn)(t)− (Fz)(t))(φ(t)− φ(0))1−q|

≤ |δ|Γ(ρ + q)
Γ(q)Γ(ρ + r)

m

∑
i=1

bi

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1|Tzn(s)− Tz(s)|ds

+
1

Γ(r)
(φ(t)− φ(0))1−q

∫ t

0+
φ′(s)(φ(t)− φ(s))r−1|Tzn(s)− Tz(s)|ds

≤ |δ|Γ(ρ + q)
Γ(q)Γ(ρ + r)

B(q, ρ + r)
m

∑
i=1

bi(φ(ξi)− φ(s))ρ+r+q−1‖Tzn(·)− Tz(·)‖C1−q;φ

+
B(q, r)

Γ(r)
(φ(T)− φ(0))r‖Tzn(·)− Tz(·)‖C1−q;φ

≤
[
|δ|Γ(ρ + q)

Γ(q)Γ(ρ + r)
B(q, ρ + r)

m

∑
i=1

bi(φ(ξi)− φ(s))ρ+r+q−1

+
B(q, r)

Γ(r)
(φ(T)− φ(0))r

]
‖Tzn(·)− Tz(·)‖C1−q;φ .

(29)
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Since f is continuous, this implies that Tz is also continuous. Therefore, we have

‖Tzn − Tz‖C1−q;φ → 0, as n→ ∞.

Step 2: F maps bounded sets into bounded sets in C1−q;φ[J ,R].
Indeed, it suffices to show that for any κ > 0, there exist a µ > 0 such that for any

z ∈ Bκ = {z ∈ C1−q;φ[J ,R] : ‖z‖ ≤ κ}, thus we have ‖F(z)‖C1−q;φ ≤ µ.
For simplicity, we put

E1 =
|δ|Γ(ρ + q)

Γ(q)Γ(ρ + r)

m

∑
i=1

bi

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1|Tz(s)|ds (30)

and

E2 =
1

Γ(r)
(φ(t)− φ(0))1−q

∫ t

0+
φ′(s)(φ(t)− φ(s))r−1|Tz(s)|ds. (31)

It follows from assumption (A2) that

|Tz(t)| =| f (t, z(t), z(γt), Tz(t))|
≤ k(t) + l(t)|z|+ m(t)|z|+ n(t)|Tz(t)|

≤ k∗ + (l∗ + m∗)|z(t)|
1− n∗

.

(32)

Thus, in view of Equations (30)–(32), we get

E1 ≤ |δ|Γ(ρ + q)
Γ(q)(1− n∗)

m

∑
i=1

bi

(
k∗

Γ(ρ + r + 1)
(φ(ξi)− φ(0))ρ+r

+(l∗ + m∗)
(φ(ξi)− φ(0))ρ+r+q−1

Γ(ρ + r)
B(q, ρ + r)‖z‖C1−q;φ

)
E2 ≤ 1

(1− n∗)

(
k∗

Γ(r + 1)
(φ(T)− φ(0))ρ+r−q+1

+
(l∗ + m∗)B(q, r)

Γ(r)
(φ(T)− φ(0))r‖z‖C1−q;φ

)
.

This implies that,

|(Fz)(t)((φ(t)−φ(0))q−1)|

≤ k∗

(1− n∗)

[
|δ|Γ(ρ + q)

Γ(q)Γ(ρ + r + 1)

m

∑
i=1

bi(φ(ξi)− φ(0))ρ+r

+
k∗

Γ(r + 1)
(φ(T)− φ(0))ρ+r−q+1

]
+

(l∗ + m∗)
(1− n∗)

[
|δ|Γ(ρ + q)

Γ(q)Γ(ρ + r)
B(q, ρ + r)

m

∑
i=1

bi(φ(ξi)− φ(0))ρ+r+q−1

+
B(q, r)

Γ(r)
(φ(T)− φ(0))r

]
‖z‖C1−q;φ

= µ.

(33)
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Step 3: F maps bounded sets into equicontinuous set of C1−q;φ[J ,R]. Let t1, t2 ∈ J such that
t1 ≥ t2 and Bκ be a bounded set of C1−q;φ[J ,R] as defined in Step 2. Let z ∈ Bκ , then

|((φ(t1)− φ(a))q−1)(Fz)(t1)− ((φ(t2)− φ(0))q−1)(Fz)(t2)|

≤
∣∣∣∣ 1
Γ(r)

(φ(t1)− φ(0))1−q
∫ t1

0+
φ′(s)(φ(t1)− φ(s))r−1Tz(s)ds

− 1
Γ(r)

(φ(t2)− φ(0))1−q
∫ t2

0+
φ′(s)(φ(t2)− φ(s))r−1Tz(s)ds

∣∣∣∣
≤ 1

Γ(r)

∣∣∣∣∫ t1

0+
φ′(s)

[
((φ(t1)− φ(0))q−1)(φ(t1)− φ(s))r−1

− ((φ(t2)− φ(0))q−1)(φ(t2)− φ(s))r−1Tz(s)ds
]∣∣∣

+

∣∣∣∣ (φ(t2)− φ(0))q−1

Γ(r)

∫ t2

t1

φ′(s)(φ(t1)− φ(0))r−1Tz(s)ds
∣∣∣∣

→ 0, as t1 → t2.

(34)

Thus, steps 1–3, together with the Arzela–Ascoli theorem, show that the operator F is
completely continuous.

Step 4: a priori bounds.
It is enough to show that the set χ = {z ∈ C1−q;φ[J ,R] : z = σ(Fz), 0 < σ < 1} is bounded.

Now, let z ∈ χ, z = σ(Fz) for some 0 < σ < 1. Thus for each t ∈ J , we obtain

z(t) =σ

[
δΓ(ρ + q)

Γ(q)Γ(ρ + r)
(φ(t)− φ(0))q−1

m

∑
i=1

bi

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1Tz(s)ds

+
1

Γ(r)

∫ t

0+
φ′(s)(φ(t)− φ(s))r−1Tz(s)ds

]
.

It follows from assumption (A2), that for every t ∈ J ,

|z(t)(φ(t)− φ(0))1−q| ≤ |(Fz)(t)(φ(t)− φ(0))1−q|

≤ k∗

(1− n∗)

[
|δ|Γ(ρ + q)

Γ(q)Γ(ρ + r + 1)

m

∑
i=1

bi(φ(ξi)− φ(0))ρ+r

+
k∗

Γ(r + 1)
(φ(T)− φ(0))ρ+r−q+1

]
+

(l∗ + m∗)
(1− n∗)

[
|δ|Γ(ρ + q)

Γ(q)Γ(ρ + r)
B(q, ρ + r)

m

∑
i=1

bi(φ(ξi)− φ(0))ρ+r+q−1

+
B(q, r)

Γ(r)
(φ(T)− φ(0))r

]
‖z‖C1−q;φ

< ∞.

(35)

This shows that the set χ is bounded. Hence, by the Schaefer’s fixed point theorem, problem (5)
has at least one solution.

3.2. Existence Result Via Banach Contraction Principle

Now, we prove the uniqueness of problem (5) by means of Banach contraction principle. Therefore,
the following hypotheses are needed.

(A3) There exist constants K, L > 0 such that

| f (t, u, v, w)− f (t, ū, v̄, w̄)| ≤ K(|u− ū|+ |v− v̄|) + L|w− w̄|
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for any u, v, w, ū, v̄, w̄ ∈ R and t ∈ J .
(A4) Suppose that (

2K
1− L

)
Ω < 1,

where

Ω =
|δ|Γ(ρ + q)

Γ(q)Γ(ρ + r)
B(q, ρ + r)

m

∑
i=1

bi(φ(ξi)− φ(0))ρ+r+q−1 +
B(q, r)

Γ(r)
(φ(T)− φ(0))r. (36)

Theorem 4. Let 0 < r < 1, 0 ≤ p ≤ 1 and q = r + p− rp. Suppose that the hypotheses (A1), (A3) and
(A4) are satisfied. Then, problem (5) has a unique solution in the space Cr,p

1−q;φ[J ,R].

Proof. Define the operator F : C1−q;φ[J ,R]→ C1−q;φ[J ,R] by

(Fz)(t) =
δΓ(ρ + q)

Γ(q)Γ(ρ + r)
(φ(t)− φ(0))q−1

m

∑
i=1

bi

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1Tz(s)ds

+
1

Γ(r)

∫ t

0+
φ′(s)(φ(t)− φ(s))r−1Tz(s)ds,

(37)

then, clearly the operator F is well-defined. Let z1, z2 ∈ C
r,p
1−q;φ[J ,R] and t ∈ J , then, we have

|((Fz1)(t)− (Fz2)(t))(φ(t)− φ(0))1−q|

≤ |δ|Γ(ρ + q)
Γ(q)Γ(ρ + r)

m

∑
i=1

bi

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1|Tz1(s)− Tz2(s)|ds

+
1

Γ(r)
(φ(t)− φ(0))1−q

∫ t

0+
φ′(s)(φ(t)− φ(s))r−1|Tz1(s)− Tz2(s)|ds

(38)

and

|Tz1(t)− Tz2(t)| = | f (t, z1(t), z1(γt)), Tz1(t)− f (t, z2(t), z2(γt), Tz2(t))|
≤ K(|z1(t)− z2(t)|+ |z1(γt)− z2(γt)|) + L|(Tz1)(t)− (Tz2)(t)|

≤
(

2K
1− L

)
|z1(t)− z2(t)|.

(39)

Thus, by substituting Equation (39) in Equation (38), we obtain

|((Fz1)(t)− (Fz2)(t))(φ(t)− φ(0))1−q|

≤ |δ|Γ(ρ + q)
Γ(q)Γ(ρ + r)

m

∑
i=1

bi

(
2K

(1− L)

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1ds

)
‖z1(t)− z2(t)‖C1−q;φ

+
1

Γ(r)
(φ(t)− φ(0))1−q 2K

(1− L)

(∫ t

0+
φ′(s)(φ(t)− φ(s))r−1ds

)
‖z1(t)− z2(t)‖C1−q;φ

≤ 2K
(1− L)

(
|δ|Γ(ρ + q)

Γ(q)Γ(ρ + r)
B(q, ρ + r)

m

∑
i=1

bi(φ(ξi)− φ(0))ρ+r+q−1

+
B(q, r)

Γ(r)
(φ(T)− φ(0))r

)
‖z1(t)− z2(t)‖C1−q;φ .

(40)
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Also,

‖(Fz1)− (Fz2)‖C1−q;φ ≤
2K

(1− L)

(
|δ|Γ(ρ + q)

Γ(q)Γ(ρ + r)
B(q, ρ + r)

m

∑
i=1

bi(φ(ξi)− φ(0))ρ+r+q−1

+
B(q, r)

Γ(r)
(φ(T)− φ(0))r

)
‖z1(t)− z2(t)‖C1−q;φ .

(41)

It follows from hypotheses (A4) that F is a contraction map. Therefore, by Banach contraction
principle, we can conclude that problem (5) has a unique solution.

4. Ulam-Hyers Stabilty

Two types of Ulam stability for (5) are discussed in this section, namely Ulam-Hyers and
generalized Ulam-Hyers stability.

Definition 4. Problem (5) is said to be Ulam-Hyers stable if there exists ω ∈ R+\{0}, such that for each
ε > 0 and solution x ∈ C1

1−q;φ[J ,R] of the inequality

|HDr,p;φ
0+ x(t)− f (t, x(t), x(γt),H Dr,p;φ

0+ x(γt))| ≤ ε, t ∈ J , (42)

there exists a solution z ∈ C1
1−q;φ[J ,R] of equation (5), such that

|x(t)− z(t)| ≤ ωε, t ∈ J .

Definition 5. Problem (5) is said to be generalized Ulam-Hyers stable if there exist Φ ∈ C(R+,R+),
Φ f (0) = 0, such that for each solution x ∈ C1

1−q;φ[J ,R] of the (42), there exists a solution z ∈ C1
1−q;φ[J ,R]

of Equation (5), such that
|x(t)− z(t)| ≤ Φ f ε, t ∈ J .

Remark 1. A function x ∈ C1−q;φ[J ,R] is a solution of the inequality (42), if and only if there exist a function
g ∈ C1−q;φ[J ,R] such that:

(i) |g(t)| ≤ ε, t ∈ J .

(ii) HDr,p;φ
0+ x(t) = f (t, x(t), x(γt),H Dr,p;φ

0+ x(γt)) + g(t), t ∈ J .

Lemma 9. Let 0 < r < 1, 0 ≤ p ≤ 1, if a function x ∈ C1−q;φ[J ,R] is a solution of the inequality (42),
then x is a solution of the following integral inequality∣∣∣∣x(t)− Ax −

1
Γ(r)

∫ t

0+
φ′(s)(φ(t)− φ(s))r−1Txds

∣∣∣∣ ≤ Ωε. (43)

Proof. Clearly it follow from Remark 1 that

HDr,p;φ
0+ x(t) = f (t, x(t), x(γt),H Dr,p;φ

0+ x(γt)) + g(t)

= Tx(t) + g(t),
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and

x(t) =
δΓ(ρ + q)

Γ(q)Γ(ρ + r)
(φ(t)− φ(0))q−1

m

∑
i=1

bi

(∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1Tx(s)ds

+
∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1g(s)ds

)
+

1
Γ(r)

∫ t

0+
φ′(s)(φ(t)− φ(s))r−1Tx(s)ds

+
1

Γ(r)

∫ t

0+
φ′(s)(φ(t)− φ(s))r−1g(s)ds.

(44)

Hence∣∣∣∣x(t)− Ax −
1

Γ(r)

∫ t

0+
φ′(s)(φ(t)− φ(s))r−1Txds

∣∣∣∣
=

∣∣∣∣∣ δΓ(ρ + q)
Γ(q)Γ(ρ + r)

(φ(t)− φ(0))q−1
m

∑
i=1

bi

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1g(s)ds

+
1

Γ(r)

∫ t

0+
φ′(s)(φ(t)− φ(s))r−1g(s)ds

∣∣∣∣
≤ |δ|Γ(ρ + q)

Γ(q)Γ(ρ + r)
(φ(t)− φ(0))q−1

m

∑
i=1
|bi|

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1|g(s)|ds

+
1

Γ(r)

∫ t

0+
φ′(s)(φ(t)− φ(s))r−1|g(s)|ds

≤ Ωε.

(45)

Theorem 5. Suppose that the hypotheses (A1), (A3) and (A4) are satisfied. Then problem (5) is both
Ulam-Hyers and generalized Ulam-Hyers stable on J .

Proof. Let ε > 0 and x ∈ C1−q;φ[J ,R] be a function which satisfies the inequality (42)
and let z ∈ C1−q;φ[J ,R] be a unique solution of the following implicit fractional pantograph
differential equation

HDr,p;φ
0+ z(t) = f (t, z(t), z(γt),H Dr,p;φ

0+ z(γt))| ≤ ε, t ∈ J , 0 < r < 1, 0 ≤ p ≤ 1,

I1−q;φ
0+ z(0+) = I1−q;φ

0+ z(0+) =
m

∑
i=1

biI
ρ;φ
0+ z(ξi), ξi ∈ (0, T], q = r + p− rp.

Using Lemma 9, we have

z(t) = Az −
1

Γ(r)

∫ t

0+
φ′(s)(φ(t)− φ(s))r−1Tz(s)ds,

where

Az =
δΓ(ρ + q)

Γ(q)Γ(ρ + r)
(φ(t)− φ(a))q−1

m

∑
i=1

bi

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1Tz(s)ds.
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Clearly, if z(ξi) = x(ξi) and I1−q;φ
0+ z(0+) = I1−q;φ

0+ z(0+), we get Az = Ax and that

|Az − Ax|

=
|δ|Γ(ρ + q)

Γ(q)Γ(ρ + r)
(φ(t)− φ(0))q−1

m

∑
i=1

bi

∫ ξi

0+
φ′(s)(φ(ξi)− φ(s))ρ+r−1|Tz(s)− Tx(s)|ds

≤ |δ|Γ(ρ + q)
Γ(q)Γ(ρ + r)

(φ(t)− φ(0))q−1
(

2K
1− L

) m

∑
i=1

biI
ρ+r;φ
0+ |z(s)− x(s)|(ξi)

= 0.

Now for any t ∈ J and Lemma 9, we have

|x(t)− z(t)| =
∣∣∣∣x(t)− Ax −

1
Γ(r)

∫ t

0+
φ′(s)(φ(t)− φ(s))r−1Tx(s)ds

∣∣∣∣
+

1
Γ(r)

∫ t

0+
φ′(s)(φ(t)− φ(s))r−1|Tx(s)− Tz(s)|ds

≤
∣∣∣∣x(t)− Ax −

1
Γ(r)

∫ t

0+
φ′(s)(φ(t)− φ(s))r−1Tx(s)ds

∣∣∣∣
+

(
2K

1− L

)
1

Γ(r)

∫ t

0+
φ′(s)(φ(t)− φ(s))r−1|x(s)− z(s)|ds

≤ Ωε +

(
2K

1− L

)
B(r, q)(φ(T)− φ(0))r

Γ(r)
|x(t)− z(t)|ds.

Thus,
|x(t)− z(t)| ≤ ωε,

where

ω =
Ω(1− L)Γ(r)

(1− L)Γ(r)− 2K(φ(T)− φ(0))rB(r, q)
.

Therefore, problem (5) is Ulam-Hyers stable. Moreover, if we set Φ f (ε) = ωε such that Φ f (0) = 0,
then problem (5) is generalized Ulam-Hyers stable.

5. Examples

Example 1. Consider the implicit fractional pantograph differential equation which involves φ-Hilfer fractional
derivative of the following form:

HD
2
3 , 1

2 ;t
0+ z(t) = 1

3(52t+5)[1+|z(t)|+|z( 1
2 t)|+|HD

2
3 , 1

2 ;t

1+
z( 1

2 t)|]
, t ∈ J = (0, 2],

I1− 5
6 ;t

0+ z(0) = 3I
1
2 ;t

0+ z( 3
2 ),

2
3 ≤

5
6 = 2

3 + ( 1
2 )− ( 2

3 )(
1
2 ).

(46)

By comparing (5) with (46), we have:
r = 2

3 , p = γ = ρ = 1
2 , q = 5

6 , T = 2 and φ(·) = t. Also from the initial condition we can easily see that
b1 = 3 since m = 1, ξ1 = 3

2 ∈ J and f : J ×R3 → R is a function defined by

f (t, u, v, w) =
1

3(52t + 5)(1 + |u|+ |v|+ |w|) , t ∈ J , u, v, w ∈ R+.
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Obviously, f is continuous and for all u, v, w, ū, v̄, w̄ ∈ R+ and t ∈ J , we have
| f (t, u, v, w)− f (t, ū, v̄, w̄)| ≤ 1

90 (|u− ū|+ |v− v̄|+ |w− w̄|) . Thus, it follows that conditions (A1) and
(A3) are true with K = L = 1

90 . Therefore, by simple calculation, we get |δ| ≈ 0.3935 and(
2K

1− L

)
Ω ≈ 0.0642 < 1.

Since, all the assumptions of Theorem 4 are satisfied. Then problem (5) has a unique solution on J . However,
we can also find out that Ω ≈ 2.8551 > 0 and ω = 2.9321 > 0. Hence, by Theorem 5, problem (5) is both
Ulam-Hyers and also generalized Ulam-Hyers stable.

Example 2. Consider the implicit fractional pantograph differential equation which involves φ-Hilfer fractional
derivative of form:

HD
1
3 , 2

3 ;
√

t
0+ z(t) =

2+|z(t)|+|z( 3
2 t)|+

∣∣HD 1
3 , 2

3 ;
√

t

0+
z( 3

2 t)
∣∣

95e2t cos 2t

(
1+|z(t)|+|z( 3

2 t)|+
∣∣HD 1

3 , 2
3 ;
√

t

0+
z( 3

2 t)
∣∣) , t ∈ J = (0, 1],

I1− 7
9 ;
√

t
0+ z(0) = z( 1

2 ) + 3z( 4
5 ),

2
3 < 7

9 = 1
3 + ( 2

3 )− ( 1
3 )(

2
3 ).

(47)

By comparing Equation (47) with Equation (5), we obtain that:
r = 1

3 , p = 2
3 , q = 7

9 , ρ = 0, γ = 3
2 , T = 1 and φ(·) =

√
t. Also we can easily see that b1 = 1, b2 = 3 since

m = 2, ξ1 = 1
2 , ξ2 = 4

5 ∈ J and f : J ×R3 → R is a function defined by

f (t, u, v, w) =
2 + |u|+ |v|+ |w|

95e2t cos 2t (1 + |u|+ |v|+ |w|) , t ∈ J , u, v, w ∈ R+.

Thus, f is continuous and we can see that, for all u, v, w, ū, v̄, w̄ ∈ R+ and t ∈ J ,
| f (t, u, v, w)− f (t, ū, v̄, w̄)| ≤ 1

95 (|u− ū|+ |v− v̄|+ |w− w̄|) .
So assumptions (A1) and (A3) are fulfilled with K = L = 1

95 . Furthermore,

| f (t, u, v, w)| ≤ 1
95e2t cos 2t

(2 + |u|+ |v|+ |w|), t ∈ J .

The above implies that (A2) is true with k(t) = 2
95e2t cos 2t , l(t) = m(t) = n(t) = 1

95e2t cos 2t and k∗ = 2
95 ,

l∗ = m∗ = n∗ = 1
95 . Therefore, all the hypotheses of Theorem 4 are satisfied, which means that problem (5)

has at least one solution on J . Moreover, by using the same procedure as in example 5.2, we obtain, that
|δ| ≈ 1.1025, Ω ≈ 3.6662 > 0 and (

2K
1− L

)
Ω ≈ 0.0782 < 1.

Thus, all the hypotheses of Theorem 4 holds. Hence, problem (5) has a unique solution on J .

Example 3. Consider the implicit fractional pantograph differential equation which involves φ-Hilfer fractional
derivative of the following form:

HD
1
2 , 1

3 ;t
0+ z(t) = 1

4t+3[1+|z(t)|+|z( 1
6 t)|+|HD

1
2 , 1

3 ;t

0+
z( 1

6 t)|]
, t ∈ J = (0, 3],

I1−q;t
0+ z(0) =

√
2I

2
5 ;t

0+ z(2) +
√

5I
2
5 ;t

0+ z( 5
2 ), q = 1

2 + ( 1
3 )− ( 1

2 )(
1
3 ).

(48)
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By comparing Equation (5) with Equation (48), we get the followings values:
r = 1

2 , p = 1
3 γ = 1

6 ρ = 2
5 , q = 2

3 , T = 3 and φ(·) = t. Also from the initial condition we can easily see that
b1 =

√
2 b1 =

√
5 since m = 2, ξ1 = 2 ξ2 = 5

2 and f : J ×R3 → R is a function defined by

f (t, u, v, w) =
1

4t+3(1 + |u|+ |v|+ |w|) , t ∈ J , u, v, w ∈ R+.

Thus, f is continuous and for all u, v, w, ū, v̄, w̄ ∈ R+ and t ∈ J , yields
| f (t, u, v, w)− f (t, ū, v̄, w̄)| ≤ 1

64 (|u− ū|+ |v− v̄|+ |w− w̄|) . Hence, it follows that conditions (A1) and
(A3) are true with K = L = 1

90 . Therefore, by substitution these values, we get |δ| ≈ 0.3456, Ω ≈ 7.4535 >

0 and (
2K

1− L

)
Ω ≈ 0.2366 < 1,

which implies that, all the assumptions of Theorem 4 are satisfied. Thus, problem (5) has a unique solution on J .

6. Conclusions

In our study, Firstly, we established the equivalence between problem (5) and the Volterra integral
equation. Secondly, Banach and Schaefer’s fixed point theorems were used to establish the existence
and uniqueness solutions for implicit fractional pantograph differential equation which involves
φ-Hilfer fractional derivatives. Based on φ-Hilfer fractional derivatives, we found that the stability of
Ulam-Hyers and generalized Ulam-Hyers allowed on the implicit fractional pantograph differential
equation, supplemented with a nonlocal Riemann-Liouville condition. In addition, examples were
given to illustrate our main results. Moreover, it worthy to mention the following remarks:

• If ρ → 0 and φ(t) = t, we obtain the results of [48] and [52]. Furthermore, if ρ → 0 we obtain
the Ulam-Hyers and generalized Ulam-Hyers stability for the implicit fractional pantograph
differential equations with φ-Hilfer fractional derivatives [52,58] and if q = 0 we obtain [51].

• If ρ → 1, the nonlocal Riemann-Liouville integral condition reduces to a nonlocal integral
condition which plays an important role in computational fluid dynamics, ill-posed problems and
mathematical models [62].

• If ρ→ 0, the initial condition reduces to multi-point nonlocal condition.
• If t ∈ [a, b] as defined in paper [58], the function f (t, x(t), x(λt)) is not well-defined for some

choice of 0 < λ < 1. Thus, our results modify and improve the above cited remarks and can
be considered as the development of the qualitative analysis of fractional differential equations.
The study of Ulam-Hyers stability in the frame of φ-Hilfer fractional derivative with a generalized
nonlocal boundary condition proposed in this paper and other coupled system will be presented
in the near future.

Author Contributions: The authors contributed equally in writing this article. All authors have read and agreed
to the published version of the manuscript.

Funding: Petchra Pra Jom Klao Doctoral Scholarship for Ph.D. program of King Mongkut’s University of
Technology Thonburi (KMUTT). The Center of Excellence in Theoretical and Computational Science (TaCS-CoE),
KMUTT. Center of Excellence in Theoretical and Computational Science (TaCS-CoE), KMUTT. King Mongkut’s
University of Technology North Bangkok, Contract no. KMUTNB-63-KNOW-033.

Acknowledgments: The authors acknowledge the financial support provided by the Center of Excellence
in Theoretical and Computational Science (TaCS-CoE), KMUTT. The first author was supported by the
“Petchra Pra Jom Klao Ph.D. Research Scholarship from King Mongkut’s University of Technology Thonburi”
(Grant No. 13/2561). Moreover, this research work was financially supported by King Mongkut’s University of
Technology Thonburi through the KMUTT 55th Anniversary Commemorative Fund.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the
study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or in the decision to
publish the results.



Mathematics 2020, 8, 94 19 of 21

References

1. Kilbas, A.A.; Srivastava, H.M.; Trujillo, J.J. Theory and Applications of fractional derivatial Equations; Elsevier
Science Limited: Amsterdam, The Netherlands, 2006; Volume 204.

2. Samko, S.G.; Kilbas, A.A.; Marichev, O.I.; Fractional Integrals and Derivatives; Gordon and Breach Science
Publishers: Yverdon Yverdon-les-Bains, Switzerland, 1993; Volume 1993.

3. Podlubny, I. Fractional Differential Equations: An Introduction to Fractional Derivatives, Fractional Differential
Equations, to Methods of Their Solution and Some of Their Applications; Elsevier: Amsterdam, The Netherlands, 1998.

4. Mainardi, F. Fractional Calculus and Waves in Linear Viscoelasticity: An Introduction to Mathematical Models;
World Scientific: Singapore, 2010.

5. Furati, K.; Kassim, M.; Tata, N. Existence and uniqueness for a problem involving Hilfer fractional derivative.
Comput. Math. Appl. 2012, 64, 1616–1626. [CrossRef]

6. Oliveira, D.S.; de Oliveira, E.C. Hilfer–Katugampola fractional derivatives. Comput. Appl. Math.
2018, 37, 3672–3690. [CrossRef]

7. Osler, T.J. The fractional derivative of a composite function. SIAM J. Math. Anal. 1970, 1, 288–293. [CrossRef]
8. Gambo, Y.Y.; Jarad, F.; Baleanu, D.; Abdeljawad, T. On Caputo modification of the Hadamard fractional

derivatives. Adv. Differ. Equ. 2014, 2014, 10. [CrossRef]
9. Jarad, F.; Abdeljawad, T.; Baleanu, D. Caputo-type modification of the Hadamard fractional derivatives.

Adv. Differ. Equ. 2012, 2012, 142. [CrossRef]
10. Jarad, F.; Abdeljawad, T.; Baleanu, D. On the generalized fractional derivatives and their Caputo modification.

J. Nonlinear Sci. Appl. 2017, 10, 2607–2619. [CrossRef]
11. Marin, M.; Baleanu, D.; Vlase, S. Effect of microtemperatures for micropolar thermoelastic bodies.

Struct. Eng. Mech. 2017, 61, 381–387. [CrossRef]
12. Gladkov, S.; Bogdanova, S. On the question of the magnetic susceptibility of fractal ferromagnetic wires.

Russ. Phys. J. 2014, 57, 469–473. [CrossRef]
13. Hilfer, R. Fractional calculus and regular variation in thermodynamics. In Applications of Fractional Calculus in

Physics; World Scientific: Singapore, 2000; pp. 429–463.
14. Hilfer, R. Fractional time evolution. In Applications of Fractional Calculus in Physics; World Scientific: Singapore,

2000; pp. 87–130.
15. Gerolymatou, E.; Vardoulakis, I.; Hilfer, R. Modelling infiltration by means of a nonlinear fractional diffusion

model. J. Phys. Appl. Phys. 2006, 39, 4104. [CrossRef]
16. Vivek, D.; Kanagarajan, K.; Sivasundaram, S. Dynamics and stability of pantograph equations via Hilfer

fractional derivative. Nonlinear Stud. 2016, 23, 685–698.
17. Vivek, D.; Kanagarajan, K.; Harikrishnan, S. Analytic study on nonlocal initial value problems for pantograph

equations with Hilfer-Hadamard fractional derivative. Int. J. Math. Its Appl. 2018, 55, 7.
18. Abdo, M.S.; Panchal, S.K.; Bhairat, S.P. Existence of solution for Hilfer fractional differential equations with

boundary value conditions. arXiv 2019, arXiv:1909.13680.
19. Sousa, J.V.d.C.; de Oliveira, E.C. On the ψ-Hilfer fractional derivative. Commun. Nonlinear Sci. Numer. Simul.

2018, 60, 72–91. [CrossRef]
20. Ravichandran, C.; Logeswari, K.; Jarad, F. New results on existence in the framework of Atangana–Baleanu

derivative for fractional integro-differential equations. Chaos Solitons Fractals 2019, 125, 194–200. [CrossRef]
21. Abdo, M.S.; Panchal, S.K. Fractional integro-differential equations involving ψ-Hilfer fractional derivative.

Adv. Appl. Math. Mech. 2019, 11, 1–22.
22. Almeida, R. A Caputo fractional derivative of a function with respect to another function.

Commun. Nonlinear Sci. Numer. Simul. 2017, 44, 460–481. [CrossRef]
23. Ahmad, B.; Nieto, J.J. Existence results for nonlinear boundary value problems of fractional integrodifferential

equations with integral boundary conditions. Bound. Value Probl. 2009, 2009, 708576. [CrossRef]
24. Ahmad, B.; Sivasundaram, S. Existence of solutions for impulsive integral boundary value problems of

fractional order. Nonlinear Anal. Hybrid Syst. 2010, 4, 134–141. [CrossRef]
25. Wang, G.; Ghanmi, A.; Horrigue, S.; Madian, S. Existence Result and Uniqueness for Some Fractional

Problem. Mathematics 2019, 7, 516. [CrossRef]
26. Ali, K.B.; Ghanmi, A.; Kefi, K. Existence of solutions for fractional differential equations with Dirichlet

boundary conditions. Electron. J. Differ. Equ. 2016, 2016, 1–11.

http://dx.doi.org/10.1016/j.camwa.2012.01.009
http://dx.doi.org/10.1007/s40314-017-0536-8
http://dx.doi.org/10.1137/0501026
http://dx.doi.org/10.1186/1687-1847-2014-10
http://dx.doi.org/10.1186/1687-1847-2012-142
http://dx.doi.org/10.22436/jnsa.010.05.27
http://dx.doi.org/10.12989/sem.2017.61.3.381
http://dx.doi.org/10.1007/s11182-014-0263-1
http://dx.doi.org/10.1088/0022-3727/39/18/022
http://dx.doi.org/10.1016/j.cnsns.2018.01.005
http://dx.doi.org/10.1016/j.chaos.2019.05.014
http://dx.doi.org/10.1016/j.cnsns.2016.09.006
http://dx.doi.org/10.1155/2009/708576
http://dx.doi.org/10.1016/j.nahs.2009.09.002
http://dx.doi.org/10.3390/math7060516


Mathematics 2020, 8, 94 20 of 21

27. Nieto, J.; Ouahab, A.; Venktesh, V. Implicit fractional differential equations via the Liouville–Caputo
derivative. Mathematics 2015, 3, 398–411. [CrossRef]

28. Zhang, W.; Liu, W.; Xue, T. Existence and uniqueness results for the coupled systems of implicit fractional
differential equations with periodic boundary conditions. Adv. Differ. Equ. 2018, 2018, 413. [CrossRef]
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