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Abstract: A numerical scheme is said to be locally exact if after linearization (around any point) it
becomes exact. In this paper, we begin with a short review on exact and locally exact integrators for
ordinary differential equations. Then, we extend our approach on equations represented in the so
called linear gradient form, including dissipative systems. Finally, we apply this approach to the
Duffing equation with a linear damping and without external forcing. The locally exact modification
of the discrete gradient scheme preserves the monotonicity of the Lyapunov function of the discretized
equation and is shown to be very accurate.

Keywords: geometric numerical integration; exact discretization; locally exact methods; discrete
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1. Introduction

Locally exact integrators are characterized by the property that they become exact for the
linearization of the considered system around any point [1,2]. Thus we combine two well known
procedures. First, nonlinear systems can be approximated by linear equations. Second, the exact
discretization in an explicit form exists for any linear ordinary differential equation (ODE) with
constant coefficients [3], see also Reference [4,5]. Locally exact schemes are linearly stable, A-stable
and, in general, very accurate for trajectories in the vicinity of stable equlibria [2]. This class of
numerical schemes has some similarity to Gautschi-type methods [6,7], Mickens’ approach [5] and
exponential integrators [8,9]. However, to the best of our knowledge, most integrators produced
within our approach are new, especially when modifications of the discrete gradient method are
concerned [1,10], including the simplest (linearization-preserving [11]) modification in the case of the
simple pendulum [12]. In general, our approach is especially effective for discrete gradient schemes.
In the case of Hamiltonian systems discrete gradient schemes preserve the energy integral exactly, up
to rounding errors [13,14]. We have shown that it is possible to keep this property while modifying
discrete gradient schemes in a locally exact way [1,10].

In this paper we apply our approach to the systems which can be written in the so-called linear
gradient form, see Reference [14], including dissipative systems. The discrete gradient method for this
case is well known [14]. In Section 4 we construct its locally exact modification. However, one has to
remember that, in general, a locally exact modification can spoil geometric properties of the original
algorithm (and preservation of geometric properties of by numerical algorithms is of considerable
advantage [6,15]). The geometric properties of the modified scheme should be studied separately.

The paper is divided into two parts. In Sections 2 and 3 we present a short review on exact and
locally exact integrators. In the second part, we discuss in more detail a particular case of the Duffing
equation with a linear damping and without external forcing: ẍ + aẋ − x + x3 = 0. We construct
and test two locally exact discretizations of the Duffing equation. In Section 5 we show that the
obtained locally exact modification of the discrete gradient method preserves a geometric property of
the Duffing equation: monotonicity of the Lyapunov function.
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2. Exact Integrators for Linear ODEs with Constant Coefficients

Let xxx(t) be the general solution of an ordinary differential equation (ODE) with the initial condition
xxx(t0) = xxx0. The difference equation, satisfied by xxxn, is called the exact discretization of this ODE
if xxxn = xxx(tn).

The exponential growth can serve as an elementary example. The equation ẋ = ax, x(0) = x0,
is satisfied by x(t) = x0eat. Therefore, we can define xn := x(nh) = eahnx0, and this sequence
obviously satisfies the difference equation xn+1 = eahxn. Therefore, the geometric series with the
common ratio eah is the exact discretization of the linear equation ẋ = ax.

Exact discretization for the classical harmonic oscillator ẍ + ω2x = 0, p = ẋ, is less obvious but
can be easily derived (see, e.g., Reference [16]):

xn+1 − 2 cos(ωh)xn + xn−1 = 0, pn =
xn+1 − cos(ωh)xn

sin(ωh)
ω

. (1)

However, in this case it is better to use the (equivalent) matrix form, which is more straightforward:(
ωxn+1

pn+1

)
=

(
cos(ωh) sin(ωh)
− sin(ωh) cos(ωh)

)(
ωxn

pn

)
. (2)

It is interesting that in both above cases exact discretizations can be treated as deformations of the
simplest numerical schemes. If xn+1 = eahxn, then:

xn+1 − xn

δ1(h)
= axn , δ1(h) :=

eah − 1
a

, δ1(h) ≈ h for h→ 0 . (3)

Similarly, Equations (1) are equivalent to

xn+1 − 2xn + xn−1

(δ2(h))2 + ω2xn = 0 , pn =
xn+1 − xn−1

δ2(2h)
, δ2(h) =

2
ω

sin
ωh
2

, (4)

where δ2(h) ≈ h for h→ 0. The above concise expression for pn was overlooked in Reference [16].
These examples can be generalized to all linear ODEs with constant coefficients, see [3]. Indeed,

any linear ordinary differential equation, represented in a matrix form as

dxxx
dt

= Axxx + bbb , (5)

(where xxx = xxx(t) ∈ Rd, A is an invertible d× d matrix with constant real coefficients and bbb = const ∈ Rd)
admits the following exact discretization (see Reference [17], Th. 3.1):

xxxn+1 − xxxn = A−1(ehn A − I) (Axxxn + bbb) , (6)

where hn = tn+1 − tn and I is the unit matrix. Actually, the invertibility of A is not necessary. It is
better to use the function ϕ1 (see, e.g., Reference [18])

ϕ1(x) =
ex − 1

x
for x 6= 0 , ϕ1(0) = 1 , (7)

which is analytic also at x = 0. Therefore, the exact discretization of (5) can be expressed as

xxxn+1 − xxxn = hn ϕ1(hn A) (Axxxn + bbb) , (8)
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for any constant matrix A and constant vector bbb. Throughout this paper we will frequently use the
function ϕ1 and similarly defined function

tanhc(x) =
tanh(x)

x
for x 6= 0 , tanhc(0) = 1 . (9)

Both functions are analytic in the neighbourhood of x = 0.

3. Locally Exact Numerical Schemes

Exact discretizations can be used directly (e.g., in numerical integration of the Kepler problem [19],
wave equation [20] and Schrödinger equation [21]) but this area of their application is rather limited.
Here we present a more general approach in which exact integrators are used to modify and improve
numerical schemes [2,17].

Definition 1. A numerical scheme xxxn+1 = Φ(xxxn, hn) for an autonomous ODE ẋxx = F(xxx) is locally exact if
there exists a sequence x̄xxn such that x̄xxn − xxxn = O(hn) and the linearization of this scheme around x̄xxn is identical
with the exact discretization of the considered ODE linearized around x̄xxn (for any n).

As far as the sequence x̄xxn is considered, we often supress the index n and usually we confine
ourselves to three special cases. The simplest case (small oscillations) is when there is a stable
equilibrium at c̄cc (i.e., F(ccc) = 0 and F′(ccc) is positively definite) and we take x̄xx = c̄cc = const. In the
general case we usually take either x̄xx = 1

2 (xxxn + xxxn+1) (due to the symmetry and possible increase of
the scheme order) or x̄xx = xxxn which is an advantage when the computational cost is considered.

We illustrate this approach with the simplest example of a nonlinear oscillator:

ṗ = −V′(x) , ẋ = p , hence
1
2

p2 + V(x) = const . (10)

The following generalization of the discrete gradient method (see, e.g., Reference [22]),

pn+1 − pn

δn
=

V(xn)−V(xn+1)

xn+1 − xn
,

xn+1 − xn

δn
=

pn+1 + pn

2
, (11)

preserves the energy integral exactly (up to round-off errors) for an arbitrary function δn:

1
2

p2
n+1 + V(xn+1) =

1
2

p2
n + V(xn) . (12)

Here δn may depend on any variables, including xn, xn+1, pn and hn (if δn = h, the method
reduces to the standard discrete gradient scheme). Equation (12) can be immediately shown by cross
multiplying both Equations (11). Requiring local exactness one can derive the following formula for
δn [22]:

δn = hntanhc
hn
√

V′′(x̄n)

2
. (13)

If there is a stable equilibrium at x = c (i.e., V′(c) = 0 and V′′(c) > 0), we can take x̄n = c.
Although this scheme is locally exact only in a small neighbourhood of the stable euilibrium, it
performs quite well even for oscillations with much greater amplitude [12]. Taking x̄ = xn or x̄ =
1
2 (xn + xn+1) we obtain even more accurate schemes, known respectively as GR-LEX and GR-SLEX,
see References [17,22,23].

In this paper we consider autonomous systems of ordinary differential equations. In other words,
we confine ourselves to equations of the form

dxxx
dt

= F(xxx), (14)
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where xxx(t) ∈ Rd and F(xxx) ∈ Rd. Linearizing Equation (14) in the vicinity of a fixed x̄xx, we obtain

dξξξ

dt
= F′(x̄xx)ξξξ + F(x̄xx), (15)

where F′ (Jacobi matrix) is the Fréchet derivative of F and

ξξξ = xxx− x̄xx . (16)

The exact discretization of the linear Equation (15) can be easily derived:

ξξξn+1 = ehn F′(x̄xx)ξξξn + hn ϕ1(hnF′(x̄xx)) F(x̄xx) , (17)

where ξξξn = xxxn − x̄xx. If we put x̄xx = xxxn into (17) (thus x̄xx changes at every step), then ξξξn = 0 and we get:

xxxn+1 = xxxn + hn ϕ1(hnF′(xxxn))F(xxxn). (18)

This scheme was derived a long time ago as the exponential difference equation (see Reference [24],
formula (3.4)) or, more recently, as the exponential Euler method [9].

Below we present several examples of locally exact numerical schemes which were obtained
as modifications of several popular numerical integrators by replacing scalar h by a matrix δδδn and
requiring local exactness of the resulting integrator, see Reference [2]:

• Locally exact explicit Euler scheme:

xxxn+1 = xxxn + δδδnF(xxxn) , δδδn = hn ϕ1(hnF′(x̄xx)) . (19)

The choice x̄xx = xxxn yields the scheme (18), called EE-LEX in Reference [2].

• Locally exact implicit Euler schemes:

xxxn+1 = xxxn + δδδn F(xxxn+1) , δδδn = hn ϕ1(−hnF′(x̄xx)) . (20)

We have two natural options: x̄xx = xxxn (IE-LEX) and x̄xx = xxxn+1 (IE-ILEX), both of the second
order. IE-ILEX is slightly more accurate, but more expensive, see Reference [2].

• Locally exact implicit midpoint rules

xxxn+1 − xxxn = δδδn F
(

xxxn+1 + xxxn

2

)
, δδδn = hntanhc

hnF′(x̄xx)
2

. (21)

The most natural option is x̄xx = 1
2 (xxxn + xxxn+1) (the obtained numerical scheme will be called

IMR-SLEX) but choosing x̄xx = xxxn (IMR-LEX) we reduce the computational cost (because then
the matrix F′(x̄xx) is computed outside iteration loops) [2], see also Reference [25].

• Locally exact trapezoidal rules

xxxn+1 − xxxn = δδδn
F(xxxn+1) + F(xxxn)

2
, δδδn = hntanhc

hnF′(x̄xx)
2

. (22)
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Similarly as in the previous case we can take x̄xx = xxxn (obtaining less expensive scheme TR-LEX)
or x̄xx = 1

2 (xxxn + xxxn+1) (obtaining time-reversible scheme TR-SLEX)

The most important example (locally exact discrete gradient schemes for Hamiltonian systems) is
not included in this list for two reasons. First, the very formulation of this case in full generality is
quite complicated and it is better to consult original references [1,2,10]. Second, below we are going
to consider the case of the symmetric discrete gradients for systems possesing a Lyapunov function
which is a straightforward generalization of the Hamiltonian case.

Remark 1. The discrete gradient method and its modifications can be also directly applied to the so-called
M-systems popular in ecological modelling [26]. The obtained integrators preserve exactly all trajectories in the
two-dimensional phase space and the locally exact modification yields more accurate time dependence along the
trajectories, especially in the neighbourhood of the stable equilibrium.

4. Locally Exact Discretizactions for ODEs in the Linear Gradient Form

Definition 2. We say that an ordinary differential Equation (14) can be represented in the linear gradient form,
if there exists a matrix-valued function L and a scalar function H such that

dxxx
dt

= L(xxx) Hxxx , (23)

where Hxxx ≡ ∇H(xxx) is the gradient of H.

Linear gradient representations were introduced and discussed in Reference [14]. They exist for
many equations and are not unique. The crucial reason for their usefulness is the following property:

dH
dt

= 〈∇H | ẋxx〉 = 〈∇H | L∇H〉 , (24)

where the brackets denote a Euclidean scalar product in Rd. The following cases are special importance,
compare [14]:

• antisymmetric L implies H = const (including the subcase of Hamiltonian systems),

• L negatively (positively) definite (semidefinite) implies corresponding monotonicity of H.

The second case includes dissipative systems.

Definition 3. Discrete gradient ∇̄H is any function of xxxn and xxxn+1 such that

〈∇̄H | ∆xxx〉 = H(xxxn+1)− H(xxxn) , lim
yyy→xxx
∇̄H(xxx, yyy) = ∇H(xxx) , (25)

where, for brevity, we denoted ∇̄H = ∇̄H(xxxn, xxxn+1) and ∆xxx = xxxn+1 − xxxn. We say that the discrete gradient
is symmetric, if ∇̄H(xxxn+1, xxxn) = ∇̄H(xxxn, xxxn+1).

This definition and earlier references on discrete gradients can be found in Reference [14,27]. It
should be noted that discrete gradients are highly non-unique. The conditions (25) allow to recover
the property (24) in the discrete case, provided that we take a discretization of (23) of the form

xxxn+1 − xxxn = hnLn∇̄H(xxxn, xxxn+1) (26)

where Ln is any discretization of the matrix L (i.e., Ln → L in the continuum limit) and hn is a time
step (possibly variable). Indeed,

H(xxxn+1)− H(xxxn) = 〈∇̄H | ∆xxx〉 = hn〈∇̄H | Ln∇̄H〉 . (27)
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It is worth mentioning that yet another approach to the discrete gradient method for dissipative
systems with Lyapunov functions has been recently formulated in Reference [28].

In what follows we confine ourselves to the case L = const (then Ln = L), which is sufficient to
deal with the Duffing equation. The following theorem is a natural generalization of our results on
Hamiltonian systems [2].

Theorem 1. If an ordinary differential equation ẋxx = F(xxx) is represented in the linear gradient form (23), where
L = const, then the following modification of a symmetric discrete gradient scheme

xxxn+1 − xxxn = δδδnL∇̄H , δδδn = hntanhc
hnF′(x̄xx)

2
, (28)

is locally exact at x̄xx.

Proof. We are going to compute δδδn under assumption that it depends only on x̄xx and hn.
The linearization of (28) is given by

ξξξn+1 − ξξξn = δδδnL
(

Hxxx +
1
2

Hxxxxxx(ξξξn+1 + ξξξn)

)
, (29)

where Hxxx and Hxxxxxx are evaluated at x̄xx (Hxxxxxx is the Hessian matrix of H), and we took into account the
symmetry of ∇̄H (see Reference [2], Lemma 4.3). This assumption is essential, compare Reference [2],
Lemma 4.2 (by the way, we correct a misprint in this lemma: the factor 1/2 is not needed). Taking into
account F = LHxxx and F′ = LHxxxxxx we transform (29) into(

I − 1
2

δδδnF′
)

ξξξn+1 =

(
I +

1
2

δδδnF′
)

ξξξn + δδδnF , (30)

where F and F′ are evaluated at x̄xx. The scheme (28) is locally exact iff (30) coincides with (17).
It means that (

I − 1
2

δδδnF′
)

ehn F′ = I +
1
2

δδδnF′ , (31)

hn

(
I − 1

2
δδδnF′

)
ϕ1(hnF′) F = δδδnF . (32)

From Equation (31) we can compute δδδn which immediately yields (28). Moreover,(
I − 1

2
δδδnF′

)(
ehn F′ − I

)
= δδδnF′ , (33)

Hence, Equation (32) follows directly from Equation (31).

5. Discretizations of the Duffing Equation

In this section we consider free vibration of the Duffing oscillator with linear damping, see, (e.g.,
Reference [29]). The considered Duffing equation is given by:

ẋ = p , ṗ = x− x3 − ap . (34)

This is a special case of (14), where d = 2, xxx = (x, p) and

F(xxx) =

(
p

x− x3 − ap

)
. (35)
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This system has two stable equlibria: at x = 1 and x = −1. It is well known, see [14], that the
Duffing Equation (34) can be represented in the linear gradient form (23), namely

dxxx
dt

=

(
0 1
−1 −a

)(
x3 − x

p

)
. (36)

It means that in this case we have:

H(xxx) =
1
2

p2 − 1
2

x2 +
1
4

x4 and L =

(
0 1
−1 −a

)
. (37)

The matrix L is negatively semidefinite for a > 0 and (24) becomes

dH
dt

= −ap2 . (38)

Hence, the function H is (weakly) decreasing. Therefore, H is a Lyapunov function for the
Duffing equation.

In this paper we are going to test two known numerical schemes (implicit midpoint rule and
discrete gradient scheme) and their locally exact modifications, presented in Section 3 or derived in
Section 4 (where we assume hn = h = const and x̄ = xn):

• Implicit midpoint rule (IMR):

xn+1 − xn

h
=

pn+1 + pn

2
,

pn+1 − pn

h
=

(
xn+1 + xn

2

)
−
(

xn+1 + xn

2

)3
− a

pn+1 + pn

2
.

(39)

• Locally exact implicit midpoint rule (IMR-LEX), see (21):(
xn+1 − xn

pn+1 − pn

)
= h

(
tanhc

hA
2

)
F̃, (40)

where

F̃ =


pn+1 + pn

2

xn+1 + xn

2
−
(

xn+1 + xn

2

)3
− a

pn+1 + pn

2

 (41)

A ≡ F′(x̄, p̄) =

(
0 1
b −a

)
, b := 1− 3x̄2 , x̄ = xn . (42)

• Discrete gradient scheme (GR), compare (26):

xn+1 − xn

h
=

pn+1 + pn

2
,

pn+1 − pn

h
=

(
xn+1 + xn

2

)(
1−

x2
n+1 + x2

n

2

)
− a

pn+1 + pn

2

(43)
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The integrator GR exactly preserves the monotonicity of H determined by
Equation (38). Indeed,

H(xn+1, pn+1)− H(xn, pn) = −ah
(

pn+1 + pn

2

)2
. (44)

• Locally exact discrete gradient scheme GR-LEX, see (28):(
xn+1 − xn

pn+1 − pn

)
= h

(
tanhc

hA
2

)(
0 1
−1 −a

)
∇̄H (45)

where A is defined by (42) and

∇̄H =

( 1
4 (xn+1 + xn)(x2

n+1 + x2
n − 2)

1
2 (pn+1 + pn)

)
(46)

The implicit midpoint rule and the discrete gradient scheme (with a symmetric discrete gradient)
are of the second order. Locally exact modification leaves the order of the implicit midpoint rule
unchanged (IMR-LEX is of the second order) and increases the order of the discrete gradient method
(GR-LEX is of the third order).

Theorem 2. If A =

(
0 1
b −a

)
, then

h tanhc
hA
2

=

(
σ + a2χ aχ

abχ σ

)
, (47)

where

σ =

2√
∆

sinh
h
√

∆
2

1
2

(
cosh

h
√

∆
2

+ cosh
ah
2

) , χ =

2√
∆

sinh
h
√

∆
2
− 2

a
sinh

ha
2

b

(
cosh

h
√

∆
2

+ cosh
ah
2

) , (48)

and, finally, ∆ = a2 + 4b.

Proof. Eigenvalues of the matrix A satisfy: λ2 + aλ− b = 0, hence:

λ1 = − a
2
+

√
b +

a2

4
, λ2 = − a

2
−
√

b +
a2

4
. (49)

Moreover, by the Cayley-Hamilton theorem, A2 = b− aA. Therefore, any function analytic in A
is a linear combination of the unit matrix and A. In particular:

h tanhc
hA
2

= f (h) + Ag(h) , (50)

where f and g are scalar functions to be determined. The eigenvectors are defined by Av1 = λ1v1 and
Av2 = λ2v2. Acting with both sides of (50) on the eigenvectors v1 and v2, we get:

(2/λ1) tanh(hλ1/2)− f (t)− λ1g(t) = 0 , (2/λ2) tanh(hλ2/2)− f (t)− λ2g(t) = 0 . (51)
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Hence:

f (h) =

2λ1

λ2
tanh

hλ2

2
− 2λ2

λ1
tanh

hλ1

2
λ1 − λ2

, g(h) =

2
λ1

tanh
hλ1

2
− 2

λ2
tanh

hλ2

2
λ1 − λ2

. (52)

Then,

h tanhc
hA
2

= f + Ag =

(
f g

bg f − ag

)
. (53)

Finally, defining χ = g/a and σ = f − ag, substituting (52), and changing exponentials to
hyperbolic functions, we get (47) and (48) by straightforward computation.

One of the main advantages of the discrete gradient method is preservation of the monotonicity
of H (in other words, after the discretization H remains a Lyapunov function). It is not obvious
that this property holds after the locally exact modification (the new matrix L is rather complicated).
Fortunately, the following theorem shows that this property survives.

Theorem 3. The numerical scheme GR-LEX (45) preserves monotonicity of the function H (37): the difference
H(xn, pn)− H(xn+1, pn+1) has the same sign as the parameter a.

Proof. The locally exact discrete gradient method is of the form (26), where hn = h and

hnLn =

(
−aχ σ

−σ abχ− aσ

)
, (54)

which follows by substituting (48) into (45). Then, (27) becomes

H(xxxn+1)− H(xxxn) = −a
(

χ(∇̄x H)2 + (σ− bχ)(∇̄p H)2
)

, (55)

where ∇̄x H and ∇̄p H are components of ∇̄H given by (46). The coefficient by (∇̄pH)2 turns out to
have a nice form:

σ− bχ =

2√
∆

sinh
h
√

∆
2

+
2
a

sinh
ha
2

cosh
h
√

∆
2

+ cosh
ah
2

, (56)

and one can immediately see that σ− bχ > 0 for any a and b (although in some cases it may become
infinite). Indeed, in the case ∆ > 0 it follows from the positivity of functions cosh(x) and sinhc(x),
while for ∆ < 0 we have to take into account that for any x and y we have: cosh(x) > | cos(y)| and
sinhc(x) > |sinc(y)|. Also χ is a positive function of a and b, which can be shown in a similar way.
One should remember that sinhc(x) is an increasing function for positive x.

6. Numerical Experiments

In numerical tests we compared four numerical algorithms for the Duffing Equation (34) (with
a = 0.3), presented in Section 5: implicit midpoint rule (IMR), discrete gradient scheme (GR), locally
exact implicit midpoint rule (IMR-LEX) and locally exact discrete gradient scheme (GR-LEX). In all
cases, the time step h = 0.001 was selected and solutions were computed on the interval 0 < t < 30,
where t = nh. As a substitute of the exact solution we took numerical sequence generated by the
six-stage fifth-order Dormand-Prince method with the time step h = 0.001.
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We present performance of these numerical methods in two cases: a generic case (when trajectories
start far from the stable equilibria), represented by initial conditions x0 = 2.16, p0 = 4.3, and a
neighbourhood of the stable equilibrium x = 1, represented by initial conditions x0 = 1/

√
2, p0 = 0.05.

Errors of the methods were measured with respect to the Dormand-Prince solution.
The locally exact modification is not very useful in the case of the implicit midoint rule for generic

initial conditions. In fact it even worsens the performance of the algorithm, see Figure 1. The accuracy
of the discrete gradient scheme for the same initial conditions is improved by about 3 orders of
magnitude, see Figure 2. The situation changes for trajectories in the vicinity of the stable equilibrium.
Here locally exact modifications improve both algorithms, although the improvement is much greater
in the case of the discrete gradient scheme, compare Figure 3 with Figure 4. The advantage of the
GR-LEX method in comparison to IMR-LEX is clearly shown at Figures 5 and 6.

Figure 1. Errors of IMR-LEX (black) compared to errors of IMR (red) for generic initial conditions
x0 = 2.16, p0 = 4.3.

Figure 2. Errors of GR-LEX (black) compared to errors of GR (red) for generic initial conditions
x0 = 2.16, p0 = 4.3.
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Figure 3. Errors of IMR-LEX (black) compared to errors of IMR (red) near equilibrium: x0 = 1/
√

2,
p0 = 0.05.

Figure 4. Errors of GR-LEX (black) compared to errors of GR (red) near equilibrium: x0 = 1/
√

2,
p0 = 0.05.

Figure 5. Errors of GR-LEX (black) and errors of IMR-LEX (red) for generic initial conditions x0 = 2.16,
p0 = 4.3.
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Figure 6. Errors of GR-LEX (black) compared to errors of IMR-LEX (red) near equilibrium: x0 = 1/
√

2,
p0 = 0.05.

7. Concluding Remarks

We studied two locally exact integrators for the Duffing equation: locally exact discrete gradient
scheme (GR-LEX) and locally exact implicit midpoint rule (IMR-LEX). The first one has two important
advantages. It is of the third order (hence more accurate than GR and IMR schemes) and it preserves the
geometric properties of the Duffing equation (the discretized Lapunov function is strictly monotonic,
exactly as in the continuous case).

Numerical experiments confirm the enhanced accuracy of the GR-LEX scheme for all studied
initial conditions. On the other hand, IMR-LEX is, in general, of similar accuracy as unmodified IMR
(in the same time being more expensive). However, for initial conditions in a neighbourhood of the
stable equilibrium, this method becomes much more accurate that IMR (we claim that this is a feature
of any locally exact scheme).
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22. Cieśliński, J.L.; Ratkiewicz, B. Improving the accuracy of the discrete gradient method in the one-dimensional
case. Phys. Rev. E 2010, 81, 016704. [CrossRef]
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