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Abstract: The artificial bee colony (ABC) algorithm is a prominent swarm intelligence technique
due to its simple structure and effective performance. However, the ABC algorithm has a slow
convergence rate when it is used to solve complex optimization problems since its solution search
equation is more of an exploration than exploitation operator. This paper presents an improved ABC
algorithm for solving integer programming and minimax problems. The proposed approach employs
a modified ABC search operator, which exploits the useful information of the current best solution
in the onlooker phase with the intention of improving its exploitation tendency. Furthermore,
the shuffle mutation operator is applied to the created solutions in both bee phases to help the
search achieve a better balance between the global exploration and local exploitation abilities and
to provide a valuable convergence speed. The experimental results, obtained by testing on seven
integer programming problems and ten minimax problems, show that the overall performance of
the proposed approach is superior to the ABC. Additionally, it obtains competitive results compared
with other state-of-the-art algorithms.

Keywords: artificial bee colony; swarm intelligence; shuffle mutation operator; integer programming
problems; minimax problems; global optimization

1. Introduction

A wide variety of problems from different areas can be formulated as integer pro-
gramming and minimax problems. Some applications in which integer programming
problems appear are system-reliability design, scheduling, capital budgeting, warehouse
location, portfolio analysis, automated production systems, mechanical design, transporta-
tion and cartography [1–5]. Furthermore, minimax optimization problems are found in
many applications, such as optimal control, engineering design, game theory, signal and
data processing [6–10].

Since integer programming is known to be NP-hard, solving these problems is con-
sidered a challenging task. Dynamic programming and branch-and-bound (BB) are well-
known exact integer programming methods [11,12]. These methods divide the feasible
region into smaller sub-regions or problems into sub-problems. The main drawback of dy-
namic programming is that the amount of computation necessary for an optimal solution
exponentially grows as the number of variables rises. Branch-and-bound techniques have
a high computational cost when solving large-scale problems that require the exploration
of a search tree containing hundreds of nodes [11].

Metaheuristic optimization algorithms provide high-quality solutions in an acceptable
amount of time. These techniques do not make any presumptions about the problem
and can be used to solve a broad class of challenging optimization problems [13–18].
One of the most notable classes of metaheuristics, swarm intelligence (SI) algorithms,
has foundations in imitating the collective behavior of biological agents. Particle swarm
optimization (PSO) [19], artificial bee colony (ABC) [20], harmony search (HS) [21], firefly
algorithm (FA) [22], gravitational search algorithm (GSA) [23], cuckoo search (CS) [24],
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whale optimization algorithm (WOA) [25] and bat algorithm (BA) [26] are some of the
notable SI algorithms. In the last two decades, many SI algorithms were applied to solve
integer programming problems. For instance, the PSO was employed to solve integer
programming problems in [2]. On standard test problems, the PSO outperformed the
branch-and-bound method in most cases.

Sequential quadratic programming (SQP) and smoothing techniques are common
strategies for solving minimax problems [6]. These methods perform local minimization
and require derivatives information for the objective function, which in most applications
are not analytically available. Furthermore, SQP and smoothing techniques struggle to
achieve satisfactory solutions when the objective function is discontinuous. On the other
hand, metaheuristics are problem-independent optimization methods. Search operators of
these methods use some randomness, which enables the algorithm to move away from
a local optimum to search on a global scale [27]. Hence, metaheuristic optimization
algorithms are considered an adequate alternative for minimax problems.

Since their invention, the original variants of metaheuristic algorithms have been
modified to improve their performances. In [28], a memetic PSO algorithm that integrates
local search methods to the basic PSO was developed. The local and global variants
of the memetic PSO scheme were tested to solve minimax and integer programming
problems. The experimental results showed that the memetic PSO outperformed the
corresponding variants of the PSO algorithm in the majority of benchmarks. A hybrid
cuckoo search algorithm with the Nelder Mead method, named HCSNM, for solving integer
programming and minimax problems is proposed in [29]. In [29], it was concluded that the
use of the Nelder Mead method enhances the convergence speed of the basic CS technique.
A hybrid bat algorithm (HBDS) to solve integer programming is proposed in [30]. The
HBDS incorporates direct search methods in the BA to enhance the intensification ability
of the BA. Recently, a new hybrid harmony search algorithm with the multidirectional
search method, called MDHSA, is developed to enhance the performance of the standard
HS algorithm for solving integer programming and minimax problems [31].

The efficiency of the basic ABC algorithm for integer programming problems was
investigated in [11]. To our knowledge, the ABC is not tested on a minimax test function
in any of the studies. Therefore, investigating the performance of the standard ABC
algorithm for solving minimax problems and proposing suitable modifications with the
aim to further improve its performance for integer programming and minimax problems is
a research problem.

Motivated by these reasons, this paper presents a shuffle-based artificial bee colony
algorithm (SB-ABC) for solving integer programming and minimax problems. Although
ABC has achieved success in different research fields, it was noticed that the exploitation
ability of the ABC is deficient because of a randomly picked neighborhood food source in
its solution search equation [32]. Therefore, the ABC algorithm has a slow convergence
rate when it is applied to solve complex optimization problems. In order to enhance the
exploitation ability of the ABC algorithm, the proposed approach employs a modified
ABC search operator, which exploits the useful information of the current best solution
in the onlooker phase. Furthermore, in certain iterations, the shuffle mutation operator
is applied to the newly created solutions in both bee phases. In that way, the proposed
algorithm provides useful diversity in the population, which is crucial in finding a good
balance between exploitation and exploration. The SB-ABC algorithm is tested on seven
integer programming problems and ten minimax problems. The obtained results for
integer programming problems are compared to those of the ABC, BB method and 12 other
metaheuristics. For minimax problems, the achieved results are compared to those of the
ABC, SQP method and 11 other algorithms. Experimental results indicated that the SB-ABC
algorithm obtained highly competitive results in comparison with the other algorithms
presented in the literature.

The paper is organized as follows. In Section 2, definitions of minimax and integer
programming problems are given. The standard ABC is presented in Section 3. The
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proposed shuffle-based artificial bee colony approach is explained in Section 4. In Section 5,
the optimization results are presented and analyzed. In Section 6, the influence of the
proposed modifications on the performance of the SB-ABC algorithm is discussed. Section 7
provides concluding remarks.

2. Problem Statements

An integer programming problem is a discrete optimization problem where all of the
variables are limited to integer values. A general integer programming problem can be
stated as [11]:

min f (x), x ∈ S ⊆ Zn (1)

where S is the feasible region and Z denotes the set of integers. A problem where some
variables are constrained to integers while some variables are not is a mixed integer
programming problem. A special instance of the integer programming problem is that in
which the variables are restricted to be either 0 or 1. This case is called the 0–1 programming
problem or the binary integer programming problem.

Minimax optimization deals with a composition of an inner maximization problem
and an outer minimization problem. A general form of the minimax problem can be stated
as [31]:

min F(x) (2)

where
F(x) = max fi(x), i = 1, . . . , m (3)

with fi(x): S ⊂ Rn → R, i = 1, . . . , m.
Furthermore, a nonlinear programming problem, with inequality constrains, of the

form

min F(x),

gi(x) ≥ 0, i = 1, . . . , m,
(4)

can be transformed to minimax problems as follows:

min max fi(x), i = 1, . . . , m (5)

where

f1(x) = F(x),

fi(x) = F(x)− αi · gi(x)

αi > 0

(6)

for i = 2, . . . , m. It has been shown that when αi is large enough, the optimum point of
the minimax problem coincides with the optimum point of the nonlinear programming
problem [6].

3. Artificial Bee Colony Algorithm

Foraging behavior of a honey bee swarm motivated the development of the ABC
algorithm [20]. The population of artificial bees is made of employed bees, onlooker bees
and scout bees. One-half of the population consists of employed bees. Onlookers and
scouts make the other half of the population. In the basic ABC, each food source represents
a possible solution for the problem, and the number of the employed bees is equal to the
number of food sources. All bees that are presently exploiting a food source are employed
bees. The onlooker bees aim to choose promising food sources from those discovered by
the employed bees according to the probability proportional to the quality of the food
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source. After the selection of the food source, the onlookers further seek food in the vicinity
of the selected food source. The scout bees are transformed from several employed bees
that abandon their unpromising food sources to seek new ones.

The control parameters of the basic ABC algorithm are the size of the population (SP),
which is equal to the sum of employed and onlooker bees, the maximum cycle number
(MCN), and parameter limit, which represents the number of trials for abandoning the
food source. In the initialization phase, the ABC creates randomly distributed initial
population, which includes SP solutions. Following this step, three phases—employed,
onlooker and scout—are repeated for a certain number of iterations. After each iteration,
the best-discovered solution is saved.

Each employed bee seeks a better food source in the employed phase. The search
operator used to create a novel food source vi from the old one xi is given by:

vij = xij + ϕ · (xij − xl j) (7)

where j is arandomly picked index of a parameter, xl is a randomly selected food source
that is different from xi and ϕ is a uniform random number between (−1, 1). Greedy
selection between old and new food sources decides whether the old food source will be
replaced by the new one.

In the onlooker phase, each onlooker bee chooses a food source according to the
probability that is proportional to the fitness value. The same search strategy, which is
given by Equation (7), is used to generate a candidate food source from the picked one.
Greedy selection between old and new food sources decides whether the old food source
(solution) will be updated. In the scout phase, a solution that can not be updated through a
predetermined number of trials is replaced with a randomly created solution.

Many variants of ABC for solving continuous optimization problems were pro-
posed [33–40]. For instance, an enhanced version of ABC, which introduces modifications
related to elite strategy and dimension learning, is invented in [33]. The ABC variant, which
uses novel search strategies in employed and onlooker bee phases, is developed in [34].
In [35], a hybrid method, which combines firefly and multi-strategy ABC, is developed for
solving numerical optimization problems. An enhanced ABC based on the multi-strategy
fusion is ABC variant and is proposed to improve the search ability of ABC with a small
population [40].

Although the standard ABC was initially invented for continuous optimization prob-
lems, the modified variants have also been proposed for combinatorial and discrete prob-
lems [41–46]. Akay and Karaboga modified the ABC algorithm in order to solve integer
programming problems. In this version of the ABC, a new control parameter called modi-
fication rate (MR) is employed in its solution search strategy [11]. The modification rate
parameter controls the possible modifications of optimization parameters. In [41], an ABC
algorithm with a modified choice function for the traveling salesman problem is developed.
Two novel ABC algorithms in which a multiple colonies strategy is adopted are proposed
to solve the vehicle routing problem [43]. The ABC technique that integrates the initial
solutions, an elitism strategy, recovery and local search schemes is a newly developed
variant of ABC for solving the operating room scheduling problem [45]. An improved ABC
algorithm for solving the strength–redundancy allocation problem is presented in [46]. In
general, application fields of the ABC method are data mining, neural networks, image
processing, cryptanalysis, data clustering and engineering [47–53].

4. The Proposed Approach: SB-ABC

Important characteristics of each metaheuristic algorithm are exploitation and ex-
ploration [54]. Exploitation refers to the process of visiting areas of a search space in
the neighborhood of previously found satisfactory solutions. Exploration is the process
of generating solutions with ample diversity and far from the current solutions. A bal-
anced combination of these conflicting processes is essential for successful optimization
performance. According to Equation (7), the new individual is generated by moving the
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old solution to a randomly picked solution, and the direction of the search is random.
Consequently, the solution search equation given by Equation (7) has good exploration
tendency, but it is not promising at exploitation. Since too much exploration tends to de-
crease the convergence speed of the algorithm [35], the proposed approach uses modified
ABC search equations in employed and onlooker bee phases. To obtain useful diversity
in the population, in each bee phase, the shuffle mutation operator is applied to new
candidate solutions.

To create a new solution vi from the solution xi in the employed bee phase, the
SB-ABC algorithm uses a search strategy that is described by [11]:

vij =

{
xij + ϕi · (xij − xkj) , if Rij < MR
xij , otherwise

(8)

where j ∈ {1, 2, . . . , D} and D is the number of optimization parameters or dimensions
of the problem. In Equation (8), xk is a randomly selected food source that is different
from xi, ϕi is a uniform random number between (−1, 1), Rij is a randomly chosen real
number in range (0, 1) and MR is modification rate control parameter whose value is in
the range (0, 1). A higher value of the MR parameter will enable more parameters to be
changed in the parent solution with the aim to increase the convergence speed of the basic
ABC algorithm.

In the onlooker bee phase of the SB-ABC algorithm, the solutions are chosen according
to the probability, which is given by [51]:

pi = 0.9 · ( f iti/max f it) + 0.1 (9)

where the best fitness value in the population is denoted by maxfit, while f iti marks the
fitness value of the ith solution.

Inspired by the variant of the ABC proposed to solve numerical optimization, gbest-
guided artificial bee colony (GABC) algorithm [55], we modify the search equation de-
scribed by Equation (8) as follows:

vij =

{
xij + ϕij · (xij − xkj) + φij · (yj − xij) , if Rij < MR
xij , otherwise

(10)

where j ∈ {1, 2, . . . , D} and D is the number of optimization parameters, i.e., dimension of
the problem. In Equation (10), vi is a new candidate solution, xi is parent solution, ϕij is a
uniform random number in range (−1, 1), φij is a uniform random number in the segment
[0, 1.5], xk is a randomly selected food source that is different from xi, yj is the jth parameter
of the best solution found so far, and Rij is a randomly chosen real number within (0,1).
According to Equation (10), the third term can move the new potential solution towards
the global best solution. Hence, the modified search strategy given by Equation (10) can
enhance the exploitation tendency of the basic ABC algorithm.

The right amount of population diversity is of great significance in achieving a proper
balance between exploitation and exploration. In the SB-ABC algorithm, the exploitation
is increased by using the modified search equation in the onlooker bee phase. Thus, the
differences among individuals of a population are decreased since the search process is
quite focused on a local region of good solutions. To promote diversity at certain stages
of the search process, a new parameter called random permutation production interval
(RPPI) is introduced in the SB-ABC. This parameter is used as follows: after each RPPIth
cycle, the shuffle mutation operator is applied to new candidate solutions at employed
and onlooker bee phases. The shuffle mutation is a mutation operator where the mutated
solution takes the components of the original solution, applying a permutation to them [56].
Usage of the shuffle mutation operator enables a better exploration of solutions but only
every RPPI iterations.
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The proposed approach computes a value triali for each solution xi during the search
process. A value triali characterizes the non-advanced number of the solution xi used
for the abandonment. In the scout phase of the SB-ABC algorithm, one solution with the
highest trial value that is greater than the value of limit control parameter, if such solution
occurs, is exchanged with a randomly generated solution.

The pseudo-code of the employed bee phase is presented in Algorithm 1, while the
procedure of the onlooker bee phase is described in Algorithm 2. The input of Algorithm 1
involves the current solutions xi with corresponding values triali, i = 1, 2, . . . , SP/2, current
cycle value, values of MR and RPPI parameters, and the objective function f . The output
of Algorithm 1 is the updated population of solutions xi and triali values, i = 1, 2, . . . , SP/2,
which will be employed in the onlooker bee phase. The input of Algorithm 2 includes
the current population of solutions xi with corresponding values triali, i = 1, 2, . . . , SP/2,
current cycle value, values of MR and RPPI parameters, and the objective function f .
The output of Algorithm 2 is the updated population of solutions xi and triali values,
i = 1, 2, . . . , SP/2, which will be used in the next iteration. The pseudo-code of the SB-ABC
algorithm is presented in Algorithm 3. The input of Algorithm 3 includes the values of SP,
MCN, MR, limit and RPPI control parameters and the objective function f . The output of
Algorithm 3 is the best solution found.

It is important to mention that the proposed approach SB-ABC introduces two modifi-
cations in comparison with the ABC algorithm adjusted for integer programming problems:
use of the modified ABC search operator described by Equation (10) and the application
of the shuffle mutation operator. The crucial difference between these two approaches
consists in the different balance of exploitation and exploration. Exploitation is enhanced
in the onlooker phase by applying the global best solution to guide the search process.
Useful diversity of the population and better exploration of solutions is achieved on the
global level by applying the shuffle mutation operator every RPPIth iteration.

The SB-ABC algorithm employs three specific control parameters to manage the
search process: modification rate MR, limit and RPPI, which determines the cycles in
which the shuffle mutation operator is applied to candidate solutions. It also uses
standard control parameters for all population-based metaheuristics, the population size
and maximum number of cycles. In order to solve the integer programming problems,
the SB-ABC rounds the parameter values to the closest integer after evolution according
to Equations (8) and (10). Solutions were also rounded after the initialization phase and
scout phase of the algorithm. Therefore, they were considered as integer numbers for
all operations.

Algorithm 1 Employed bee phase of the SB-ABC algorithm

for i = 1 to SP/2 do
Create candidate solution vi for xi by Equation (8);
if (cycle mod RPPI = 0) then

Create a random permutation rp of {1, 2, . . . , D};
for j = 1 to D do

vi,j = vi,rpj ;
end for

end if
Evaluate the solution vi;
if f (vi) < f (xi) then

xi = vi;
triali = 0;

else
triali = triali + 1;

end if
end for



Mathematics 2021, 9, 1211 7 of 20

Algorithm 2 Onlooker bee phase of the SB-ABC algorithm

for i = 1 to SP/2 do
Calculate the probability pi by Equation (9);

end for
t = 1;
i = 1;
while (t ≤ SP/2) do

if (rand(0, 1) < pi) then
t = t + 1;
Create candidate solution vi for xi by by Equation (10);
if (cycle mod RPPI = 0) then

Create a random permutation rp of {1, 2, . . . , D};
for j = 1 to D do

vi,j = vi,rpj ;
end for

end if
Evaluate the solution vi;
if f (vi) < f (xi) then

xi = vi;
triali = 0;

else
triali = triali + 1;

end if
end if
i = i + 1;
if (i = SP/2) then

i = 1;
end if

end while

Algorithm 3 Pseudo-code of the SB-ABC algorithm

Initial control parameters of the SB-ABC;
Generate initial population of solutions xi, i = 1, 2, . . . , SP/2 randomly in the search
space;
Calculate objective function value of each solution xi, i = 1, 2, . . . , SP/2;
Set triali = 0, i = 1, 2, . . . , SP/2;
cycle = 0;
repeat

Execute Algorithm 1;
Execute Algorithm 2;
One solution with the highest trial value that is greater than the abandonment thresh-
old, if such solution occurs, is exchanged with a randomly generated solution;
Save the current best solution;
cycle = cycle + 1;

until (cycle = MCN)

5. Experimental Study

The performance of the SB-ABC algorithm is evaluated through seven integer pro-
gramming problems and ten minimax problems widely used in the literature. The proposed
algorithm is implemented in Java, and it was run on a PC with an Intel(R) Core(TM) i5-4460
3.2 GHz processor. In order to show the efficiency of the SB-ABC algorithm, it is compared
with several algorithms that were previously applied to solve these problems. In the next
subsections, brief descriptions of the used benchmark problems and results of a comparison
between the SB-ABC and other state-of-the-art approaches are presented.
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5.1. Benchmark Problems

In this section, the integer programming and minimax optimization test problems
are described. To test the performance of the SB-ABC algorithm on integer programming
problems, seven problems widely used in the literature are employed. The mathematical
models of these problems can be found in [11,28,31]. These problems are presented below:
Test problem FI1 is defined in [28]:

FI1(x) = |x1|+ |x2|+ . . . + |xD|

where D is the dimension of the problem or number of optimization parameters. The
global minimum is FI1(x∗) = 0.
Test problem FI2 is defined in [28]:

FI2(x) = xTx =
[
x1 x2 . . . xD

]


x1
x2
...

xD


where D is the dimension of the problem. The global minimum is FI2(x∗) = 0.
Test problem FI3 is defined in [28]:

FI3(x) = −
[
15 27 36 18 12

]
x + xT


35 −20 −10 32 −10
−20 40 −6 −31 32
−10 −6 11 −6 −10
32 −31 −6 38 −20
−10 32 −10 −20 31

x

The global minimum is FI3(x∗) = −737.
Test problem FI4 is defined in [28]:

FI4(x) = (9x2
1 + 2x2

2 − 11)2 + (3x1 + 4x2
2 − 7)2

The global minimum is FI4(x∗) = 0.
Test problem FI5 is defined in [28]:

FI5(x) = (x1 + 10x2)
2 + 5(x3 − x4)

2 + (x2 − 2x3)
4 + 10(x1 − x4)

4

The global minimum is FI5(x∗) = 0.
Test problem FI6 is defined in [28]:

FI6(x) = 2x2
1 + 3x2

2 + 4x1x2 − 6x1 − 3x2

The global minimum is FI6(x∗) = −6.
Test problem FI7 is defined in [28]:

FI7(x) = −3803.84− 138.08x1 − 232.92x2 + 123.08x2
1 + 203.64x2

2 + 182.25x1x2

The global minimum is FI7(x∗) = −3833.12.
To investigate the efficiency of the SB-ABC algorithm on minimax problems, ten

benchmark functions are considered [6,28,31]. These benchmarks are presented as follows:
Test problem FM1 is defined in [31,57]:

FM1(x) = max fi(x), i = 1, 2, 3
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f1(x) = x2
1 + x4

2

f2(x) = (2− x1)
2 + (2− x2)

2

f3(x) = 2exp(−x1 + x2)

The desired error goal for this problem is FM1(x∗) = 1.9522245.
Test problem FM2 is defined in [31]:

FM2(x) = max fi(x), i = 1, 2, 3

f1(x) = x4
1 + x2

2

f2(x) = (2− x1)
2 + (2− x2)

2

f3(x) = 2exp(−x1 + x2)

The desired error goal for this problem is FM2(x∗) = 2.
Test problem FM3 is defined in [6,57]:

FM3(x) = x2
1 + x2

2 + 2x2
3 + x2

4 − 5x1 − 5x2 − 21x3 + 7x4

g2(x) = −x2
1 − x2

2 − x2
3 − x2

4 − x1 + x2 − x3 + x4 + 8

g3(x) = −x2
1 − 2x2

2 − x2
3 − 2x2

4 + x1 + x4 + 10

g4(x) = −x2
1 − x2

2 − x2
3 − 2x1 + x2 + x4 + 5

The desired error goal for this problem is FM3(x∗) = –40.1.
Test problem FM4 is defined in [31]:

FM4(x) = max fi(x), i = 1, 2

f1(x) = |x1 + 2x2 − 7|
f2(x) = |2x1 + x2 − 5|

The desired error goal for this problem is FM4(x∗) = 10−4.
Test problem FM5 is defined in [31]:

FM5(x) = max fi(x)

fi(x) = |xi|, i = 1, . . . , 10

The desired error goal for this problem is FM5(x∗) = 10−4.
Five other test problems were selected from [57]. The name of the minimax benchmark

problems, the dimension of the problem, the number of fi(x) functions and desired error
goal are reported in Table 1.

Table 1. Properties of the minimax test problems FM1–FM10.

Function Dimension (D) # fi(x) Desired Error Goal

FM1 (CB2) 2 3 1.9522245
FM2 2 3 2
FM3 (Rosen-Suzuki) 4 4 –40.1
FM4 2 2 10−4

FM5 10 10 10−4

FM6 (SPIRAL) 2 2 10−4

FM7 (Polak 6) 4 4 −40.1
FM8 (Wong 1) 7 5 680.9
FM9 (OET6) 4 21 0.1
FM10 (Filter) 9 41 0.61852848 · 10−2
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5.2. The General Performance of the SB-ABC for Integer Programming Problems

Because the SB-ABC is an improved variant of the ABC, in this section, a comparison
between the SB-ABC and ABC algorithm adjusted to solve integer programming problems
through seven integer programming problems is presented. The common traditional
technique, the branch-and-bound (BB) method, is also included in the comparison with the
proposed approach.

The preliminary testing of the SB-ABC was done with the aim of obtaining suitable
combinations of parameter values. The SP parameter was set to 20. This value was detected
to be a proper selection for all executed tests. The increasing value of this control parameter
will increase the computational cost without any enhancement in the reached results. Our
tests verified the previous reasoning that a value 0.8 for the MR parameter is a good
choice for solving these optimization problems [11]. Additionally, it was experimentally
determined that a value of 50 for the parameter limit and a value of 3 for the parameter
RPPI are suitable for the SB-ABC algorithm. It was observed that significantly lower or
higher values of the limit parameter can deteriorate the obtained results. Higher values of
the RPPI parameter would lead to the less frequent use of the shuffle mutation operator
and consequently weaker performance of the SB-ABC algorithm. In the SB-ABC, during
the initialization step, SP/2 solutions are evaluated, and there are SP/2 employed bees,
SP/2 onlookers and a maximum of one scout bee per iteration. Therefore, the maximum
number of function evaluations for the SB-ABC is SP/2 + (SP + 1) ·MCN. The maximum
number of function evaluations executed by the SB-ABC for all benchmarks was set to
20,000 and the SB-ABC was terminated when the global minimum was reached.

The results of the BB method and ABC algorithm were taken from their original
papers [2,11]. For these comparisons, in the BB method and ABC algorithm, the maximum
number of function evaluations was set to 25,000. When an accuracy of 10−6 was achieved,
these methods were terminated. The BB method, ABC and SB-ABC algorithms are conducted
for 30 independent runs for each benchmark problem.

The following metrics are used to estimate the performances of the BB, ABC and
SB-ABC. The convergence speed of each algorithm is compared by recording the mean
number of function evaluations (mean) required to reach the acceptable value. If the mean
value is smaller, the convergence speed is faster. Since SI algorithms are stochastic, the
obtained mean results are not the same in each run. To examine the stability of each method,
standard deviation (SD) values are measured. The performance of an algorithm is more
stable if the standard deviation value is lower. The success rate (SR) is used as a metric for
robustness or reliability of methods. This rate is defined as the ratio of successful runs in
the total number of executed runs. A run is considered successful if an algorithm obtains
a solution for which the value of the objective function is less than the corresponding
acceptable value. If the value of SR is greater, the reliability of the algorithm is better. In
Table 2, the mean, corresponding standard deviation (SD) values and SR values of the
BB method, ABC and SB-ABC for the benchmark problems FI1 with 5, 10, 15, 20, 25 and
30 variables and test problems FI2–FI7 over 30 runs are given. The best mean results are
indicated in bold.

As shown in Table 2, with respect to the SR results reached by these methods, the
SB-ABC performs the most reliably since, for each test case, the obtained SR result of the
SB-ABC is 100%. The BB method performance is less robust than the SB-ABC for problem
FI1 with 30 variables, since it achieved only 14 successful runs out of 30, while in the
remaining test cases, both approaches obtained the same SR results. The SB-ABC and ABC
algorithms obtained the same SR results on all test problems, with the exception of problem
FI3, where the ABC performance was less robust. With respect to the mean results, from
Table 2, it can be observed that the SB-ABC performs better than its rivals in the majority
of cases. To be exact, the SB-ABC is better than the BB method and ABC in 12 and 11 test
cases, respectively. On the other hand, the BB method has better mean results for problem
FI2, while the ABC outperformed the SB-ABC for test functions FI5 and FI7. With respect
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to the standard deviation results, from Table 2, it can be seen that the SB-ABC performance
is more stable than the BB and ABC methods in most cases.

Table 2. Comparison results of the BB method, ABC and SB-ABC for the FI1–FI7 integer program-
ming problems.

BB ABC SB-ABC

Prob D Mean SD SR Mean SD SR Mean SD SR

FI1 5 1167.83 659.8 30/30 376 64.6 30/30 216.0 62.05 30/30
10 5495.8 1676.3 30/30 727.3 64.4 30/30 381.33 51.62 30/30
15 10,177.1 2393.4 30/30 974 60.5 30/30 508.67 65.05 30/30
20 16,291.3 3797.9 30/30 1275.3 97.7 30/30 624.0 86.01 30/30
25 23,689.7 2574.2 20/30 1554.7 108.6 30/30 725.33 93.94 30/30
30 25,908.6 755.5 14/30 1906 129.9 30/30 796.67 77.13 30/30

FI2 5 139.7 102.6 30/30 449.3 56.7 30/30 239.33 52.53 30/30
FI3 2 4185.5 32.8 30/30 13850 6711.3 24/30 3916.67 1773.67 30/30
FI4 4 316.9 125.4 30/30 240.7 79.4 30/30 90.0 62.34 30/30
FI5 2 2754 1030.1 30/30 193.3 53.5 30/30 421.33 163.62 30/30
FI6 2 211 15 30/30 258.7 113.6 30/30 140.67 57.38 30/30
FI7 2 358.6 14.7 30/30 106.7 44.8 30/30 177.33 130.20 30/30

5.3. Comparison against Other State-of-the-Art Algorithms for Integer Programming Problems

To further demonstrate the efficiency of the SB-ABC, it is benchmarked against 12
other metaheuristic algorithms that were previously successfully used to solve integer pro-
gramming problems. These algorithms are the basic PSO and its four variants RWMPSOg,
RWMPSOl, PSOg, PSOl [28], standard cuckoo search (CS), firefly algorithm (FA), gravita-
tional search algorithm (GSA), whale optimization algorithm (WOA), hybrid cuckoo search
algorithm with Nelder Mead method (HCSNM) [29], hybrid bat algorithm (HBDS) [30]
and the recently proposed hybrid harmony search algorithm with multidirectional search
method (MDHSA) [31].

The results obtained by the RWMPSOg, RWMPSOl, PSOg, PSOl are taken from [28],
the results reached by the HCSNM are taken from [29], the results achieved by HBDS are
taken from [30], while the results of the MDHSA and basic PSO, CS, FA, GSA and WOA
are taken from [31]. In Table 3, the mean, corresponding standard deviation values and SR
values of the RWMPSOg, RWMPSOl, PSOg, PSOl, HCSNM, MDHSA and SB-ABC for the
benchmark problems FI1 with 5 variables and test problems FI2–FI7 over 50 runs are given.
Table 4 presents the mean and standard deviation values obtained by the PSO, FA, CS,
GSA, WOA, HBDS and SB-ABC for problem FI1 with 5 variables and test problems FI2–FI7
over 50 runs. The best mean results are in bold. The metaheuristics used for comparison
with the SB-ABC also performed the maximum number of function evaluations of 20,000.
Since the results of these 12 algorithms are achieved over 50 runs, the statistical results of
the SB-ABC over 50 runs are presented in Tables 3 and 4.

The results from Tables 3 and 4 show that the proposed algorithm obtained better
mean results on the majority of benchmark problems in comparison with its competi-
tors. Precisely, the SB-ABC is better than RWMPSOg, RWMPSOl, PSOg, PSOl, MDHSA,
HCSNM, PSO, FA, CS, GSA, WOA and HBDS in six, six, seven, seven, five, four, seven,
seven, seven, seven, seven, and six test problems, respectively. In contrast, the SB-ABC is
outperformed by the RWMPSOg, RWMPSOl, PSOg, PSOl, MDHSA, HCSNM, PSO, FA,
CS, GSA, WOA and HBDS in one, one, zero, zero, two, three, zero, zero, zero, zero, zero
and one test problems, respectively. From the standard deviation values presented in
Tables 3 and 4, it can be observed that the proposed SB-ABC has lower standard deviation
values on the majority of benchmark problems in comparison with RWMPSOg, RWMPSOl,
PSOg PSOl, PSO, CS, GSA and WOA. On the other hand, the HCSNM, MDHSA, FA and
HBDS have lower standard deviations compared to the SB-ABC for most of the cases. In
addition, the SR results demonstrate that the SB-ABC achieved a 100% success rate on all
benchmark problems.
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Table 3. Comparison results of the RWMPSOg, RWMPSOl, PSOg, PSOl, MDHSA, HCSNM and
SB-ABC for the FI1–FI7 integer programming problems.

Prob Metric RWMPSOg RWMPSOl PSOg PSOl HCSNM MDHSA SB-ABC

FI1 Mean 27,176.3 30,923.9 29,435.3 31,252 638.3 176.01 218.0
SD 8657 2405 42,039 1818 4.34 4.265 60.95
SR 50/50 50/50 34/50 50/50 50/50 50/50 50/50

FI2 Mean 578.5 773.9 606.4 830.2 232.64 152.48 240.8
SD 136.5 285.5 119 206 4.28 2.565 64.74
SR 50/50 50/50 50/50 50/50 50/50 50/50 50/50

FI3 Mean 6490.6 9292.6 12,681 11,320 1668.1 531.4 4034.8
SD 6913 2444 35,067 3803 43.2 30.74 2852.2
SR 50/50 50/50 50/50 50/50 50/50 50/50 50/50

FI4 Mean 215 218.7 369.6 390 174.04 182.74 107.6
SD 97.9 115.3 113.2 134.6 6.21 41.60 63.48
SR 50/50 50/50 50/50 50/50 50/50 50/50 50/50

FI5 Mean 1521.8 2102.9 1499 2472.4 884.48 449.12 425.2
SD 360.7 689.5 513.1 637.5 56.24 2.413 174.11
SR 50/50 50/50 43/50 50/50 50/50 50/50 50/50

FI6 Mean 110.9 112 204.8 256 155.89 188.3 144.0
SD 48.6 48.7 62 107.5 5.16 41.63 68.35
SR 50/50 50/50 50/50 50/50 50/50 50/50 50/50

FI7 Mean 242.7 248.9 421.2 466 210.3 192.6 185.2
SD 132.2 134.4 130.4 165 6.39 37.33 123.21
SR 50/50 50/50 50/50 50/50 50/50 50/50 50/50

Table 4. Comparison results of the PSO, FA, CS, GSA, WOA, HBDS and SB-ABC for the FI1–FI7

integer programming problems.

Prob Metric PSO FA CS GSA WOA HBDS SB-ABC

FI1 Mean 20,000 1617.13 11,880.15 2020 18,436.36 656.56 218.0
SD 0.00 114.77 623.41 112.45 568.47 88.65 60.95

FI2 Mean 17,540.17 834.15 7176.23 1060 10,134.53 344.22 240.8
SD 1054.56 146.85 637.75 78.69 483.25 43.32 64.74

FI3 Mean 20,000 1225.17 6400.25 5160 2946.63 1137.56 4034.8
SD 0.00 128.39 819.94 214.25 24.25 85.61 2852.2

FI4 Mean 16,240.36 476.16 4920.35 1680 9255.42 260.8 107.6
SD 1484.96 31.29 247.19 89.41 857.36 10.39 63.48

FI5 Mean 13,120.45 1315.53 7540.38 7250 6272.47 1177.12 425.2
SD 1711.83 113.01 440.82 425.36 925.35 111.6 174.11

FI6 Mean 1340.14 345.71 4875.35 1520.23 18,420.18 149.08 144.0
SD 265.21 35.52 865.11 231.56 869.25 8.21 68.35

FI7 Mean 1220.46 675.48 3660.45 1100.24 9248.12 222.91 185.2
SD 177.19 36.36 383.23 85.23 962.35 11.19 123.21

5.4. The General Performance of the SB-ABC for Minimax Problems

In this section, the performance of the SB-ABC for solving minimax problems is
investigated. The performance of the SB-ABC is compared to the performance of the
SQP method and standard ABC algorithm. The fair comparison is ensured since the SQP,
ABC and SB-ABC algorithms employed the maximum number of function evaluations of
20,000. The run is counted as successful when the desired error goal is reached within the
maximum number of function evaluations.

The specific parameter settings of the SB-ABC are kept the same, as mentioned in
Section 5.2. Since the standard ABC is not tested to solve minimax problems in any of
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the studies, we have tested its performance in solving problems FM1–FM10. The ABC
employed the following parameter settings, SP is 20, MR is 0.8 and limit is 5 · SP ·D. These
values of control parameters were used in the standard ABC, adjusted to solve integer
programming problems [11]. The results of the SQP method were taken from the respective
paper [2].

In Table 5, the mean, corresponding standard deviation (SD) values and SR values
of the SQP method, ABC and SB-ABC for the benchmark problems FM1–FM10 over 30
runs are presented. The best mean results are in bold. The mark (-) for FM10 in the SQP
method means that the results are not reported in its original paper. From Table 5, it can be
noticed that the SB-ABC converges faster to the global minimum in comparison with the
SQP method and ABC for the majority of test problems.

Table 5. Comparison results of the ABC and SB-ABC for the FM1–FM10 minimax problems.

SQP ABC SB-ABC

Problem Mean SD SR Mean SD SR Mean SD SR

FM1 4044.5 8116.6 24/30 7522.0 5486.06 29/30 964.67 319.07 30/30
FM2 8035.7 9939.9 18/30 1997.2 741.59 30/30 586.67 110.55 30/30
FM3 135.5 21.1 30/30 600.8 130.71 30/30 314.67 88.38 30/30
FM4 140.6 38.5 30/30 1854.0 400.80 30/30 736.67 114.20 30/30
FM5 611.6 200.6 30/30 19,022.8 2028.13 24/30 1614.67 176.86 30/30
FM6 15,684.0 7302.0 10/30 2215.2 2197.82 30/30 348.66 214.45 30/30
FM7 20,000 0.0 0/30 2986.8 2327.84 30/30 422.0 148.80 30/30
FM8 20,000 0.0 0/30 18,442.8 3707.93 18/30 7288.0 4827.87 29/30
FM9 4886.5 8488.4 22/30 3244.4 2562.20 30/30 852.0 740.80 30/30
FM10 - - - 20,000.0 0.0 0/30 6584.0 5648.24 27/30

From the obtained mean values, it can be observed that the SB-ABC has better perfor-
mance than the SQP and ABC methods in 6 and 10 test problems, respectively. On the other
hand, the SB-ABC is outperformed by the SQP and ABC on three and zero benchmarks,
respectively. Furthermore, the SR results indicate that the SB-ABC performance is more
robust in comparison with the SQP on six test problems (FM1, FM2, FM6, FM7, FM8 and
FM9 ), while both methods reached the same SR results for the rest of the benchmarks. With
respect to the standard deviation results, from Table 5, it can be noticed that the SB-ABC
performance is more stable than the SQP and ABC methods in most cases. Furthermore,
from Table 5, it can be seen that the SB-ABC performs more reliably than the ABC on four
benchmark problems (FM1, FM5, FM8 and FM10), while both algorithms achieved the
same SR results for the remaining problems.

5.5. Comparison against Other State-of-the-Art Algorithms for Minimax Problems

In order to further examine the efficiency of the SB-ABC for minimax problems, its
performance is compared to the performance of 10 other algorithms that were previously
successfully used to solve these problems. These methods are the heuristic pattern search
algorithm HPS2, the basic PSO and its two variants RWMPSOg and UPSOm [58], HC-
SNM [29], MDHSA [31], CS, FA, GSA and WOA.

The results obtained by the RWMPSOg are taken from [28], the results reached by
the HPS2 are taken from [59], the results achieved by UPSOm are taken from [58], the
results obtained by the HCSNM are taken from [29], while the results of the MDHSA,
PSO, FA, CS, GSA and WOA are taken from [31]. In Table 6, the mean, standard deviation
values and SR values of the HPS2, UPSOm, RWMPSOg, HCSNM, MDHSA and SB-ABC
for the benchmark problems FM1–FM10 over 50 runs are given. Table 7 presents the mean
and standard deviation values obtained by the PSO, FA, CS, GSA, WOA and SB-ABC
for benchmark problems FM1–FM10 over 50 runs. The best mean results are in bold.
The metaheuristics used for comparison with the SB-ABC also performed the maximum
number of function evaluations of 20,000. The SB-ABC was configured with the specific
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parameter values, as described in Section 5.2. Since the results of these 10 algorithms are
achieved over 50 runs, the statistical results of the SB-ABC over 50 runs are presented in
Tables 6 and 7. In Table 6, the mark (-) indicates that the results are not presented in the
corresponding paper.

The results from Tables 6 and 7 show that the proposed algorithm obtained better
mean results on the majority of benchmark problems in comparison with its competitors.
Concretely, the SB-ABC outperformed the HPS2, UPSOm, RWMPSOg, HCSNM, MDHSA,
PSO, FA, CS, GSA and WOA in 5, 8, 6, 6, 7, 9, 8, 10, 9 and 10 test problems, respectively.
In contrast, the SB-ABC is outperformed by the HPS2, UPSOm, RWMPSOg, HCSNM,
MDHSA, PSO, FA, CS, GSA and WOA in three, one, zero, three, three, one, two, zero, one
and zero benchmark problems, respectively. From standard deviation values presented
in Tables 6 and 7, it can be seen that the SB-ABC has lower standard deviation values for
most of the cases in comparison with the UPSOm, RWMPSOg, CS and WOA. On the other
hand, the HPS2, HCSNM, MDHSA, PSO, FA and GSA have lower standard deviations
compared to the SB-ABC in most cases. With respect to the SR results reached by these
methods, the SB-ABC performs the same or more reliably in comparison with the HPS2,
UPSOm, RWMPSOg, HCSNM and MDHSA in these minimax problems.

Table 6. Comparison results of the HPS2, UPSOm, RWMPSOg, HCSNM, MDHSA, HCSNM and
SB-ABC for the FM1–FM10 minimax problems.

Problem Metric HPS2 UPSOm RWMPSOg HCSNM MDHSA SB-ABC

FM1 Mean 1848.7 1993.8 2415.3 705.62 1564.86 986.4
SD 2619.4 853.7 1244.2 14.721 56.89 470.92
SR 99% 100% 100% 100% 100% 100%

FM2 Mean 635.8 1775.6 - 624.24 555.64 599.6
SD 114.3 241.9 - 20.83 55.33 124.55
SR 94% 100% - 100% 85% 100%

FM3 Mean 141.2 1670.4 3991.3 906.28 1839.6 329.6
SD 28.4 530.6 2545.2 98.24 83.65 119.01
SR 37% 100% 100% 100% 100% 100%

FM4 Mean 772.0 1701.6 2947.8 670.22 633.9 743.6
SD 60.8 184.9 257.0 11.07 63.04 125.77
SR 100% 100% 100% 100% 81% 100%

FM5 Mean 1809.1 18294.5 18,520.1 4442.76 8382.58 1722.0
SD 2750.3 2389.4 776.9 87.159 198.26 332.82
SR 94% 100% 100% 95% 75% 100%

FM6 Mean 4114.7 3435.5 1308.8 1103.86 2064.44 392.4
SD 1150.2 1487.6 505.5 125.36 73.10 359.93
SR 100% 100% 100% 95% 95% 100%

FM7 Mean - 6618.50 - 2629.336 4706.32 476.0
SD - 2597.54 - 84.80 174.03 113.91
SR - 100% - 75% 80% 100%

FM8 Mean 283.0 2128.5 - 2724.78 4175 8736.0
SD 123.9 597.4 - 227.24 96.90 5178.29
SR 64% 100% - 95% 75% 98%

FM9 Mean 324.1 3332.5 4404.0 977.56 2253.5 934.8
SD 173.1 1775.4 3308.9 176.82 130.58 765.36
SR 100% 100% 100% 100% 95% 100%

FM10 Mean - - - - 9432.24 6730.4
SD - - - - 156.39 5065.53
SR - - - - - 94%
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Table 7. Comparison results of the PSO, FA, CS, GSA, WOA and SB-ABC for the FM1–FM10

minimax problems.

Problem Metric PSO FA CS GSA WOA SB-ABC

FM1 Mean 3535.46 1125.61 5375.52 1620.4 10,126.36 986.4
SD 491.66 189.56 613.35 126.25 1583.65 470.92

FM2 Mean 20,000 785.17 6150.34 1980.5 10,263.45 599.6
SD 0.00 31.94 519.65 253.69 758.58 124.55

FM3 Mean 2920.15 695.54 3745.19 1800.7 1523.36 329.6
SD 269.48 50.03 878.09 45.58 121.89 119.01

FM4 Mean 5680.17 782.52 5845.23 1680.4 10,253.58 743.6
SD 937.44 86.77 804.36 58.78 980.45 125.77

FM5 Mean 20,000 13,692.13 7895.14 11,800.6 11,458.36 1722.0
SD 0.00 900.12 1077.07 25.36 1785.36 332.82

FM6 Mean 5643.65 2685.25 11,915.24 1860.6 1235.69 392.4
SD - 610.07 341.45 253.69 48.69 359.93

FM7 Mean 20,000 7659.45 20,000 7200.4 19,465.35 476.0
SD 0.00 583.21 1788.18 1986.25 2568.39 113.91

FM8 Mean 6220.25 8147.45 14,754.14 8500.6 9186.25 8736.0
SD 727.44 1026.22 1391.58 1453.67 485.79 5178.29

FM9 Mean 6680.19 748.17 6765.24 1440.7 3648.69 934.8
SD 509.34 98.59 843.49 245.36 896.47 765.36

FM10 Mean 18,125.360 11,124.55 10,436.22 11,254.6 13,242.24 6730.4
SD 2356.58 1254.58 23.15 2145.25 2536.36 5065.53

6. Discussion

The impact of the introduced modifications on the SB-ABC will be examined in this
section. Seven integer programming problems and ten minimax problems were solved by
two diverse variants of the SB-ABC. The obtained results of each variant are compared
with respect to the same of the developed SB-ABC approach. In the following text, these
variants are presented:

1. Variant 1: To examine the effectiveness of employing the modified ABC operator
in the onlooker bee phase given by Equation (10), an SB-ABC version that uses the
standard ABC search equation is tested. The label SB-ABC1 is used for this variant.

2. Variant 2: To investigate the effectiveness of employing the shuffle mutation operator
in employed and onlooker bee phases, an SB-ABC version that does not include this
operator is tested. The label SB-ABC2 is used for this variant.

Each SB-ABC version is run 50 times for each test problem. The maximum number
of function evaluations was 20,000 for each method. The tested methods were configured
with specific parameter values, as described in Section 5.2. The mean, standard deviation
values and SR values obtained by the SB-ABC1, SB-ABC2 and SB-ABC for seven integer
programming problems and ten minimax problems are presented in Tables 8 and 9. A
result in boldface denotes the best mean result. The convergence graphs achieved by the
SB-ABC1, SB-ABC2 and SB-ABC on the four picked integer programming functions and
the four selected minimax optimization problems are given in Figures 1 and 2, respectively.

From the mean results presented in Table 8, it can be seen that the SB-ABC results
outperform SB-ABC1 and SB-ABC2 versions on all integer programming benchmark
problems. With respect to the SR values, it can be noticed that each algorithm achieved
a 100% success rate on all FI1–FI7 integer programming problems. From the standard
deviation values presented in Table 8, it can be observed that the SB-ABC has lower
standard deviation values for most of the cases in comparison with the SB-ABC1 and
SB-ABC2 versions.
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(a) FI1 (b) FI2

(c) FI5 (d) FI7

Figure 1. Convergence graphs of SB-ABC1, SB-ABC2 and SB-ABC for the selected integer program-
ming problems.

(a) FM1 (b) FM2

(c) FM5 (d) FM9

Figure 2. Convergence graphs of SB-ABC1, SB-ABC2 and SB-ABC for the selected minimax problems.
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Table 8. Comparison results of the SB-ABC1, SB-ABC2 and SB-ABC for the FI1–FI7 integer program-
ming problems.

SB-ABC1 SB-ABC2 SB-ABC

Prob D Mean SD SR Mean SD SR Mean SD SR

FI1 5 284.8 68.30 100% 427.6 163.60 100% 218.0 60.95 100%
10 506.4 88.67 100% 1690.8 653.42 100% 387.6 49.13 100%
15 653.2 71.95 100% 2896.0 940.17 100% 511.2 53.54 100%
20 815.33 124.75 100% 4967.33 1347.21 100% 644.4 70.68 100%
25 893.2 137.78 100% 6350.0 1369.01 100% 732.8 82.43 100%
30 1014.8 140.96 100% 8222.0 1491.48 100% 816.8 76.03 100%

FI2 5 326.8 84.25 100% 511.6 241.86 100% 240.8 64.74 100%
FI3 2 7524.4 5462.02 100% 4165.6 2647.41 100% 4034.8 2852.2 100%
FI4 4 131.2 77.68 100% 163.6 107.68 100% 107.6 63.48 100%
FI5 2 472.8 190.06 100% 1188.8 522.33 100% 425.2 174.11 100%
FI6 2 157.2 64.37 100% 147.6 70.64 100% 144.0 68.35 100%
FI7 2 224.8 192.56 100% 190.8 53.99 100% 185.2 123.21 100%

Table 9. Comparison results of the SB-ABC1, SB-ABC2 and SB-ABC for the FM1–FM10 minimax problems.

SB-ABC1 SB-ABC2 SB-ABC

Prob Mean SD SR Mean SD SR Mean SD SR

FM1 1150.8 381.05 100% 996.8 322.20 100% 986.4 470.92 100%
FM2 896.8 217.01 100% 770.8 169.52 100% 599.6 124.55 100%
FM3 446.4 193.76 100% 365.6 162.83 100% 329.6 119.01 100%
FM4 1098.8 217.16 100% 706.8 129.77 100% 743.6 125.77 100%
FM5 2515.6 429.91 100% 20,000.0 0.0 0% 1722.0 332.82 100%
FM6 674.8 1027.67 100% 4123.6 6755.41 88% 392.4 359.93 100%
FM7 595.2 233.15 100% 2196.0 3016.41 100% 476.0 113.91 100%
FM8 10,949.2 4522.99 94% 9770.4 6020.82 86% 8736.0 5178.29 98%
FM9 956.8 689.11 100% 3199.6 4290.61 98% 934.8 765.36 100%
FM10 13,504.8 6895.94 54% 6451.2 6825.51 86% 6730.4 5065.53 94%

Compared with the SB-ABC1, it can be seen from Table 9 that the proposed algorithm
reached better mean results and the same or better SR results for all FM1–FM10 minimax
problems. When comparing the SB-ABC with respect to the SB-ABC2, it can be noticed
from Table 9 that the SB-ABC obtained better mean values for eight minimax problems and
slightly worse mean results for the remaining two benchmarks (FM4 and FM10). From the
standard deviation values presented in Table 9, it can be noticed that the SB-ABC has lower
standard deviation values for most of the cases in comparison with the SB-ABC1 and SB-
ABC2 variants. According to the SR results presented in Table 9, the SB-ABC outperformed
the SB-ABC2 in five test problems (FM5, FM6, FM8, FM9 and FM10), while the SB-ABC
and SB-ABC2 achieved the same results in the remaining benchmarks. As shown in
Figures 1 and 2, SB-ABC converges faster to the optimum on the selected problems in
comparison with its two variants.

These observations indicate that each introduced modification contributes to the
satisfactory performance of the SB-ABC. Use of the shuffle mutation operator provides
useful diversity and consequently helps the SB-ABC to locate the favorable areas within the
search space. Adding the modified ABC operator enables an enhanced exploitation ability
of the algorithm. Combining these modifications significantly improves the convergence
speed and robustness of the SB-ABC algorithm.

7. Conclusions

In this paper, a novel shuffle-based artificial bee colony algorithm (SB-ABC) is pro-
posed with the intention to solve integer programming and minimax problems. The
proposed algorithm employs the shuffle mutation operator and modified ABC search
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strategy with an aim to improve the exploitation tendency of the algorithm to provide a
valuable convergence speed. The proposed approach was applied to solve seven integer
programming and ten minimax problems taken from the literature. The SB-ABC algorithm
obtained highly competitive results in comparison with the standard ABC, BB method and
12 other metaheuristic algorithms in solving integer programming problems. Compared
with the standard ABC, SQP method and 10 other state-of-the-art algorithms, the SB-ABC
showed better performance for the majority of the minimax test problems.

The effects of introduced modifications related to the shuffle mutation operator and
modified ABC search operator have been investigated. It is experimentally validated that
the use of each introduced modification is of great importance in achieving a satisfactory
performance of the SB-ABC with respect to the convergence speed and robustness. In
the proposed SB-ABC method, the balance between the global exploration and local
exploitation abilities is addressed by suitable configuration of control parameters. As
in many other swarm intelligence techniques, the problem of discovering appropriate
values for the control parameters also exists in the SB-ABC algorithm. Extending the
SB-ABC method with a self-adaptive control mechanism to reach better exploration and
exploitation balance during distinct search phases is a promising direction for future
study. Developing a hybrid algorithm that would incorporate different operators of some
other well-established metaheuristic methods in the SB-ABC algorithm for solving large
scale integer programming and minimax problems will also be examined in future work.
Another possible way for creating a hybrid approach is to employ certain metaheuristic
methods to assume a role of a local optimizer, while the SB-ABC algorithm would perform
a global search. In addition, the application of the proposed SB-ABC approach for solving
some combinatorial optimization problems will be investigated.
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35. Brajević, I.; Stanimirović, P. S.; Li, S.; Cao, X. A Hybrid Firefly and Multi-Strategy Artificial Bee Colony Algorithm. Int. J. Comput.
Intell. Syst. 2020, 13, 810–821. [CrossRef]

36. Karaboga, D.; Akay, B.; Karaboga, N. A survey on the studies employing machine learning (ML) for enhancing artificial bee
colony (ABC) optimization algorithm. Cogent Eng. 2020, 7, 1855741. [CrossRef]

37. Hussain, K.; Salleh, M.N.M.; Cheng, S.; Shi, Y.; Naseem, R. Artificial bee colony algorithm: A component-wise analysis using
diversity measurement. J. King Saud Univ. Comp. Inf. Sci. 2020, 32, 794–808. [CrossRef]

38. Gorkemli, B.; Karaboga, D. A quick semantic artificial bee colony programming (qsABCP) for symbolic regression. Inf. Sci. 2019,
502, 346–362. [CrossRef]

39. Aslan, S.; Karaboga, D.; Badem, H. A new artificial bee colony algorithm employing intelligent forager forwarding strategies.
Appl. Soft Comput. 2020, 96, 106656. [CrossRef]

40. Song, X.; Zhao, M.; Xing, S. A multi-strategy fusion artificial bee colony algorithm with small population. Expert Syst. Appl. 2020,
142, 112921. [CrossRef]

41. Choong, S.S.; Wong, L.-P.; Lim, C.P. An artificial bee colony algorithm with a Modified Choice Function for the traveling salesman
problem. Swarm Evol. Comput. 2019, 44, 622–635. [CrossRef]

42. Karaboga, D.; Gorkemli, B. Solving Traveling Salesman Problem by Using Combinatorial Artificial Bee Colony Algorithms. Int. J.
Artif. Intell. Tools 2019, 28, 1950004. [CrossRef]

http://dx.doi.org/10.1007/s10845-018-1419-6
http://dx.doi.org/10.1155/2017/8306732
http://dx.doi.org/10.1016/j.asoc.2020.106382
http://dx.doi.org/10.1016/j.asoc.2018.02.013
http://dx.doi.org/10.1007/s12469-019-00211-2
http://dx.doi.org/10.1109/ACCESS.2018.2873770
http://dx.doi.org/10.1007/s10898-007-9149-x
http://dx.doi.org/10.1177/003754970107600201
http://dx.doi.org/10.1016/j.ins.2009.03.004
http://dx.doi.org/10.1016/j.advengsoft.2016.01.008
http://dx.doi.org/10.2991/ijcis.2018.25905187
http://dx.doi.org/10.1007/s10479-007-0224-y
http://dx.doi.org/10.1186/s40064-016-2064-1
http://dx.doi.org/10.1504/IJBIC.2019.099179
http://dx.doi.org/10.1016/j.ins.2017.11.007
http://dx.doi.org/10.3390/math7030289
http://dx.doi.org/10.1016/j.asoc.2017.11.012
http://dx.doi.org/10.2991/ijcis.d.200612.001
http://dx.doi.org/10.1080/23311916.2020.1855741
http://dx.doi.org/10.1016/j.jksuci.2018.09.017
http://dx.doi.org/10.1016/j.ins.2019.06.052
http://dx.doi.org/10.1016/j.asoc.2020.106656
http://dx.doi.org/10.1016/j.eswa.2019.112921
http://dx.doi.org/10.1016/j.swevo.2018.08.004
http://dx.doi.org/10.1142/S0218213019500040


Mathematics 2021, 9, 1211 20 of 20

43. Ng, K.K.H.; Lee, K.M.; Zhang, S.Z.; Wu, K.; Ho, W. A multiple colonies artificial bee colony algorithm for a capacitated vehicle
routing problem and re-routing strategies under time-dependent traffic congestion. Comput. Ind. Eng. 2017, 109, 151–168.
[CrossRef]

44. Sedighizadeh, D.; Mazaheripour, H. Optimization of multi objective vehicle routing problem using a new hybrid algorithm
based on particle swarm optimization and artificial bee colony algorithm considering Precedence constraints. Alex. Eng. J. 2018,
57, 2225–2239. [CrossRef]

45. Lin, Y.-K.; Li, M.-Y. Solving Operating Room Scheduling Problem Using Artificial Bee Colony Algorithm. Healthcare 2021, 9, 152.
[CrossRef]

46. Zhang, J.; Li, L.; Chen, Z. Strength–redundancy allocation problem using artificial bee colony algorithm for multi-state systems.
Reliab. Eng. Syst. Saf. 2021, 209, 107494. [CrossRef]

47. Hancer, E.; Karaboga, D. A comprehensive survey of traditional, merge-split and evolutionary approaches proposed for
determination of cluster number. Swarm Evol. Comput. 2017, 32, 49–67. [CrossRef]

48. Caliskan, A.; Çil, Z.A.; Badem, H.; Karaboga, D. Regression-Based Neuro-Fuzzy Network Trained by ABC Algorithm for
High-Density Impulse Noise Elimination. IEEE Trans. Fuzzy Syst. 2020, 28, 1084–1095. [CrossRef]

49. Akay, B. A Binomial Crossover Based Artificial Bee Colony Algorithm for Cryptanalysis of Polyalphabetic Cipher. Teh. Vjesn.
2020, 27, 1825–1835.

50. Kumar, A.; Kumar, D.; Jarial, S.K. A Review on Artificial Bee Colony Algorithms and Their Applications to Data Clustering.
Cybern. Inf. Technol. 2017, 17, 3–28. [CrossRef]

51. Brajevic, I. Crossover-based artificial bee colony algorithm for constrained optimization problems. Neural. Comput. Appl. 2015,
26, 1587–1601. [CrossRef]

52. Aslan S.; Karaboga, D. A genetic Artificial Bee Colony algorithm for signal reconstruction based big data optimization. Appl. Soft
Comput. 2020, 88, 106053. [CrossRef]

53. Pooja, S.G. Innovative Review on Artificial Bee Colony Algorithm and Its Variants. In Advances in Computing and Intelligent
Systems; Sharma, H., Govindan, K., Poonia, R., Kumar, S., El-Medany, W., Eds.; Algorithms for Intelligent Systems; Springer:
Singapore, 2020; pp. 165–176.
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