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Abstract: The aim of this paper is to define and study the composition vector spaces as a type of
tri-operational algebras. In this regard, by presenting nontrivial examples, it is emphasized that
they are a proper generalization of vector spaces and their structure can be characterized by using
linear operators. Additionally, some related properties about foundations, composition subspaces
and residual elements are investigated. Moreover, it is shown how to endow a vector space with a
composition structure by using bijective linear operators. Finally, more properties of the composition
vector spaces are presented in connection with linear transformations.

Keywords: composition vector space; foundation; strong composition subspace; composition linear
transformation

1. Introduction

Menger [1] in 1944 initiated the studies on the theory of the tri-operational algebras,
based on his interest to algebra of functions, that led him to investigate the behavior of
the functions under various operations: addition, multiplication, or composition. He ob-
served that these operations on functions have an important role in the algebra of functions.
The composition of functions is associative, non-commutative and does not depend on
addition and multiplication, but it is connected to them by the one-sided distributive laws:
( f + g) ◦ h = f ◦ h + g ◦ h and ( f · g) ◦ h = ( f ◦ h) · (g ◦ h). This was a strong motivation for
Menger to define a new algebraic structure, namely a tri-operational algebra [2,3]. Moreover,
a tri-operational algebra is a special type of commutative ring, such as the ring of polyno-
mials, the ring of infinitely differentiable functions on R, and so on. This idea was clearly
presented by Adler [4] in 1961, when he defined the composition rings as commutative
rings endowed with an additional operation, called composition, that is related to the two
operations of the rings. Twenty years later, Kaiser and Nöbauer [5,6] studied more in
depth the composition of polynomials and polynomial functions, especially k-dimensional
V-composition algebras, where V is a variety containing subgroups, or near rings, compo-
sition rings, and composition lattices, investigated also in [7]. While in classical algebra
these ideas were only sporadically deepened in the 20th century—we may refer here to the
papers of Veldsman [8], or Gallina and Morini [9]—they opened a new line of research in
hypercompositional algebra. This is the theory of algebraic hypercompositional structures
(called also hyperstructures), i.e., algebraic structures with one or more hyperoperations,
which synthesize elements of the support set of the structure and have the result of a
subset of the support set instead of one element only, as the classical operations have.
The study in this direction was opened by Cristea and Jancic-Rasovic [10] by defining the
composition hyperrings, which better describe the structure of the hyperrings of polynomi-
als [11]. This work was then continued in two directions: the study of the (m, n)-hyperrings
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endowed with a composition operation [12] and the study of the hyperrings endowed with
a composition, i.e., an n-ary hyperoperation [13]. Combining these two directions, one
may study the composition (m, n, k)-hyperrings [14], that are (m, n)-hyperrings endowed
with a k-ary composition hyperoperation. The same initial idea of [10] was applied also
for EL-hyperstructures [15], which are hyperstructures constructed from quasi-ordered
semigroups.

Inspired by all of these researches, in this manuscript we define composition vector
spaces as a proper generalization of the vector spaces, by introducing a new operation,
called composition, connected with the operations of the vector spaces. Additionally, we
define and study some properties of the left or right foundations, composition subspaces,
and residual elements in composition vector spaces. We prove that every subspace of a
composition vector space is not generally a composition subspace, while the set VW of all
residual elements of a composition vector space V modulo a subspace W is the largest
strong composition subspace of V such that W can be written as the intersection between
VW and the left foundation of V. We also show that the intersection of any maximal
composition subspace of V with the left foundation LF(V) is a maximal subspace in LF(V).
Moreover, in every composition vector space V, there is no nontrivial left foundation such
that V is a group under the composition operation. In the last part of the paper we study
properties of the composition vector spaces related to linear operators. We define a family
of linear operators associated with a composition vector space. If any operator of this
family is a bijection, then the composition vector space is called automorphic. We prove
that any vector space may have a composition structure obtained by using bijective linear
operators, which lead us to conclude that the image of an automorphic composition vector
space under an onto composition linear transformation is automorphic, too. The paper
ends with a conclusive section.

2. Foundations of Composition Vector Spaces

In this section we will first introduce the concept of composition vector space and
support it using several non-trivial examples.

Definition 1. Let F be a field and (V,+, ·, F) a vector space over F, so · is an operation defined as
· : F×V −→ V. An algebraic structure (V,+, ∗, ·, F) is said to be a left composition vector space
over F, if (V, ∗) is a semigroup and the following conditions hold, for all x, y, z ∈ V and a ∈ F:

(1) (x + y) ∗ z = (x ∗ z) + (y ∗ z);
(2) (a · x) ∗ y = a · (x ∗ y).

If x ∗ (y + z) = (x ∗ y) + (x ∗ z) and x ∗ (a · y) = a · (x ∗ y) hold, then (V,+, ∗, ·, F) is
called a right composition vector space over F.

Moreover, we say that V is left (right) unitary, if there exists I ∈ V such that I ∗ x = x
(x ∗ I = x), for all x ∈ V. In this case I is called a left (right) identity. As usual, V is called unitary
if it is left and right unitary.

We denote the unit in V by I in order to not confuse it with the unit 1 of the field F
and the zero vector 0.

In the following, we will illustrate this concept using several examples, including the
most well-known vector spaces.

Example 1. Consider a vector space (V,+, ·, F) over a field F.
(1) V is a left and right composition vector space, whenever the operation ∗ is defined by x ∗ y = 0,
for all x, y ∈ V. In this case, V is called a null composition vector space. It is clear that it has no
identity.
(2) For all x, y ∈ V, define x ∗ y = x (respectively, x ∗ y = y). Then V is a left (respectively,
right) composition vector space over F. Note that V is not left (respectively right) unitary, unless
V = {0}, while every vector of V is a right (left) identity.
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(3) Consider (L(V),+, ·, F) to be the vector space of all linear operators on V and define ∗ as the
composition of linear operators. Then L(V) is a unitary composition vector space.

Example 2. Define the operation ∗ on the space V = { f : S −→ F, f is a function} of all functions
from a set S to a field F as ( f ∗ g)(s) = f (s)g(s). Then V is a unitary composition vector space
over F, where the function 1 : S −→ F defined by 1(s) = 1F, for any s ∈ S, is the identity.

Example 3. (Fn,+, ·, ∗, F) is a unitary composition vector space for any field F, where the compo-
sition is defined as (a1, . . . , an) ∗ (b1, . . . , bn) = (a1b1, . . . , anbn), having the unit (1, 1, . . . , 1).

Example 4. (1) The vector space Mn(F) of all n× n matrices over a field F is a unitary composition
vector space with the composition being the ordinary multiplication of matrices.
(2) The vector space Mm×n(F) of all m× n matrices over a field F is a unitary composition vector
space, where the composition is defined by [aij] ∗ [bij] = [aijbij].

Example 5. Let P be the space of polynomial functions over a field F.
Define the composition of polynomials as ∑∞

i=0 aixi ∗∑∞
j=0 bjxj = ∑∞

k=0 ckxk, where ck = ∑k
t=0 atbk−t

and k = 0, 1, 2, . . .. Then P is a unitary composition vector space over F, where 1 and x are their
identities, respectively.

Example 6. The set C(R) of all real continuous functions over R is a unitary composition vector
space with the sum, composition and scalar product of functions.

It is clear that any property of left composition vector spaces holds also for right
composition vector spaces. Thus, we will consider only the left ones, unless otherwise
specified, and "composition vector space" means "left composition vector space".

Proposition 1. If (V,+, ·, ∗, F) is a composition vector space, then the space (L(V),+L, ·L, ∗L, F)
of all operators on V is a composition vector space, too, where f ∗L g : V −→ V is defined by
( f ∗L g)(x) = f (x) ∗ g(x), for all f , g ∈ L(V). Moreover, if I is a left (right) identity of V, then
IL : V −→ V, defined by IL(x) = I, is a left (right) identity of L(V).

Proof. The conditions in Definition 1 are all fulfilled for the space L(V).

Definition 2. Let V be a composition vector space. Then an element x ∈ V is called a left (right)
constant, if x ∗ y = x (respectively y ∗ x = x), for all y ∈ V. If W ⊆ V, then the set of all
left (right) constants in W is called the left (right) foundation of W and is denoted by LF(W)
(respectively RF(W)). The element x is said to be a constant if it is both left and right constant,
while F(W) is the set of all constants of W.

Example 7. (1) The zero vector is the only constant in any null composition vector space.
(2) In Example 1(2), if V is a left composition vector space, then LF(V) = V and RF(V) = ∅.
Similarly, if V is a right composition vector space, then LF(V) = ∅ and RF(V) = V. It is clear
that there is no any constant in both of them.
(3) Continuing with Example 1(3), any constant operator of V is a constant of L(V), given
in Example 1(3), as well as constant functions are constants of the composition vector space in
Example 2.

Example 8. If x is a constant of a composition vector space V, then the function f : V −→ V,
defined by f (t) = x for all t ∈ V, is a constant of the composition vector space L(V).

In what follows, it is assumed that V is a composition vector space over F, unless
otherwise stated. A subspace W of V is called a composition subspace if it is closed under
composition. In this case, we write W 6c V.
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Example 9. Every subspace of a null composition vector space is a composition subspace.

However, generally, not every subspace of a composition vector space is a composition
subspace, as we can see below.

Example 10. The set RR of all functions from R to R is a composition vector space under the
sum, scalar product (i.e., ( f · g)(t) = f (t) · g(t)) and composition of functions. Consider W =
{ f ∈ RR | f (−1) = 0}. Then W is a subspace of RR, but it is not a composition subspace,
because ( f + cg)(−1) = 0, while ( f ∗ g)(−1) = f (g(−1)) = f (0), which is not always 0, for
all f , g ∈ RR and c ∈ R.

The next proposition summarizes some elementary properties of a composition vector
space. They follow immediately from the definition.

Proposition 2. Let V be a composition vector space. Then:

(1) 0 ∈ LF(V).
(2) x ∈ LF(V) implies that y ∗ x ∈ LF(V) for all y ∈ V.
(3) x ∈ LF(V) if and only if x ∗ 0 = x.
(4) LF(V) 6c V.
(5) If W 6c V, then LF(W) 6c LF(V).
(6) For fixed x, y ∈ V, if x ∗ z = y for all z ∈ V, then y ∈ LF(V).

The next result provides a characterization of the constants of a composition vec-
tor space.

Proposition 3. Let V be a unitary composition vector space with the identity I. Then I ∈ F(V) if
and only if there exists x ∈ F(V), x 6= 0, such that x ∗ y 6= 0 and y ∗ x 6= 0, for all y ∈ V, y 6= 0.

Proof. Let I ∈ F(V). Then I ∗ y = I = y ∗ I, for all y ∈ V. Hence I − I ∗ y = 0 and so
x ∗ (I − I ∗ y) = 0, for all x ∈ V, x 6= 0. Hence x = x ∗ I = x ∗ (I ∗ y) = x ∗ y 6= 0, that is
x ∈ LF(V). Similarly, we have x ∈ RF(V) and therefore x ∈ F(V).

Conversely, for x ∈ F(V), x 6= 0 and y ∈ V we have x ∗ I = x = x ∗ y = x ∗ (I ∗ y).
Hence x ∗ (I − I ∗ y) = 0, which implies that I = I ∗ y. Similarly, I = y ∗ I and thus
I ∈ F(V).

Definition 3. Let V be a composition vector space and W be a subspace of LF(V). We say that
x ∈ V is a residual element modulo W if x ∗ LF(V) ⊆W. The set of all residual elements modulo
W is denoted by VW , i.e., VW = {x ∈ V | x ∗ y ∈W, ∀y ∈ LF(V)}.

For instance, consider (R2,+, ·, ∗,R) under the composition defined in Example 1 (2)
and the subspace W = {(x, 0) | x ∈ R}. Then LF(R2) = R2 and R2

W = W.

Proposition 4. Let V be a composition vector space and W a subspace of LF(V), i.e., W 6 LF(V).
Then the following assertions hold:

(1) VW 6 V.
(2) If W 6c V, then VW 6c V.
(3) x ∗ y ∈ VW , for all x ∈ VW and y ∈ V.
(4) VW ∩ LF(V) = W.
(5) VW is the largest subspace of V satisfying Conditions (3) and (4).

Proof. (1), (2) It is easy to see that VW is closed under the operations of V.
(3) For all z ∈ LF(V) we have y ∗ z ∈ LF(V), since (y ∗ z) ∗ t = y ∗ (z ∗ t) = y ∗ z, for all
t ∈ V. Hence (x ∗ y) ∗ z = x ∗ (y ∗ z) ∈W. Then x ∗ y ∈ VW .
(4) If x ∈ VW ∩ LF(V), then x = x ∗ 0 ∈W, by Proposition 2 (1) and (3). Now if x ∈W ⊆
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LF(V), then x ∗ y = x ∈W for all y ∈ LF(V), that is, x ∈ VW ∩ LF(V).
(5) Let U be a subspace of V such that U ∩ LF(V) = W and x ∗ y ∈ U for all x ∈ U and
y ∈ V. Then for any u ∈ U and t ∈ LF(V), u ∗ t ∈ U ∩ LF(V) = W, which implies that
u ∈ VW .

If W is a composition subspace of LF(V), then there exists a composition subspace
U of V with the left foundation W, where U 6= W, if LF(V) 6= V. In this way, we can
construct a new composition subspace.

Corollary 1. Let V be a composition vector space and W 6c LF(V). Then

LF(VW) = W.

Proof. If t ∈ LF(VW), then t = t ∗ 0 because 0 ∈ VW . Additionally, t ∗ 0 ∈W since t ∈ VW
and 0 ∈ LF(V). Thus t ∈ W and so LF(VW) ⊆ W. On the other hand, if t ∈ W, then
t ∈ VW ∩ LF(V), by Proposition 4(4). Thus t ∗ y = t for all y ∈ VW . Hence t ∈ LF(VW).

Notice that LF(W) = W for any composition subspace W of LF(V), i.e., W is the
smallest composition subspace U of V containing W such that LF(U) = W (see Figure 1).

Figure 1. The relationship between composition subspaces.

Corollary 2. If V is a composition vector space, then V{0} is a composition subspace of V such
that V{0} = V if and only if LF(V) = {0}.

Proof. By Proposition 2(1), 0 ∗ 0 = 0, so {0} is a composition subspace of V. Thus by
Proposition 4(1), V{0} is a composition subspace of V. Now if V{0} = V, then for all
y ∈ LF(V), by Proposition 2(1),(3) and y ∈ V{0}, we have y = y ∗ 0 = 0. Moreover
for all x ∈ V and y ∈ LF(V) = {0}, x ∗ y ∈ LF(V) = {0} by Proposition 2(2). Hence
x ∈ V{0}.

Proposition 5. Let V be a unitary composition vector space and W be a maximal composition
subspace of V. Then W ∩ LF(V) is a maximal subspace of LF(V).

Proof. Let U = W ∩ LF(V)  X ⊆ LF(V) for some subspace X of LF(V). Then there
exists x ∈ X \U such that x 6∈ W. Hence x∗ + W = V, where x∗ = {xn = x ∗ . . . ∗ x︸ ︷︷ ︸

n

| n ∈

N} 6c V. Thus, for any t ∈ LF(V) there exist xn ∈ x∗, for some n ∈ N, and w ∈ W such
that t = xn + w. It follows that w = t− xn ∈ LF(V) ∩W = U ⊆ X. Then t = xn + w ∈ X
and so X = LF(V), i.e., U is a maximal subspace of LF(V).

Definition 4. A composition subspace W = (W,+, ·, ∗, F) is called a strong composition subspace
of V, denoted W 4 V, if x ∗ y ∈W for all x ∈W and y ∈ V.
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Note that VW is a strong composition subspace of V by Proposition 4(3). In addition,
LF(V) 4 V, since (x ∗ y) ∗ z = x = x ∗ y for all x ∈ LF(V) and y, z ∈ V.

Lemma 1. Let V be a unitary composition vector space with the identity I.

(i) If W 4 V and I ∈W, then W = V.
(ii) If any nonzero element x ∈ V has an inverse with respect to ∗, then V has no nontrivial

strong composition subspace.

Proof. (i) If x ∈ V, then x = I ∗ x ∈W and clearly W = V.
(ii) Let W 4 V such that W 6= {0}. Then there exists at least one element x 6= 0, x ∈ W.
Hence there exists y ∈ V such that I = x ∗ y ∈W, which implies that W = V by (i).

Corollary 3. Let (V,+, ·, ∗, F) be a unitary composition vector space such that any nonzero x ∈ V
has an inverse respect to ∗ and LF(V) 6= {0}. Then V = LF(V).

Proof. It follows from Lemma 1(ii), since LF(V) 4 V.

In other words, in every composition vector space V, with the property that V is a
group under the composition operation, there is no nontrivial left foundation.

Moreover, it is worth noticing that we cannot generally define a quotient structure
on composition vector spaces in a natural way. For doing this, consider W as a strong
composition subspace of a left and right composition vector space V. Then the quotient of
V by W, i.e., V/W = {x + W | x ∈ V}, is constructed together with the natural operations
and (x + W) ∗ (y + W) = (x ∗ y) + W.

3. Linear Operators on Composition Vector Spaces

The aim of this section is to endow vector spaces V with a nontrivial composition struc-
ture by using linear operators. Additionally, some properties of the left foundation LF(V)
and nullifier NV of V are investigated under linear operators. Moreover, automorphic
composition vector spaces are defined and studied.

Consider the composition vector space L(V), i.e., the set of all linear operators on
V, defined in Example 1(3). The bijective elements of L(V) form a composition subspace
of L(V), denoted by BL(V). Let Γ be a subgroup of (BL(V), ◦) and consider the sets
Γx = {T(x) | T ∈ Γ} for all x ∈ V, that are called orbits. Clearly, the family {Γx}x∈V is
a partition for V and one can study the properties of the composition vector space with
equivalence relations under this partition. For more details, in the following we give a
characterization for it.

Any orbit Γx is called principal if T(y) 6= y for all y ∈ Γx and Id 6= T ∈ Γ. Note that
Γ0 = {0} is not principal, while if Γ = {Id}, then every orbit Γx = {x} is principal.

Proposition 6. Let Γ be a subgroup of (BL(V), ◦) and x ∈ V. Then the orbit Γx is principal if
and only if, for all y ∈ Γx, the mapping f : Γ→ Γx defined by f (T) = T(y) is a bijection.

Proof. Let Γx be principal. If y ∈ Γx and T1, T2 ∈ Γx such that f (T1) = f (T2), then
(T−1

2 ◦ T1)(y) = y and so T−1
2 ◦ T1 = Id, i.e., T1 = T2, by principality of Γx. Thus f is

injective. Clearly f is also surjective.
Conversely, if y ∈ Γx, Id 6= T ∈ Γ and T(y) = y, then f (T) = T(y) = y = I(y) = f (I).

By injectivity of f , we have T = I, which is a contradiction. Hence Γx is principal.

The following results highlight the correspondence between composition vector spaces
and linear operators defined on them.

Proposition 7. Let V be a composition vector space over the field F and the mappings Ty :
V −→ V be defined by Ty(x) = x ∗ y, for all x, y ∈ V. Then Ty is a linear operator on V and
TTx(y) = Tx ◦ Ty.
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Proof. Consider x1, x2, y ∈ V and a ∈ F. Then Ty(x1 + ax2) = (x1 + ax2) ∗ y = (x1 ∗
y) + (ax2 ∗ y) = (x1 ∗ y) + a(x2 ∗ y) = Ty(x1) + aTy(x2), which shows the linearity of T.
Moreover, for all x, y, t ∈ V, it follows that TTx(y)(t) = t ∗ Tx(y) = t ∗ (y ∗ x) = (t ∗ y) ∗ x =
Tx(t ∗ y) = Tx(Ty(t)) = (Tx ◦ Ty)(t).

Proposition 8. Let V be a vector space and {Ty}y∈V be a family of linear operators on V such
that TTx(y) = Tx ◦ Ty, for all x, y ∈ V. Then V is a composition vector space by defining the
composition by x ∗ y = Ty(x), for all x, y ∈ V.

Proof. Let x, y, z ∈ V. Then (x ∗ y) ∗ z = Tz(x ∗ y) = Tz(Ty(x)) = TTz(y)(x) = x ∗ Tz(y) =
x ∗ (y ∗ z). Thus (V, ∗) is a semigroup. Additionally, (x + y) ∗ z = Tz(x + y) = Tz(x) =
Tz(y) = x ∗ z + y ∗ z and (a · x) ∗ y = Ty(ax) = a · Ty(x) = a · (x ∗ y), for all a ∈ F. Hence
V is a composition vector space.

Based on these last two results, we may conclude that the structure of any composition
vector space V with identity I is characterized by the monoid {Ty | y ∈ V} of linear
operators, where TI is its identity. The mentioned monoid is called the family of the linear
operators associated with V.

Definition 5. A mapping T between two composition vector spaces V and W is said to be a
composition linear transformation if T(x+ y) = T(x)+ T(y), T(a · x) = a · T(x) and T(x ∗ y) =
T(x) ∗ T(y), for all x, y ∈ V and a ∈ F.

In the following we will investigate some properties of the left foundation LF(V) of a
composition vector space, by the help of linear operators.

Proposition 9. Let T : V −→W be an onto composition linear transformation. Then T−1(LF(W))
= ker T + LF(V).

Proof. Suppose x ∈ T−1(LF(W)). Then T(x) ∈ LF(W) and so T(x) ∗ 0 = T(x). Thus
x = (x− (x ∗ 0))+ (x ∗ 0) ∈ ker T + LF(V), by Proposition 2(2). Now, if x ∈ ker T + LF(V),
then x = v + t, for some v ∈ ker T and t ∈ LF(V). Thus, T(x) = T(t). Hence, for all y ∈W,
T(x) ∗ y = T(t) ∗ T(x′) = T(t ∗ x′) = T(t) = T(x), where y = T(x′) for x′ ∈ V. Therefore,
T(x) ∈ LF(W), and this completes the proof.

Proposition 10. The mapping T : V −→ LF(V)LF(V) defined by T(x) = Tx, where Tx(y) =
x ∗ y, is a linear transformation such that ker T = V{0}.

Proof. For arbitrary x, x′ ∈ V, a ∈ F and y ∈ LF(V), we have

Tx+x′(y) = (x + x′) ∗ y = (x ∗ y) + (x′ ∗ y) = Tx(y) + Tx′(y),

Ta·x(y) = (a · x′) ∗ y = a · (x ∗ y) = a · Tx(y),

Tx∗x′(y) = (x ∗ x′) ∗ y = x ∗ (x′ ∗ y) = x ∗ Tx′(y) = Tx(Tx′(y)) = (Tx ◦ Tx′)(y),

and ker T = {x ∈ V | T(x) = 0} = {x ∈ V | x ∗ y = 0, ∀y ∈ LF(V)} = V{0}.

Definition 6. An element x ∈ V is called a nullifier of V if x ∗V = {x ∗ t | t ∈ V} = {0}. The
set of nullifiers of V is denoted by NV .

Proposition 11. Let V be a composition vector space. Then:

(1) NV 6c V.
(2) If NV = {0} and x1, x2 ∈ V such that x1 ∗ y = x2 ∗ y, for all y ∈ V, then x1 = x2.
(3) If NV = {0} and x ∗ y = z, for all y ∈ V, then x = z ∈ LF(V).
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Proof. (1) It is straightforward.
(2) By assumption, (x1 − x2) ∗ y = x1 ∗ y− x2 ∗ y = 0, so x1 − x2 ∈ NV . Thus x1 = x2.
(3) Since z ∗ y = (x ∗ z) ∗ y = x ∗ (z ∗ y) = z and x ∗ y = z, then x = z by (2). Hence
x ∗ y = x and z ∗ y = z for all y ∈ V, which means that x, z ∈ LF(V).

Proposition 12. The mapping T : V −→ VV defined by T(x)(y) = Tx(y) = x ∗ y, is a linear
transformation such that ker T = NV .

Proof. Similar to the proof of Proposition 10.

Definition 7. A composition vector space V is said to be automorphic if every nonzero linear
operator Ty associated with V is a bijection.

Note that if V is an automorphic composition vector space and y ∈ ∪Γx for the
principal orbits Γx, then Ty is nonzero.

Theorem 1. Let f : V −→W be an onto composition linear transformation such that W 6= {0}.
If V is automorphic, then W is automorphic, too.

Proof. Let Ty : W −→ W be a nonzero linear operator associated with W, meaning that
Ty = Tf (x), for some x ∈ V. Note that Tx is a nonzero linear operator associated with V,
because if Tx = 0, then z ∗ x = Tx(z) = 0 for all z ∈ V. Hence 0 = f (0) = f (z ∗ x) =
Ty( f (z)), that is, Ty(W) = 0. Hence Ty = 0, which is a contradiction.

Now, consider w ∈ W and f (v) = w for an arbitrary v ∈ V. Then there exists t ∈ V
such that t ∗ x = Tx(t) = v. Thus w = f (v) = f (t ∗ x) = f (t) ∗ f (x) = Tf (x)( f (t)) =
Ty( f (t)), which means that Ty is onto.

Moreover, if Ty(w1) = Ty(w2) for w1 = f (v1) and w2 = f (v2) with v1, v2 ∈ V, then
f (Tx(v1 − v2)) = f (v1 ∗ x)− f (v2 ∗ x) = Ty(w1)− Ty(w2) = 0. Hence Tx(v1 − v2) ∈ ker f
and so v1 − v2 ∈ ker f , since Tx ∈ BL(V) has an inverse and ker f 4 V. It follows that
w1 = w2, and thus Ty is injective, thefore W is automorphic.

The following corollary is an immediate consequence of Theorem 1.

Corollary 4. Let f : V −→W be an onto composition linear transformation such that W 6= {0}.
If Tx ∈ BL(V), then Tf (x) ∈ BL(W), for all x ∈ V.

Finally, the behavior of linear operators associated with composition vector spaces is
investigated under composition linear transformations.

Theorem 2. Let f : V −→ W be an onto composition linear transformation, A and B be the
set of all bijective linear transformations Tx and Ty associated with V and W, respectively. Then
the function f̄ : A −→ B defined by f̄ (Tx) = Tf (x) is an onto group homomorphism such that
ker f̄ = {Tx ∈ A | Tx(t)− t ∈ ker f , ∀t ∈ V}.

Proof. Consider Tx1 = Tx2 for some x1, x2 ∈ V and w ∈ W. Then w = f (v), for some
v ∈ V. Thus Tx1(v) = Tx2(v) and hence f (v ∗ x1) = f (v ∗ x2), which implies that
Tf (x1)

(w) = Tf (x2)
(w), that is f̄ (Tx1) = f̄ (Tx2). Additionally f̄ (Tx1 ◦ Tx2) = f̄ (TTx1 (x2)

) =

Tf (x2∗x1)
= TTf (x1)

( f (x2))
= Tf (x1)

◦ Tf (x2)
= f̄ (Tx1) ◦ f̄ (Tx2), by Proposition 7. Thus, f̄ is

a homomorphism. Clearly, it is onto. Moreover, Tx ∈ ker f̄ if and only if Tf (x) = Id,
equivalently with Tf (x)(w) = w for all w ∈ W iff f (t) ∗ f (x) = f (t) for all t ∈ V, i.e.,
Tx(t)− t ∈ ker f for all t ∈ V. This completes the proof.

4. Conclusions

Defining a composition structure on a vector space, similarly as for rings, or hyper-
rings or ordered hyperstructures, permits us to study the new obtained tri-operational
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algebra, called in this case a composition vector space, also from the perspective of linear
operators. It is interesting to notice that not all subspaces of a composition vector space are
composition subspaces, as we could see in Example 10. Additionally, we have concluded
that the structure of any composition vector space (V,+, ·, ∗) with identity I may be char-
acterized by a monoid {Ty | y ∈ V}, with the identity TI , of linear operators on V, where
Ty(x) = x ∗ y, for any x ∈ V. Studying properties of the linear operators permits us to
study new properties of the associated composition vector space.

Author Contributions: Conceptualization, O.R.D. and M.N.; methodology, O.R.D., M.N. and I.C.;
investigation, O.R.D., M.N. and I.C.; writing—original draft preparation, O.R.D. and M.N.; writing—
review and editing, I.C.; funding acquisition, I.C. All authors have read and agreed to the published
version of the manuscript.

Funding: The third author acknowledges the financial support from the Slovenian Research Agency
(research core funding No. P1-0285).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Menger, K. Tri-operational algebra. Rep. Math. Colloq. 1944, 5–6, 3–10.
2. Menger, K. Algebra of Analysis. Notre Dame Math. Lect. 1944, 3. Available online: https://projecteuclid.org/ebooks/notre-dame-

mathematical-lectures/Algebra-of-Analysis/toc/ndml/1175197100 (accessed on 20 September 2021).
3. Menger, K. The Algebra of Functions: Past, Present, Future. Rend. Mate. 1961, 20, 409–430.
4. Adler, I. Composition rings. Duke Math. J. 1962, 29, 607–623. [CrossRef]
5. Kaiser, H.; Nöbauer, W. Über interpolierbare Funktionen auf universalen Aigebren. Beiträge zur Algebra Und Geom. 1982, 12,

51–55.
6. Kaiser, H.; Nöbauer, W. Permutation Polynomials in Several Variables Over Residue Class Rings. J. Aust. Math. Soc. 1987, 43,

171–175. [CrossRef]
7. Mitsch, H. Tri-Operationale Algebren über Verbänden. Ph.D. Dissertation, Universität Wien, Vienna, Austria, 1967.
8. Veldsman, S. Polynomial and Transformation composition rings. Contrib. Algebra Geom. 2000, 41, 489–511.
9. Gallina, G.; Morini, F. Composition rings from formal power series rings. Commun. Algebra 2018, 46, 2905–2911. [CrossRef]
10. Cristea, I.; Jancic-Rasovic, S. Composition hyperrings. An. St. Univ. Ovidius Constanta 2013, 21, 81–94. [CrossRef]
11. Jancic-Rasovic, S. About the hyperring of polynomials. Ital. J. Pure Appl. Math. 2007, 28, 223–234.
12. Norouzi, M.; Cristea, I. A note on composition (m, n)-hyperrings. An. St. Univ. Ovidius Constanta 2017, 25, 101–122. [CrossRef]
13. Norouzi, M.; Cristea, I. Hyperrings with n-ary composition hyperoperation. J. Algebra Appl. 2018, 17, 1850022. [CrossRef]
14. Davvaz, B.; Rakhsh-Khorshid, N.; Shum, K.P. Construction of composition (m, n, k)-hyperrings. An. St. Univ. Ovidius Constanta

2016, 24, 177–188. [CrossRef]
15. Novak, M.; Cristea, I. Composition in EL-hyperstructures. Hacet. J. Math. Stat. 2019, 48, 45–58.

https://projecteuclid.org/ebooks/notre-dame-mathematical-lectures/Algebra-of-Analysis/toc/ndml/1175197100
https://projecteuclid.org/ebooks/notre-dame-mathematical-lectures/Algebra-of-Analysis/toc/ndml/1175197100
http://doi.org/10.1215/S0012-7094-62-02961-7
http://dx.doi.org/10.1017/S144678870002930X
http://dx.doi.org/10.1080/00927872.2017.1404076
http://dx.doi.org/10.2478/auom-2013-0024
http://dx.doi.org/10.1515/auom-2017-0023
http://dx.doi.org/10.1142/S0219498818500226
http://dx.doi.org/10.1515/auom-2016-0009

	Introduction
	Foundations of Composition Vector Spaces
	Linear Operators on Composition Vector Spaces
	Conclusions
	References

