. mathematics

Article

Global Stabilization of a Single-Species Ecosystem with
Markovian Jumping under Neumann Boundary Value via
Laplacian Semigroup

Ruofeng Rao 11, Jialin Huang ? and Xinsong Yang 3*

check for

updates
Citation: Rao, R.; Huang, J.; Yang, X.
Global Stabilization of a Single-
Species Ecosystem with Markovian
Jumping under Neumann Boundary
Value via Laplacian Semigroup.
Mathematics 2021, 9, 2446. https://
doi.org/10.3390/ math9192446

Academic Editors: José A. Tenreiro
Machado, Jan Awrejcewicz, José M.
Vega, Hari Mohan Srivastava,
Ying-Cheng Lai, Hamed Farokhi and

Roman Starosta

Received: 21 August 2021
Accepted: 29 September 2021
Published: 1 October 2021

Publisher’s Note: MDPI stays neutral
with regard to jurisdictional claims in
published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

Department of Mathematics, Chengdu Normal University, Chengdu 611130, China; ruofengrao@cdnu.edu.cn
Department of Mathematics, Sichuan Sanhe Vocational College, Luzhou 646200, China; jialinh2880@163.com
College of Electronics and Information Engineering, Sichuan University, Chengdu 610065, China

*  Correspondence: xinsongyang@scu.edu.cn or xinsongyang@163.com

wON =

Abstract: By applying impulsive control, this work investigated the global stabilization of a single-
species ecosystem with Markovian jumping, a time delay and a Neumann boundary condition.
Variational methods, a fixed-point theorem, and Laplacian semigroup theory were employed to
derive the unique existence of the global stable equilibrium point, which is a positive number.
Numerical examples illuminate the feasibility of the proposed methods.

Keywords: a single-species ecosystem; variational methods; global stability; reaction-diffusion;
Sobolev spaces

1. Introduction

As pointed out in [1], the following logistic system has been widely discussed and
studied due to its importance in the development of ecology:

a3 30
ar =~ g

A 1)3(¢). (1)

Here, 3(t) is the population’s quantity or density at the time f, and & and R > 0
are the intrinsic growth rate of the environmental capacity and the population. Because
all the solutions of nonlinear ecosystems are difficult to provide accurately, people pay
more attention to the long-term dynamic trend of an ecosystem, i.e., the long-term trend
of population density (see, for example, [1-5]). People especially want to know whether
the population will tend to a positive constant after a long time, which is related to the
final long-term existence of the population. For example, the long-term behavior of the
following random single-species ecosystem was studied in [2]:

d3 = y3dB(t) — 3[b3 — aldt. (2)

Animal populations will inevitably spread because of climate, foraging and random
walking. Hence, the reaction—diffusion ecological models well simulate a real ecosystem.
Particularly, reaction—diffusion ecosystems were studied in [6,7]. For example, in [8], a
single-species Markovian jumping ecosystem with diffusion and delayed feedback under a
Dirichlet boundary value was investigated:

780(;; *) =[a —bo(t,x)]v(t, x) + qAv(t, x) — c(r(t))[o(t — T(t),x) —v(t,x)], x€Q,t>0, (3)
v(t,x) =0, t>0,x€d.
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ou(t, x)
ot

I'(s,x)

Markov systems often occur in various engineering technologies (see, for example, [9-11]).
Particularly, a Markovian jumping delayed feedback model well reflects the influence of
stochastic factors on time delays in the changes of populations, such as weather, temper-
ature, humidity, ventilation status, etc. However, the case of a single-species ecosystem
with a Neumann boundary value is seldom researched. In fact, a Neumann zero boundary
value model well simulates the biosphere boundary without population migration. For
example, freshwater fish do not enter the sea through rivers. Inspired by some ideas or
methods of the related literature [6-34], we are willing to study the global stabilization of a
Markovian jumping delayed feedback diffusion ecosystem with a single species equipped
with the Neumann zero boundary value.

The main contributions are as follows.

¢ The uniqueness proof of the positive equilibrium solution is presented in this paper,
while it was given in previous work that only involved the existence of the positive
equilibrium solution.

* In the case of a single-species ecosystem with impulses, it is the first study using a
Laplacian semigroup to globally stabilize the ecosystem.

* A numerical example is designed to illuminate the advantages of Theorem 2 against [22]
(Theorem 4.2), as a result of reducing the algorithm’s conservatism.

For the sake of simplicity, we denote, by O € RN(1 < N < 3), a bounded do-
main, and Q) is its smooth boundary. Denote by Q) the closure of (), i.e., QJIQ = Q.

ol = 1/ Jo | V@(x)|?dx represents the norm of the Sobolev space Hj 1(Q). A; represents

the minimum positive eigenvalue of —A in the Sobolev space H} (Q). In addition, for a vec-
tor v = (v1,v2)T, denote |v| = (|v1],|v2|)T, and for a matrix A = (a;j), denote |A| = (ayj|).
Denote by N the natural numbers set. L2(Q) = {f : fQ f2 )dx < oo} is the real-valued
functions space with the inner product (f,g) = |, f( dx for f, g € L2(Q), and its

norm || f| = ([, f2(x)dx) 2 )2 for f € L?(Q)). The Laplace operator A = Z aaz and the semi-
j=1

group e'® can be seen in [35] in detail, for fear of repetition. (Y, F, P) is the probability

space described in [8]. S = {1, 2, ---, no}, {r(t) : [0, +00) = S}, TT = (Vij)nyxn, and the

following formula are also the same as those of [§],

0(8) +vmjd, jFm

P(j=r(t+0) [m=r(t)) = { (4)

0(0) +1+ 9o, j=m,
2. Preparatory Work
Consider the reaction—diffusion delayed ecosystem:
=[a—bu(t,x)|u(t,x) — [u(t,x) —u(t —v(t),x)]c(r(t)) + gAu(t,x), t>0,x€Q,
ultx) 50 xcan, ®)
ox
=u(s,x), (s,x)€[—7,0] x Q.

Here, u(t, x) is the population density at time ¢ and space point x. 2 > 0and b > 0
are described similarly as those of [8]. T(t) € [0, 7], and I'(s, x) is the bounded initial value
function on [—7, 0] x Q). For convenience, c(r(t)) is denoted simply by ¢, for r(t) =r € S.

In addition, due to the limited resources of nature, the population density should have
an upper limit. At the same time, the population density should also have a lower limit
because a low population density does not allow male and female animals to meet in the
vast biosphere and reproduce.
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Hypothesis 1 (H1). There exist two positive constants Ny and Np and a decimal ko € (0,1) with
(1+k)N1 <5< (1—ko)Ny and (1 4+ ko)N; < T(s,x) < (1 — ko)Ny for
s € [—7,0], x € Q, such that

0< N <u(t,x) <Ny, VxeQ, t>-1 (6)

Remark 1. The boundedness assumption in (H1) brings innovations. It ensures that the initial
value maintains a certain distance from the upper and lower bounds, so that an impulse with an
appropriate frequency and intensity can ensure that the dynamic behavior of the system with such
an initial value will not exceed the bounds.

Definition 1. u.(x) is a stationary solution of the system (5) if for (t,x) € [—T,+o0) x Q,
us(t,x) = uy(x), and u.(x) satisfies (H1), and

_ ou(x) (7)

0 t>20, x €9Q.

{[a —buy(x)]ue(x) +qhus(x) =0, x€Q,t>0,

ax '
Nouw, it is easy to conclude from Definition 1 that u. = § is a stationary solution of the system
(5). Moreover, letting U(t, x) = u(t, x) — us, the system (5) is translated into

auéi'x) = — bU?(t,x) —al(t,x) — c,[U(t, x) — U(t — T(t),x)] + gAU(t,x), x€Q, t>0,
0 =20 s v can, (8)
ox
U(s, x) =— % +T(s,x), (x,5)€Qx][-1,0]
Here, the positive solution u,. = { of the ecosystem (5) corresponds to the zero solution of the system
(8). Thus, the stabilization of the above-mentioned zero solution will be investigated below. Furthermore,
employing an impulse control on the natural ecosystem (5) or (8) results in
ou(t
ét"” == bUP(t,x) —al(t,x) — ¢ [U(t,x) = U(t = T(1), x)] + gAU(Lx), t# b, t>0,x€Q,
U(tt,x) =MU(t ,x), t=t, keN,
©)
0= can >0,
ox
U(s,x) == 7 +T(s,%) = &%), (x,5) € x[-7,0),

whose zero solution corresponds to the stationary solution u. = § of the following system:

a“g;"‘) =~ blu(t,x) — A~ alu(tx) — ] —crfu(t,x) — u(t —T(), V)] + qAu(tx), E30, ¢ £ b xEQ,
Fx) =Mu(t,x) — 2+ 2, t=t, keN,
(1,20 =Ml x) -+ 8 1=, o
_ubx) - can, >,
dx

I'(s,x) =u(s,x), (x,5)€Qx][-1,0].

Here, we assume that 0 < t; < tp < ---, and each ty(k € N) represents a fixed impulsive
instant. Additionally, lirrl u(t,x) = u(ty,x), and u(t,,x) = u(ty, x) = lim u(t, x).

tst; bty
Definition 2. For any given T > 0, U = {U(t)} o7y is an L*(Q)-valued function, and it is

called a mild solution of the system (9) if U(t,x) € C([0, T]; L*(Q))) makes fot [IU;(s)||Pds <
co, i =1,2hold, and for any t € [0, T] and x € Q,
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t
U(t, x) =eftd ) e~ A (M — U (b, x) + / e(t=s)d ( — bU?(s,x) —al(s,x) — c,[U(s,x) — U(s — T(s),x)])ds
0<tr<t 0 (11)
+e1g(0,x), t>0,
and

&(s,x) =U(s,x), xe€Q,se][-1,0],

o

0 o’

t>0, x €.

Remark 2. Definition 2 is well defined in view of [23,24]; particularly, the considerations about
the impulsive items in [24] provide a useful hint for designing Definition 2.

In this paper, the following condition is also required:
Hypothesis 2 (H2). There are two constants M > 0 and v > 0 such that ||e!® ||, < Me™ ",
where ||e'®]|; = sup |ePw]| (see [23]).

[[wll=1

Lemma 1. (see, for example, [14]). O C R™ is a bounded domain, and its smooth boundary 0Q) is
of class C2. 0(x) € H}(Q) is a real-valued function, and %gx) lao = 0. Then,

Vo(x) Pdx > A1 [ lo(x) P,
[ IVoGRdx > A [ J6(x) Pax
where A1 is the least positive eigenvalue of the following Neumann boundary problem:

AM—A =0, x€Q,
20(x)
av

=0, xe€9Q,
where v is the external normal direction of oC).

Lemma 2. ([36]) If f is a contraction mapping on a complete metric space H, there must exist a
unique point u € H, satisfying f(u) = u.

3. Main Result

Firstly, the unique existence of the stationary solution of the ecosystem (5) should be
considered. Moreover, the unique stationary solution of the ecosystem should be positive.
Based on these two points, we present the following unique existence theorem:

Theorem 1. Suppose (H1) holds. For all r(t) = r € S, the system (5) possesses a positive
stationary solution u, = ¢ for all (t,x) € [—7,+00) x Q. If, in addition, the following condition
is satisfied:

a < AMq+2bN; (12)

then the positive solution u is the unique stationary solution of the system (5).
Proof. Obviously, for (f,x) € [—7,0] x Q, u, = ¢ makes the following equations hold:
gAu, +uyfa—bu,] =0, t>0,x€Q,

and
ol

ox

Thus, Definition 1 yields that u, > 0 defined in Theorem 1 is the unique stationary
solution of the system (5).

=0, xe€d,t=0.
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Below, we claim that u. is the unique stationary solution of the ecosystem (5).
Indeed, if u, and v, (x) are two different stationary solutions of the system (5), then
Poincare inequality and the boundary condition yield

a /Q( — 0.(x))%dx — b/ —0.(%))2 (s + vs(x))dx =A1g /Q s — 0. (x)|2dx. (13)

The condition (12), Definition 2 and the continuity of u, and v lead to

/(u*—v* 2dx—b/ o — 0s ()2 (s + v (x ))dx<)\1/ s — vs(x)|?dx,

which contradicts the inequality (13).
This completes the proof. [

Remark 3. As far as our knowledge, Theorem 1 is the first theorem to provide the unique existence of
the stationary solution of a single-species ecosystem under a Neumann boundary value.

Remark 4. This paper provides the unique existence of a stationary solution of a reaction—diffusion
system. However, there are many previous articles related to reaction—diffusion systems that only
involve the existence of the equilibrium point. For example, in [14], only the unique existence of the
constant equilibrium point of a reaction—diffusion system with a Neumann boundary value was
given, but the stationary solutions of a reaction—diffusion system may include the non-constant
stationary solutions. Because the solution u(t, x) of a reaction—diffusion system involves not only
the time variable t but also the space variable x, its stationary solution should be u, (x), independent
of the time variable t. Obviously, u(x) must not be a constant equilibrium point, which may be
dependent upon the space variable x. Thereby, it is not inappropriate to prove that the equilibrium
point is the unique constant equilibrium point in [14]. It must be proved that it is the unique
stationary solution, just like that of this paper. A similar example can also be found in [12].

Note that the system (10) has the same elliptic equation as that of the system (5), and hence,
each stationary solution of the system (5) is that of the system (10), and vice versa. i.e., Theorem
1 shows that u. = § is also the unique statzonary solution of the system (10). Next, the global
stability of the stationary solution u. = § should be investigated.

Theorem 2. Set p > 1. Suppose all the conditions of Theorem 1 hold. Assume, in addition, the
condition (H2) holds, and
0<w, <1, rt)=res; (14)

then, u. = y of the system (10) is globally exponentially stable in the pth moment; equivalently,
the null solution of the system (9) is globally exponentially stable in the pth moment, where
p= kiglg(fkﬂ —tr) >0, No = max{|Ny — ¢|, N2 — ¢},

(. 2MN, M M 1 \P\17
= [ (bR + (e (P + P + M amax v — 1) (1 ) )| (15)

Proof. Let the normed space H be the functions space consisting of functions g(t,x) :
[~T,+00) x QO — [Ny — £, N2 — 7], where g satisfies:

(A1) g is pth moment continuous at t > 0 with t # t;(k € N) ;

(A2) for any given x € ), lim g(t,x) and hm g(t, x) exist, and lim g(t,x) = g(t, x);

tsty st
(A3) g(s,x) =¢(s,x), Vse |- T,O],XGQ,
(A4) e*||g(t)||P — 0 as t — +oo, where « is a positive scalar with 0 < a < g7.

It is easy to verify that H is a complete metric space equipped with the following distance:

1
dist<U, V) = ( sup |[U(t, x) — V(t,x)||p> p, VU,V eH. (16)

t>2—71
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Construct an operator ® such that, for any given U € H,

OU)(1,1) =" T e My~ U1y ) + [0 b (s3) — i) — (U (s )
0<te<t 0
—U(s— T(s),x)})ds +e1*8E(0,x), >0, (17)
0 :a®(u), xeod), t>=0,
ov
é(s,x) =0(U)(s,x), se€[-1,0],xe.

Below, we want to prove that @ : H — H, and it takes four steps to achieve the goal.

Step 1. It is claimed that, for U € H, ®(U) must be pth moment continuous at ¢ > 0
witht # f(k € N) .

Indeed, U € [N; — §, N2 — 7] means the boundedness of U, and let ¢ be a scalar small
enough; a routine proof yields that if § — 0, for t € [0, +00) \ {#}7>;,

1O(U)(t,x) = OU)(+6,2)[17 < 477|450, x) — 1925 (0, x) P

t t+0
4| /0 =95 U (s, x) — BU(s, x)]ds — /0 098U (s, x) — BU(s, x)]ds |

t t+6
+41H\|/0 f,vﬂ(f*s)A[cr(u(s,x)—u(s—r(s),x))}azs—/o+ A=A 6 (1 (s, x) — U(s — T(s), x))]ds]|”

AP Y T (M — 1)U (b, x) — 1IN N T IA (M — 1)U (1, x) [P — 0,
0<t<t 0<t<t+6
which proves the claim. Then, (A1) is verified.
Step 2. ©(U) satisfies (A2), where U € H.
In fact, for U € H, people can easily see from (17) that lirrl O(U)(t x)and lim O(U)(t, x)
bt} bt
exist, and ®(U)(t, x) = lim @(U)(t, x), which verifies (A2).
e
Step 3. ©(U) satisfies (A3), where U € . Indeed, the third equation of (17) verifies
(A3) directly.
Step 4. Verifying (A4), i.e., for U € H, verifying

ot

e @(U)(t)Hp—>O, if £ +oo. (19)

Indeed,

e* x = e"|le X te(_s> —al(s,x) — s,X)—c s,x) — U(s —7(s),x s
O, = (0, + et (s, ) — b5, ) = U5, ) = Uls = 7(6), )] ) d

el Y e IA (M — 1)U (t, x)||P
O<te<t

t t (20)
<5P LT E (0, x) ||P + 5P e | /0 e1t=9A_al(s, x) — bU (s, x)]ds||P + 57 1e|| /0 e1t=9)8¢ U (s, x)ds||P
t
+ 5P| / =980, U (s — T(s), x)ds||P + 5P LeM [T Y e A (M — 1)U, x) |7, £ >0,
0 O<te<t
Moreover,
e ||eTAE(0, x)||P < MPete 79| E(0,x)||P — 0, if t — +o0. (21)
U e Hmeans U € [N] — 3, N; — ¢],and
U2 < No|U|, where Ny = max{|N; — %|,N2 - %}. (22)

The Holder inequality yields
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e | /t e(t=s)d ( —al(s,x) — buz(s,x))dsH”
‘ t t (23)
<oP-1pp {ap(i)r’fl / e~ @10 (=) 5| 1 (s, x) || Pds + bPNg(i)pfl / =17 (=9) ||| Pds |
qv 0 qy 0
On the other hard, e*||U;(#)||P — 0 means that, for any € > 0, there exists t* > 0 such

that all e ||U;(t)||P < e. Therefore,

t
/Oe—(qv—a)(t—S)eas“u(s,x)des

< max (e [U(s, x)[P)e~ @1t Lo 1oL
s€[0,+*] qy —« gy —«
which, together with the arbitrariness of ¢, means that
t
/ e~ W= | U (s, x)||Pe®ds — 0, t — +o0. (24)
0
Now, similarly to the proof of (23), one can prove
t
|| / 198 _qU (s, x) — bU2(s, x)]ds||P, t — —+oo. (25)
0
t
M| / AU=S)BC U (s, x)ds||P,, - +oo. (26)
0

Since U (s, x) = (s, x) is bounded on [—7,0] x (), it is not difficult to similarly prove
t

el / 198 U (s — 1(s),x)ds||F, t— +oo. (27)
0

Next, using the definition of the Riemann integral | ab e®ds results in

Mett Y e A (M — 1)U (k, x)||P
0<tp<t

p
<27V max |M; — 1| [e(pqvw)f< Y ek |U(tk,x)||) + 5104:| — 0.
k 0<tr<t® (97 =3)"

Combining (20)—(28) yields (19).
It follows from the above four steps that

O(H) C H. (29)

Finally, we claim that © is a contractive mapping on H.
Indeed, for any U, V € H, the Holder inequality and (H2) yield

I [} v s, ) — s, vlasl?

< <M /Ot eI |V (s, x) — U(s,x)Hds)p
1  p1 101 1\? (30)
<M”<(q7)7[sup Jut,x) 7v<t,x>\|f’mq—7>ﬁ)

t1>—1

g(%)p[dist(u, V)P,
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Similarly,
I [ e, - Vs 0P
<(2mNo [T uGs0) - Vs les ) (31)
<N dist(u, V)P,
" I [ v (s 2(s),2) — s — ws), x)lasl < (4 e ptise(ur, v} (32)
0 qy

Assume tj_; < t < t;; then, the definition of the Riemann integral [, ab e°ds yields

e y e~ A (M — 1) [U(t, x) — V(e )]||P
0<tp<t

1 P
<M (max | My — 1])P {e*W (eq“”ffl += Y Mty — tk)) -dist(U, V)} (33)
k H 0<ty<tj—a

1 \?
2p — 1P — ) . [di P
<M (max | M~ 1)) (1+W) [dist(U, V)]?.

It follows from (30)—(33) that
o) —o(v)l|”

ot t
<4p*1b\|/0 1= U2 (s, x) — V2(s, x)]ds||P +4P*1(a+cr)||/0 =AU (s, x) — V (s, x)]ds||

t
+4”_1H/ IS8t Y =D (M — 1) [U(ty, x) — V (1, 2)]||P
0 0<te<t

+ 4P 1| /0 t 150U (s — 7(s),x) — V(s — 7(s), x)]ds]||?

M 2MN,

<4P~1[dist(U, V)}F’((a e ()P + b )+ cr(%)p + M (max | My ~ 1) (1+ i)p)

qru

which derives

dist(®(V),®(U)) < dist(U, V)(masxa)r), YU,V eH.
re

Now, the definition of @, implies that ® : H{ — H is contractive such that there must

exist the fixed point U of ® in H, which means that U is the solution of the system (9),
P

UH — 0,t — +oo so that e"‘tHu — Uy
zero solution of the system (9) is the globally exponential stability in the pth moment;
equivalently, u, = { of the system (10) is the globally exponential stability in the pth
moment. [

p
satisfying e“t‘ — 0, t — 400 . Therefore, the

Remark 5. To the best of our knowledge, this is the first paper to employ impulsive control and the
Laplacian semigroup to globally stabilize a single-species ecosystem.

Remark 6. This paper reports the global stability of a single-species ecosystem, while the stability
in [3] did not involve the global one. This means that the stability in [3] depends heavily on the
choice of initial value, while the global stability does not need such a choice. On the other hand,
Equation (5) involves the space state, while the models in [3] did not involve the spatial location. In
fact, population migration has a great impact on population stability, so the spatial state should be
considered in the ecosystem model.



Mathematics 2021, 9, 2446

90f11

0< @ = [4P1<(a+c1)()p+b(

0< = [4P1 ((a +c2)(—)P +b(

4. Numerical Example

Example 1. Set S = {1,2}, 1 = 0.03,C2 = 0.06,’)/11 = —0.23,712 = 0.23,’)’21 = 0.16,
and vy = —0.16. Assume I'(s,x) = 0.453,9 = 0.2,a = 0.1692,b = 0.4, N; = 0.3,andN, =
0.523,; then, Ny = 0.123, u, = 0.423. Suppose, in addition, O = (0, 1), T = 0.5 = (t) for all
t > 0. Then, by computing the eigenfunctions of —A, one can obtain ||e*®| < e ™t >0, and so
v = 7% = A1, M = 1. Direct computation yields

0.1692 = a < 2.2139 = A1q + 2bNj,

which implies that the condition (12) is satisfied. Let ko = 0.001, and obviously, the condition (H1)
holds. Theorem 1 yields that the positive solution u, = 0.423 is the unique stationary solution of
the system (5).

Example 2. This example uses all the data provided in Example 1. Assume, in addition, p =
1.005, My = 1.02, 4 = 5; obviously, the condition (H2) holds in Example 1. Moreover, we can
obtain, by direct calculations, that

M 2MN ., M 2 1 p)}v
+c1(—)P + M?P (max |M; —1)P (1 + — <1
97 o ) Tl (M =10 W)
and
M 2MNo)p+CZ(M)p+M2p(max|Mk—1|)P(1+1)!’)};’ <1
M = o : qYH

and, hence, the condition (14) is satisfied.

Thereby, Theorem 2 yields that the null solution of the system (9) is globally expo-
nentially stable in the pth moment; equivalently, 1, = 0.423 of the system (10) is globally
exponentially stable in the pth moment (see Figures 1 and 2).

Markov chain
25 T

05 I I I I I
0 0.5 1 1.5 2 2.5 3

Figure 1. Markovian chain generated by probability transition matrix.

Remark 7. Obuviously, Example 2 illuminates that Theorem 2 is better than [22] (Theorem 4.2) due
to reducing the conservatism of the algorithm, because the pulse intensity in Theorem 2 does not require
the pulse intensity to be less than 1 but allows it to be greater than 1, while the latter requires that the
pulse intensity is less than 1 (see [22] (Theorem 4.2)).

Remark 8. In Example 1 and Example 2, it follows from 0.3 = Ny < u < Ny = 0.523 and
Uy = 0423 that 0 < |U| < 0.123. A computer simulation of the dynamics of the state U(t, x) of
the system (9) illuminated the feasibility of Theorems 1 and 2 (see Figures 1 and 2). In addition,
(H1) is the only common condition in much related literature (see, for example, [37] (Definition 1)).
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Computer simulation of the state U(t,x)

0.1

‘
\
)

Figure 2. Dynamics of U(t, x) of System (9) under the Markov chain depicted in Figure 1.

5. Conclusions

In this paper, there are some improvements on mathematical methods, because it is the
first paper to employ fixed-point theory, variational methods and a Laplacian semigroup
to obtain the unique existence of the globally stable positive equilibrium point of a single-
species Markovian jumping delayed ecosystem. Numerical examples are provided to show
the feasibility of the artificial management of nature by way of impulse control.
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