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Abstract: We consider the finite element approximation of the solution to elliptic partial differential
equations such as the ones encountered in (quasi)-static mechanics, in transient mechanics with implicit
time integration, or in thermal diffusion. We propose a new nonlinear version of preconditioning,
dedicated to nonlinear substructured and condensed formulations with dual approach, i.e., nonlinear
analogues to the Finite Element Tearing and Interconnecting (FETI) solver. By increasing the impor-
tance of local nonlinear operations, this new technique reduces communications between processors
throughout the parallel solving process. Moreover, the tangent systems produced at each step still
have the exact shape of classically preconditioned linear FETI problems, which makes the tractability
of the implementation barely modified. The efficiency of this new preconditioner is illustrated on two
academic test cases, namely a water diffusion problem and a nonlinear thermal behavior.

Keywords: domain decomposition; nonlinear problems; Newton solver; FETI solver; parallel processing

1. Introduction

We consider the finite element approximation of the solution to elliptic partial dif-
ferential equations such as the ones encountered in (quasi)-static mechanics, in transient
mechanics with implicit time integration, or in thermal diffusion. Space domain decompo-
sition methods offer an interesting framework for the distribution of the resolution.

In addition, in the linear(ized) case,they provide powerful preconditioners for an
efficient iteration solution. Among the most famous, let us cite in the case of overlapping
decompositions, the (Restricted) Additive Schwarz methods (RAS/AS) [1,2] and, in the
absence of overlap, the Finite Element Tearing and Interconnecting (FETI) [3] and the
Balancing Domain Decomposition (BDD) [4].

These methods have in common to associate (approximations of) local inverse op-
erators and a coarse propagator for long range effects (associated with the Saint-Venant
principle in mechanics). The coarse propagator can be of additive form or implemented
as a projector. It can also be replaced by a set of well chosen continuity conditions, like in
the FETI-DP [5] or BDDC [6] methods. Note that the local inverses can also be replaced by
well chosen (generalized) Robin conditions in the Optimized Schwarz (OSM) [7]/FETI—2
Lagrange Multipliers (FETI2LM) [8] methods.

It is now well understood that the decomposition can trigger numerical difficulties
which might impair the scalability of the methods. In order to compensate the loss of
scalability, the coarse problem can be enriched by well-chosen constraints—built through
localized generalized eigenvalue problems [9–12], or the classical preconditioner can be
replaced by a multipreconditioner [13,14].

When carefully implemented, these methods reach very interesting parallel speed-ups
on a large class of problems, for a wide range of processors. Anyhow, each iteration of the
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distributed Krylov solver involves all-neighbor exchanges and all-to-all reductions. All-
neighbor exchanges scale well because the number of neighbors can not become excessive.
All-to-all reductions, even if they can be gathered and hidden [15], may lead to loss of
performance. It is then of importance to propose methods that reduce the number of
communications even at the cost of increased local computations.

In the context of nonlinear problems, the classical approach is to use a Newton solver
in an outer loop [16,17]. The decomposition of the domain then enables to distribute the
computation of the residual and of the tangent operator. Usually, an inexact Newton
strategy is adopted in order to limit the number of Krylov iterations involved in the
solution to the tangent system (computed by the chosen DDM solver) [18]. The initials for
the classical approach are NKS for Newton–Krylov–Schur (or Schwarz depending on the
chosen DD preconditioner).

Starting from the observation that NKS methods do not take advantage of the domain
decomposition to deal with the nonlinearity, a new class of iterative nonlinear solvers has
been developed: they allow independent nonlinear computations per subdomains, with
the hope that the number of exchanges would be reduced and energy could be saved [19].

In the frame of Schwarz methods, we can cite the one- or two-level Additive Scharwz
Preconditioned by Inexact Newton (ASPIN) [20,21] or Restricted Additive Scharwz Pre-
conditioned by Exact Newton (RASPEN) [22,23] solvers, or the Large Time Increment
(LATIN) method [24] and the global/local non-invasive coupling [25] which are very close
to Optimized Schwarz methods. In the frame of non-overlapping methods, the solvers
sometime took the name of “nonlinear relocalization techniques”. Nonlinear counterparts
to classical non-overlapping DD methods were considered, see [26] for a global framework
of the primal (BDD)/dual (FETI)/mixed (FETI2LM) approaches, and [27] for an improved
impedance in the mixed approach. Nonlinear FETI-DP and BDDC were proposed in [28]
(see also [29] for BDDC), and improved and assessed at a large scale in [30,31].

The non-overlapping nonlinear methods (which will be named with the -NL suffix)
can be formalized by the introduction of nonlinear primal/dual/mixed Stecklov-Poincaré
operators per subdomain (for instance the primal Stecklov–Poincaré operator is the dis-
crete Dirichlet-to-Neumann operator associated with the nonlinear Dirichlet solve on
the subdomain). The global nonlinear problem is formally condensed into a nonlinear
interface problem.

Note that because of the vastness of nonlinear problems, it is hard to derive general
convergence results. The validity of the methods is limited to certain classes of problems.
The reader may refer to [32] for a review of nonlinear problems where stable solutions can
be found and where nonlinear Stecklov-Poincaré operators can thus be defined. In general
the best property obtainable is the local convergence around a stable unique solution.

When applying a Newton solver on the condensed problem, one alternates local
independent nonlinear solves with given boundary conditions, and interface corrections
obtained by solving the tangent condensed system. This system has exactly the struc-
ture of a linear DDM problem and can be solved by the classical linear Krylov solvers
preconditioned by DDM mentioned above.

The hope when using these methods is that letting the subdomains undergo indepen-
dent nonlinear evolution provides a better estimation of the state of the structure which
should limit the number of outer Newton iterations and the communications associated
with the global tangent solver. Furthermore, these methods try to avoid useless compu-
tations on subdomains associated with linear evolutions which have no influence on the
global convergence, allowing the CPUs to idle and reduce their energy consumption.

In this paper, our objective is to double the intensity of the local independent nonlinear
computations by modifying the condensed problem to be solved. The method can be
interpreted as proposing a nonlinear preconditioner [33] to the nonlinear condensation
approaches. Even if the idea could be ported to any BDD(C)-NL, or FETI(DP)-NL method,
it will appear that under the chosen hypothesis (equivalent to infinitesimal strain in
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mechanics), the FETI-NL method leads to a much simpler problem to be solved since the
unknown is sought in a vector space instead of a manifold.

When applying a Newton algorithm to this nonlinear preconditioned condensed
system, one alternates a sequence of two independent nonlinear local solves (one Neumann
problem and one Dirichlet problem separated by one all-neighbor communication) and an
interface tangent solve which has the structure of a linear preconditioned FETI problem.
Hopefully the sequence of two local nonlinear solves will reduce the need of global Newton
iterations and thus the number of calls to the communication-demanding Krylov solver.

The paper is organized as follows: in Section 2, the principle of nonlinear substruc-
turing and condensation is recalled with emphases on the FETI-NL method. In Section 3
the nonlinear preconditioning for the FETI-NL method is exposed. Limited academic
assessments are given in Section 4 related to a water diffusion in soils problem, and a
nonlinear thermal evolution. Section 5 concludes the paper.

2. Nonlinear Substructuring and Condensation
2.1. Reference Problem, Notations
2.1.1. Global Nonlinear Problem

We consider a nonlinear partial differential equation on a domain Ω, representative
of a quasi-static structural mechanical or thermal problem for instance, satisfied by the
unknown u (displacement, temperature...). Dirichlet conditions are imposed on a part
∂uΩ 6= ∅ of the boundary, and Neumann conditions on the complementary part ∂ f Ω. After
discretization with the Finite Element method (typically using H1 conforming element),
the problem to be solved can be written as:

gint(u) + gext = 0. (1)

The vector of external forces gext takes into account boundary conditions (Dirichlet or
Neumann) and dead loads, the operator of internal forces gint refers to the discretization of
the homogeneous partial differential equation. Note that such a problem may also represent
the study at a given time step of a transient problem with implicit time integration. We
assume that gint is differentiable and such that the tangent matrices are symmetric positive
semi-definite (the semi-definiteness being typically due to the existence of rigid body
motions). We also assume the well-posedness of the problem (it possesses a unique, stable,
solution), and that a classical Newton–Raphson strategy could be deployed to find it.

Remark 1. In linear elasticity, under the small perturbations hypothesis, one has:

gint(u) = −Ku,

with K the stiffness matrix of the structure.

2.1.2. Substructuring and Local Equilibriums

The global domain Ω is partitioned into Ns subdomains (Ω(s)), corresponding to the
decomposition of the nonlinear problem (1) into Ns nonlinear subproblems:

g(s)int(u
(s)) + g(s)ext + T(s)T

λ
(s)
b = 0, (2)

where λ
(s)
b is the unknown local nodal reaction, introduced to represent interactions of

subdomain Ω(s) with neighboring subdomains: λ
(s)
b is defined on the “boundary” with

neighbors (index b, to be opposed to internal degrees of freedom, index i) and T(s)T
is the

extension-by-zero operator (transpose of the trace operator).
Equation (2) will be referred to as “local equilibrium”. For a given boundary condition,

all the fields involved in (2) can be computed. In the following, we consider two types
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of boundary conditions to be imposed on the interface between subdomains: primal
(Dirichlet) conditions or dual (Neumann) conditions. All formula are detailed in [26].

Primal Approach

We assume the well-posedness of local Dirichlet problems, so that we can define
on subdomain Ω(s) the nonlinear primal analogue s(s)nl to the primal Steklov-Poincaré
operator [34] (i.e., a discrete Dirichlet-to-Neumann operator). The interface nodal reaction
(λ

(s)
b ) resulting from the local equilibrium (2) is then defined uniquely, and it can be

expressed as a function of the given boundary displacement u(s)
b and external forces g(s)ext:

λ
(s)
b = s(s)nl

(
u(s)

b ; g(s)ext

)
. (3)

Property 1. The tangent operator S(s)
t to s(s)nl can be explicitly computed as a function of the tangent

stiffness matrix K(s)
t :

∀s ∈ {0, . . . , Ns}, S(s)
t =

∂s(s)nl

∂u(s)
b

= K(s)
tbb
− K(s)

tbi
K(s)−1

tii
K(s)

tib
. (4)

Moreover, in the linear case, the discrete Dirichlet-to-Neumann operator, written s(s)l , is affine,
with the constant term being associated with external forces:

s(s)l

(
u(s)

b ; g(s)
)
= S(s)

t u(s)
b − b(s)p ,

with b(s)p = g(s)b − K(s)
tbi

Ks−1

tbi
g(s)i .

(5)

Dual Approach

We consider Neumann conditions on the interface of subdomains. In the following
we make an assumption equivalent to the infinitesimal strain hypothesis in mechanics: for
any subdomain Ω(s) lacking Dirichlet conditions (aka floating subdomain), there exists a
basis R(s) of rigid body motions which satisfies:

∀u(s),

g(s)int(u
(s) + R(s)α(s)) = g(s)int(u

(s)), ∀α(s)

R(s)T
g(s)int(u

(s)) = 0
. (6)

The basis of rigid body motions is directly linked to the kernel of the tangent matrix:

R(s) = Ker
(

K(s)
t

)
, with K(s)

t =
∂g(s)int

∂u(s)
.

Let r(s) denote the number of rigid body motions of subdomain Ω(s), that is to say the
number of columns of R(s).

Remark 2. Mechanically speaking, the above hypothesis excludes problems with large displace-
ments, and leads us to focus on material nonlinearity.

Hypothesis (6) applied to the local equilibrium (2) leads to the following compatibil-
ity condition:

R(s)T
(

g(s)ext + T(s)T
λ
(s)
b

)
= 0. (7)

Under this condition on λ
(s)
b , and assuming the global problem is well posed, we can

assume, at least locally the existence of a nonlinear dual analogue f (s)nl to the dual Steklov-
Poincaré operator [34] (i.e., a discrete Neumann-to-Dirichlet operator). The solution u(s)
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of each local equilibrium is then defined uniquely, up to a rigid body mode R(s)α(s), and
interface local unknowns can be expressed as:

u(s)
b = fnl

(
λ
(s)
b ; g(s)

)
+ T(s)R(s)α(s). (8)

Property 2. The tangent operator F(s)
t to f (s)nl can be explicitly computed as a function of a pseudo-

inverse of the tangent stiffness K(s)
t [26]:

F(s)
t =

∂ f (s)nl

∂λ
(s)
b

= T(s)K(s)†

t T(s)T
. (9)

Moreover, in the linear case, the Neumann-to-Dirichlet operator – written f (s)l – is affine, with
the constant term associated with external forces:

F(s)
l

(
λ
(s)
b ; g(s)

)
= F(s)

t λ
(s)
b + b(s)d ,

with b(s)d = T(s)K(s)†

t g(s).
(10)

Note the link between the primal and dual right-hand sides in the linear case: b(s)d = F(s)
t b(s)p .

2.2. Assembly Operators and Block Notations

Let Γ(s) denote the set of interface degrees of freedom of Subdomain Ω(s). The Global
primal interface is written ΓA = ∪sΓ(s). Primal assembly operators A(s) are defined as
canonical prolongation operators from Γ(s) to ΓA: A(s) is a full-ranked boolean matrix of
size nA × n(s)

b - where nA is the size of global primal interface ΓA and n(s)
b the number of

interface degrees of freedom of subdomain Ω(s).
We use block notations to handle simultaneously quantities defined on subdomains.

Local vectors are concatenated by rows, assembly operators are concatenated by columns,
local matrices are concatenated diagonally:

vector: x, matrix: M, assembly: A, B

x =

 x(1)
...

x(Ns)

, matrix: M =

M(1) 0 0

0
. . . 0

0 0 M(Ns)

,
A =

(
A(1), . . . , A(Ns)

)
,

B =
(

B(1), . . . , B(Ns)
)

.

(11)

Any matrix B satisfying Range(B) = Ker(A) can be assigned to dual assembly
operator—see Figure 1 for the most classical choice. Note that in this case, multiple-
points lead to B being rank-deficient. The number of relations characterizing the global
dual interface ΓB is written nB.

We introduce the classical primal and dual scaled assembly operators Ã and B̃ [35],
they satisfy the following properties:

A ÃT = Ã AT = I,

B B̃TB = B, B̃ BTB̃ = B̃.
(12)

Classically, the scaling operators are built as follows:
Ã =

(
A D AT

)−1
A D,

B̃ =
(

B D−1BT
)†

B D−1,
with D(s) = I(s) or diag

(
K(s)

tbb

)
. (13)
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Note that if the same matrix D is chosen in definition of the primal and dual scaled
assembly operators then the following property holds [36]:

ATÃ + B̃TB = I. (14)

Remark 3. The following trivial properties are worth recalling:

Range(B) ∩Ker(BT) = {0} and Range(B̃) ∩Ker(BT) = {0}.

1(1)
2(1) 3(1)

4(1)
5(1)

1(2) 2(2) 3(2)

4(2)

5(2)

1(3)

2(3)

3(3)

4(3)

Ω(1)

Ω(2)

Ω(3)

(a) Subdomains

1
(1)
b

2
(1)
b

3
(1)
b

1
(2)
b

2
(2)
b

3
(2)
b

1
(3)
b

2
(3)
b

3
(3)
b

(b) Boundaries

Γ
1
A

Γ
2
A

Γ
3
A

Γ
4
A

(c) Interface nodes

Γ
1
B

Γ
2
B

Γ
3
B

Γ
4
B

Γ
5
B

Γ
6
B

(d) Connections

t(1) =



0 0 1 0 0
0 0 0 1 0
0 0 0 0 1


 t(2) =



0 0 1 0 0
0 0 0 1 0
0 0 0 0 1


 t(3) =



1 0 0 0
0 1 0 0
0 0 1 0




A(1) =




0 0 0
0 1 0
1 0 0
0 0 1


 A(2) =




1 0 0
0 0 1
0 0 0
0 1 0


 A(3) =




0 0 1
0 0 0
1 0 0
0 1 0




B(1) =




0 0 0
0 1 0
1 0 0
0 0 0
0 0 1
0 0 1




B(2) =




1 0 0
0 0 −1
0 0 0
0 1 0
0 −1 0
0 0 0




B(3) =




0 0 −1
0 0 0
−1 0 0
0 −1 0
0 0 0
0 −1 0




Figure 1. Local numbering, interface numbering, trace and assembly operators.

2.3. Interface Problem and Solving Strategy

The problem to be solved is the concatenation of all local equilibriums:

gint(u) + gext + TT λb = 0. (15)

completed by the classical transmission conditions—continuity of displacements and
balance of reactions: {

B ub = 0,

A λb = 0.
(16)

This section recalls the principle of nonlinear substructuring and condensation for
dual and primal approach. More details can be found in [26].

2.3.1. Dual Approach

Formulation of the Condensed Problem

The dual formulation consists of using the interface traction λB, defined on ΓB, as
main unknown. Local reactions are defined as λb = BTλB and thus they are automatically
balanced (Aλb = 0). The local equilibrium is used in its dual form (8) in order to define
displacements whose gap measures the convergence of the solver. Using admissibility
condition (7), and writing r = ∑ r(s) the total number of rigid body motions, the system to
be solved reads:

Find λB ∈ RnB , α ∈ Rr such that :
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
B
(

fnl

(
BTλB; gext

)
+ TRα

)
= 0,

RT
(

gext + TTBTλB

)
= 0.

(17)

(18)

We introduce the notations Rb = TR and GB = BRb.

Admissibility Condition: Projection Strategy

In practice, the solution λB to the dual interface condensed problem (17) is sought
iteratively in the admissible affine space defined by (18). As in classical linear FETI method,
we compute a proper initialization λB0 and look for the remaining part in Ker

(
GT

B
)

using
the projector PB. The unknown thus takes the following form:

λB = λB0 + PBλ̃B with:

RT
(

gext + TTBTλB0

)
= 0,

Rb
TBTPB = 0.

In practice, we use the following expressions:
PB = I−QB GB

(
GT

B QB GB

)−1
GT

B ,

λB0 = −QB GB

(
GT

B QB GB

)−1
RTgext.

(19)

where QB = B̃ Q B̃T is a SPD matrix homogeneous to the (linearized) preconditioner or
any of its approximations (Q is homogeneous to a boundary stiffness matrix). It is crucial
to note that the matrix QB does not need to be updated during the nonlinear resolution
(usually it is at most updated at the beginning of the increments of the Newton solver,
QB = I is even a classical choice).

For any λ̃B (even inexact), the magnitude α of the rigid body motions can be computed
by minimizing the QB-norm of the nonlinear interface condensed dual residual, which
leads to:

α = (GT
B QB GB)

−1GT
B QB B fnl

(
BT(λB0 + PBλ̃B); gext

)
. (20)

Using this expression for α in Equation (21), one recognizes the transposed projector.
Finally the system to be solved can be written as:

Find λ̃B ∈ RnB such that: ρB(λ̃B) ≡ PT
B B fnl

(
BT(λB0 + PBλ̃B); gext

)
= 0. (21)

A Newton–Krylov Algorithm

The nonlinear substructuring and condensation method consists of solving interface
problem (21) instead of global problem (1). The Newton method applied to this equation
leads to, for k > 0: Solve for dλ̃B :

[
∂ρB
∂λ̃B

(λ̃Bk )

]
dλ̃B = −ρB(λ̃Bk ),

Update λ̃Bk+1 = λ̃Bk + dλ̃B.
(22)

Two steps are involved in the solving process:

(i) Computation of the right-hand side ρB(λ̃Bk ) of (22): independent solutions to non-
linear Neumann problems (8) per subdomains. These are computed by applying
local Newton algorithms, and the resulting displacement are assembled to build
the nonlinear projected interface residual ρB(λ̃Bk ).

(ii) Solution to the tangent system of (22). This tangent system is defined on the
interface and it has exactly the structure of a FETI system:

∂ρB
∂λ̃B

(λ̃Bk ) = PT
B B FtkBTPB,
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where Ftk is the notation for the tangent operator at λBk which is connected to the
tangent stiffness matrix (9).

In the following, this solving process will be referred to as FETI-NL, it is presented in
Algorithm 1.

Remark 4. It is well known that the dual tangent system is only semi-definite because of the
rank-deficiency of B in the presence of multiple points, which means that dλ̃B (and more generally
λB) is defined up to corner modes [37], anyhow the mechanical quantity of interest λb = BTλB is
uniquely defined.

FETI Preconditioner

The preconditioning step of FETI-NL algorithm is involved at the tangent level, when
classical FETI algorithm comes into play.

The preconditioned projected FETI problem can be written as:(
B̃ Stk B̃T

)
PT

B B Ftk BTPB dλ̃B = −
(

B̃ Stk B̃T
)

ρB(λ̃Bk ), (23)

where Stk is the primal Schur complement of which the dual Schur complement is a
pseudo-inverse: Ftk = St

†
k . The choice of such a preconditioner is motivated by the quality

of the approximation of the FETI inverse operator achieved by the scaled assembly (13) of
local pseudo-inverses.

Remark 5. It is now well understood that the quality of this preconditioner is highly dependent
on how the decomposition into subdomains adapts to the problem to be solved. Typically, in the
case of strongly heterogeneous problems, if the interface is not well positioned, a well chosen coarse
grid problem should be added to (23) or multipreconditioning should be adopted [10,14]. Because
these extra ingredients modify the structure of the system to be solved in a way which is for now
not well ported to the nonlinear case, we need to assume that the classical preconditioned projected
system (23) converges reasonably well using conjugate gradient. For instance, our approach is not
yet able to handle plate or shell problems where a second-level preconditioner is needed to handle the
corners of the subdomains [38].

2.3.2. Primal Approach

We here quickly recall the principle of primal formulation for nonlinear substructuring
and condensation method.

Formulation of the Nonlinearly Condensed Problem

The primal formulation consists of using the interface displacement uA defined on
ΓA as main unknown. Local boundary displacements are defined as u = ATuA and thus
they are automatically continuous (Bu = 0). The local equilibrium is used in its primal
form (3) in order to define the reactions whose lack of balance measures the convergence of
the solver. The system to be solved reads:

Find uA ∈ RnA such that :

ρA(uA) ≡ A snl

(
ATuA; gext

)
= 0.

(24)

Newton–Krylov Algorithm

The strategy defined at Section 2.3.1 still holds with the primal approach. The tangent
problem of global Newton algorithm becomes, at each iteration k:(

A Stk AT
)

duA = −A snl

(
ATuAk ; gext

)
, (25)

with Stk the tangent primal Schur complement defined in (4). The evaluation of the right-
hand side involves the assembly of the nodal reactions associated with the solution of local
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nonlinear Dirichlet problems. The left-hand side has the structure of a classical primal
Schur domain decomposition method. Tangent problems are thus solved with a classical
BDD algorithm.

In the following, this solving process will be referred to as BDD-NL.

BDD Preconditioner

The classical preconditioner makes use of a scaled assembly of local inverses, which in-
volves solving local Neumann problems, here again an initialization/projection procedure
is used:

duA = duA0 + PAdũA,(
Ã Ftk ÃT

)
PT

A

(
A Stk AT

)
PAdũA = −

(
Ã Ftk ÃT

)
PT

AρA(uAk ),
(26)

where:
duA0 = −GA

(
GT

ASAk GA

)−1
GT

AρA(uAk )

PA = I−GA

(
GT

ASAk GA

)−1
GT

ASAk

 with

{
GA = ÃRb,

SAk = A Stk AT ,

are introduced to satisfy the optimality condition required when rigid body modes exist
within substructures. It is important to note that contrary to the dual case, the projector
needs to be updated at each iteration because the image space of the projector, Ker

(
GT

ASAk

)
,

depends on the current state of the system.

2.4. Typical Algorithm

Algorithm 1 sums up the main steps of the method with the dual nonlinear local
problems, and FETI tangent solver (for one load increment). In the following, only the
dual approach will be considered—see further Remark 7. Thus, for clarity reasons, we
do not recall the algorithm for the primal approach, but the reader can refer to [26] for
more details.

Three algorithms are nested: a global Newton solver for the interface nonlinear
condensed problem, local Newton solvers to compute the nonlinear interface residual at
each global iteration, and a linear Krylov solver for the tangent systems produced by the
global Newton algorithm. For each solver, a stopping criterion monitors the convergence:
εGN for global Newton, εK for Krylov, and εLN for local Newtons, they can be used either
in absolute or relative form.

Because of these nested solvers, the FETI-NL method belongs to the family of inexact
Newton methods. It is then important to carefully adapt the inner convergence criteria
(εLN and εK) to the current convergence state: this question was addressed in [26,39].
In particular, a progressive decrease of εK [40] avoids tangent oversolving and saves
communications.

At each loop of the global Newton algorithm, the nonlinear condensed interface
residual is computed from the assembly of local nonlinear solutions. Tangent operators are
also computed from the last local Newton iteration. Then, the tangent problem is solved
with a FETI solver.
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Algorithm 1: FETI-NL

define: rnl(u, λb) = gint(u) + gext + TTλb
initialization: u0 (with BTu0 = 0) and λ̃B0 given

admissibility condition: λB0 = −QB GB
(
GT

B QB GB
)−1RTrnl

(
u0, PBλ̃B0

)
Set k = 0 (Global Newton index)
while ‖rnl

(
uk, λB0 + PBλ̃Bk

)
‖+ ‖PT

B BTuk‖ > εGN do Global Newton
Set j = 0 (Local Newton index), uk,0 = uk

while ‖rnl

(
uk,j, λB0 + PBλ̃Bk

)
‖ > εLN do Local Newton

uk,j+1 = uk,j + Kt
†
k,jrnl

(
uk,j, λbk

)
j += 1

end
Assemble interface displacement jump updated with rigid body motions (20) :

PT
B BTuk,j

Keep tangent operator Ktk,j

Set m = 0 (Krylov index), uk,0 = uk,j, dλ̃Bk,0 = 0
while ‖BTuk,m‖ > εK do tangent FETI iteration

Use Dirichlet preconditioner associated with Ktk,j (23)
Conjugate gradient iteration gives dλ̃Bk,m+1 and uk,m+1

m += 1
end
Update: uk+1 = uk,m and λ̃Bk+1 = λ̃Bk + dλ̃Bk,m

k += 1
end

3. Nonlinear Preconditioner for FETI-NL

The aim of this section is to define and develop a new preconditioning strategy for the
dual nonlinear condensed problem. Our guideline when designing a nonlinearly precon-
ditioned approach is that we want the tangent system to be deemed as well-conditioned
without resorting to additional tools. Consequently, the information arising from the
nonlinear preconditioning should partly relieve the global Newton algorithm from the
task of dealing with the nonlinearity of the global problem. We thus expect here a similar
effect as the addition of the local nonlinear resolutions in the FETI-NL solver (compared to
Newton + FETI), namely a reduction in global Newton iterations number.

The method we derive is inspired from the analysis of the role of scaling operators [41]
which leads to techniques for the parallel recovery of admissible fields [37]. The idea is
to reinterpret the preconditioned FETI method as the search of a (nonlinear) fixed point
method on the interface. For the sake of clarity, the dependency of nonlinear operators
fnl and snl on external load gext will be made implicit in the following. Reference to the
current iteration number k will not be reminded either.

3.1. A Nonlinear Fixed Point

Let λB = λB0 + PBλ̃B be an interface reaction field balanced with respect to rigid body
motions. We define the displacement resulting from the solving of local Neumann problems:

ub = fnl

(
BTλB

)
+ Rbα,

ub is not continuous (Bub 6= 0), except if λB is the solution to the FETI-NL system. A
continuous displacement can be build from ub by subtracting the scaled interface jump:

ûb ≡
[
I− B̃TB

]
ub ⇒ Bûb = 0. (27)
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Note that using the expression of α given in (20) we have:

B fnl

(
BTλB

)
+ B Rbα = PT

B B fnl

(
BTλB

)
⇒ ûb =

[
I− B̃TPT

B B
]
fnl

(
BTλB

)
+ Rbα.

(28)

The continuous displacement ûb can be used as an input to local nonlinear Dirichlet
problems, themselves leading to non-balanced reactions λ̂b ≡ snl(ûb) which can be
balanced by subtracting the scaled interface lack of balance (the second expression makes
use of (14)):

ˆ̂λb ≡
[
I− ÃTA

]
λ̂b = BTB̃snl(ûb) ⇒ A ˆ̂λb = 0. (29)

When we combine (29) and (27), using (6) to remove the rigid body motions, we obtain:

ˆ̂λb = BTB̃snl

([
I− B̃TPT

B B
]
fnl

(
BTλB

))
. (30)

If λB is the solution to the FETI-NL problem, then ub is continuous (Bfnl
(
BTλB

)
= 0),

and since the primal and dual Schur complements are pseudo-inverse of each others, the
rebuilt reaction is equal to the input reaction: ˆ̂λb = BTλB.

We consequently define the following nonlinear operator, associated to the fixed-
point equation:

hnl(λb) ≡ BTB̃ snl

([
I− B̃TPT

B B
]
fnl(λb)

)
− λb, (31)

and a new interface condensed problem can be defined as:

Find λ̃B such that hnl

(
BTλB0 + PBλ̃B

)
= 0. (32)

Linear Case

In the linear case, the system can be simplified, using the explicit expressions of the
Dirichlet-to-Neumann and Neumann-to-Dirichlet operators given in Equations (5) and (10),
as well as the link between the primal and dual right-hand sides.

hl

(
BTλB

)
= BTB̃ sl

([
I− B̃TPT

B B
]
fl

(
BTλB

))
− BTλB

= BTB̃
(

St

[
I− B̃TPT

B B
](

Ft BTλB + bd

)
− bp

)
− BTλB

= −BTB̃ St B̃TPT
B B
(

Ft BTλB + bd

)
+ BT

(
B̃
(

St Ft(BTλB + bp)− bp

)
− λB

)
= −BTB̃ St B̃TPT

B B
(

Ft BTλB + bd

)
,

where we used the duality between the Schur complements and the definition of the scaled
assembly matrices.

One can recognize the projected preconditioned FETI system, multiplied on the left by
BT—we recall that this operation converts the partially undefined traction between subdo-
mains (because of redundancy at multiple points in ΓB) into the well defined mechanical
effort applied to subdomains (in (Γ(s))).

Remark 6. Even if the preconditioned FETI system takes the form of a fixed point, it is impossible
to apply a stationary iteration. It is indeed well known that the operator is not a contraction; more
precisely the spectrum is bounded from below by 1 [42].
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Remark 7. In the linear case, a fixed point system can also be derived for the primal approach in
terms of a continuous displacement uA. In the nonlinear case, the difficulty is due to the handling
of rigid body motions: in order to lead to well-posed Neumann problems, the displacement should
be such that GT

AA snl
(
ATuA

)
= 0 (nonlinear equivalent of the BDD-optimality condition). This

equation characterizes a manifold, which is much more complex to handle than the constant affine
space of the dual approach. This difficulty also applies to nonlinear FETI-DP and BDDC methods
x [28].

3.2. Newton Method Applied to the Fixed Point System

Since a stationary iteration is not expected to converge, we propose to use a Newton
solver. The method is motivated by the following relation obtained using the chain rule:

∂hnl
(
BT(λB0 + PBλ̃B)

)
∂λ̃B

= BT
(

B̃ St

[
I− B̃TPT

B B
]
FtBT − I

)
PB. (33)

Note that Ft is computed from the subdomains’ tangent matrix evaluated at λb =
BTλB whereas St is computed from the subdomains’ tangent matrix evaluated at [I −
B̃TPT

B B]fnl(BTλB).
It can be convenient to adopt a modified Newton strategy where Ft and St are com-

puted from the same configuration. In that case we have Ft = St
† and the following

simplification holds:

∂hnl
(
BT(λB0 + PBλ̃B)

)
∂λ̃B

' −BT
(

B̃ StB̃TPT
B B FtBTPB

)
. (34)

If we consider the kth iteration, λBk = λB0 + PBλ̃Bk , of a Newton method applied
to (32), we have:

∂hnl
(
BTλBk

)
∂λ̃B

dλ̃B = −hnl

(
BTλBk

)
and λBk+1 = λBk + PBdλ̃B.

From the expression (34) of the tangent operator and the definition (31) of nonlinear
operator hnl, one can notice that BT can be put in factor on the left of the equation above:

BT
(

B̃ Stk B̃TPT
B B Ftk BTPB

)
︸ ︷︷ ︸

−HB, tk

dλ̃B = BT
[
B̃ snl

([
I− B̃TPT

B B
]
fnl

(
BTλBk

))
− λBk

]
︸ ︷︷ ︸

hB,nl
(
λBk

) . (35)

Thanks to Remark 3, we can directly consider the system:

HB, tk dλ̃B = −hB,nl
(
λBk

)
. (36)

This system possesses solutions and the mechanical quantity BTλBk+1 is uniquely
defined. Moreover, it has the following properties:

• The left-hand side is a typical linear preconditioned projected FETI operator. It
can be expected to be well-conditioned without further enhancements, at least for
sufficiently regular problems and decompositions; coupling with robustification tech-
niques [10,14] will be considered in future studies.

• The right-hand side hB,nl is the composition of two nonlinear local operators: all
subdomains first solve independent nonlinear Neumann systems, then there is one
all-neighbor communication (application of B) and a coarse projection, then all sub-
domains solve independent nonlinear Dirichlet problems and there is another all-
neighbor communication (application of B̃).

• The tangent system can not be solved using (projected) preconditioned conjugate
gradient. Indeed the system (36) can be written M̃−1Mx = z, where the operator
M = [B Ftk BT ] and the preconditioner M̃−1 = [B̃ Stk B̃T ] are symmetric (semi)-
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definite positive, but the right-hand side z = hB,nl
(
λBk

)
does not take the form of

a preconditioned residual (we do not known y such that z = M̃−1y). The latter is
required to apply the preconditioned conjugate gradient algorithm, we thus chose to
use a GMRes solver for (36).

Compared to the FETI-NL strategy, the tangent operator is intrinsically preconditioned,
and the right-hand side is computed by two nonlinear solves instead of one (and two
assemblies instead of one). This solving process will be referred to as FETI-precNL in the
following, it is described in Algorithm 2 where the same precision εLN was used for both
(Neumann and Dirichlet) local nonlinear systems.

Algorithm 2: FETI-precNL

define: rnl(u, λb) = gint(u) + gext + TTλb
define: rnli(ui, ûb) = ginti([ui, ûb]) + gexti

initialization: u0 (with BTu0 = 0) and λ̃B0 given

admissibility condition: λB0 = −QB GB
(
GT

B QB GB
)−1RTrnl

(
u0, PBλ̃B0

)
Set k = 0 (Global Newton index)
while ‖rnl

(
uk, λB0 + PBλ̃Bk

)
‖+ ‖PT

B BTuk‖ > εGN do Global Newton
Set j = 0 (Local Newton [Neumann] index), uk,0 = uk

while ‖rnl

(
uk,j, λB0 + PBλ̃Bk

)
‖ > εLN do Local Newton [Neumann]

uk,j+1 = uk,j + Kt
†
k,jrnl

(
uk,j, λbk

)
j += 1

end
Assemble interface displacement jump with updated rigid body motions

PT
B BTuk,j

Compute continuous displacement ûbk
≡
[
I− B̃TPT

B B
]
Tuk,j

Set q = 0 (Local Newton [Dirichlet] index), uik,0 = uik,j

while ‖rnli

(
uik,q, ûbk

)
‖ > εLN do Local Newton [Dirichlet]

uik,q+1 = uik,q + Ktii
−1
k,q rnli

(
uik,q, ûbk

)
q += 1

end

Post-process associated nodal reaction λ̂bk = −T
[
gint

(
[uik,q, ûbk

]
)
+ gext

]
Keep local tangent operator Ktk,q

Set m = 0 (Krylov index), uk,0 = uk,j, dλ̃Bk,0 = 0
while ‖B̃λ̂bk −HB, tk dλ̃Bk,m‖ > εK do tangent iteration (36)

with HB, tk computed from Ktk,q as in (35), using (4), (9)
Krylov iteration gives dλ̃Bk,m+1 and uk,m+1

m += 1
end
Update: uk+1 = uk,m and λ̃Bk+1 = λ̃Bk + dλ̃Bk,m

k += 1
end

3.3. Equivalence between Classical and Nonlinearly Preconditioned Problems

By construction, the fixed point is attained when the dual system is solved:

ρB(λ̃B) = 0 ⇒ hnl(BT(λB0 + PBλ̃B)) = 0.
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Conversely, we can prove that if λ̃B is such that hnl(BT(λB0 + PBλ̃B)) = 0 then, at
least locally, λ̃B is the unique solution to ρB(λ̃B) = 0 (up to a term in Ker(GT

B )). Indeed, let
us define:

ub = fnl

(
BTλB

)
.

The fixed point can be written as—note that potential rigid body motions cancel out
in the following computations:

BTB̃ snl

(
ub − B̃TPT

B B ub

)
= snl(ub).

Premultiplying by B̃ and using (12), we have:

B̃
(

snl

(
ub − B̃TPT

B B ub

)
− snl(ub)

)
= 0. (37)

Using a first order Taylor series, we have:

B̃ StB̃TPT
B B ub + o

(
B̃TPT

B B ub

)
= 0.

Being given the symmetry, positiveness and semi-definiteness properties satisfied by
matrix

(
B̃ StB̃T), the following implication holds:

hnl

(
BTλB

)
= 0⇒ PT

B Bfnl

(
BTλB

)
= 0.

4. Assessments

We propose two test cases. The first one is meant to assess the method on a classical
nonlinear transient diffusion problem. The second one is a static thermal problem with
a material law designed to show zero energy modes which are treated by the natural
coarse problem.

The implementation of all methods is performed in a Python code. For each test case,
the nonlinear variational formulation of the domains’ behavior is implemented using the
Python interface of FEniCS software [43]. One of the major advantage of FEniCS is the
possibility to directly write variational formulations, the discretized tangent operators and
nonlinear residuals being then easily computable by dedicated built-in integration methods.
Various behaviors can thus be quickly and conveniently implemented. Unfortunately, the
software does not give easy access to Gauss point, making it difficult to consider material
nonlinearity relying on internal variables as classically encountered in structure mechanics.

Meshes are composed of triangular continuous piecewise linear (P1) Lagrange finite
elements and were computed with the Gmsh software [44]. Delaunay tessellation is used,
even if the geometry is simple, the meshes are not ruled.

The overall resolution process is implemented in a Python code (global Newton solver,
local Newton solvers and tangent solver). Only the computation of the tangent operators
and of the nonlinear interface residual is performed with FEniCS at each global/local itera-
tion. Parallel aspects are handled with the mpi4py module for Python, using MPI library.

The code was tested on standard Linux workstations. The lack of optimization of
our program, partly linked to the use of an interpreted language (Python) and the FEniCS
overlay, only allowed the computation of small problems, and prevented us from reliable
CPU measurements. The aim of these examples is to show that the method has some
potential, and that it seems to behave better than FETI-NL which was tested together
with BDD-NL [26]. Note that we are fully aware that in the nonlinear context there is
no absolute solver and for sure it would be easy to design problems where FETI-precNL
behaves worse than other methods. In particular poorly shaped subdomains are likely
to undergo unwantedly high level of nonlinearity when solving local problems with
non-converged interface conditions; a careful driving of the increments should be set up.
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A more general implementation is under study in order to derive robustness and
scalability performance results on more representative test cases, in particular mechanical
problems with (visco)plastic components.

4.1. Water Diffusion in Soils

This test-case is inspired from the standard Polmann case [45,46]: the problem to be
solved is the diffusion in two directions of water in a column of soil (see Figure 2a). The
considered rectangular domain is Ω = [0, W]× [0, L]. Geometrical parameters are given in
Table 1. Initial pressure field is chosen to be homogeneous:

h(x, t < 0) = hD0 .

At time t = 0, a pressure h = hD1 is imposed on the edge defined by y = L, and
h = hD2 on the edge defined by (x = 0, y ∈ [3L/8; L/2]); the bottom edge y = 0 is
maintained at h = hD0 . Remaining outer walls are chosen to be impermeable (null flow).
Load parameters are also given on Table 1.

L
W

h = hD0

h = hD1

h
=

h
D

2

x

y

(a) Soil column
(b) Soil column with water
diffusion at t = 1000s

Figure 2. Richards equation: soil column with water diffusion in two directions.

The Richards equation for water diffusion is considered here in its classical form:

Find scalar pressure field h(x, t) such that:
∂θ(h)

∂t
−∇ · (K(h)∇(h− z)),

where:

• θ(h) is the volumetric water content: θ(h) = θr + (θs − θr)S(h), with θr, θs the residual
and maximal water contents, and S the saturation degree.

• K(h) is the soil hydraulic conductivity: K(h) = KsKr(h), with Ks, Kr the intrinsic and
relative conductivities.
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Van Genuchten model is used for the saturation degree and the relative conductivity:S(h) = (1 + ε|h|n)−m,

Kr(h) =
(

1− (ε|h|)n−1(1 + (ε|h|)n)−m
)2

(S(h))1/2,

with ε a scale parameter inversely proportional to the mean pore diameter. Material
parameters are also given in Table 1.

Table 1. Geometrical, Van Genuchten and load parameters for the soil column.

Geometrical Parameters [m]

L 1
W 0.2

Load Parameters [m]

hD0 −10
hD1 −1.5
hD2 −1.5

Van Genuchten Parameters

θr 0.368
θs 0.102
Ks 9.22 × 10−5 [m.s−1]
α 3.35 [m−1]
n 2
m 0.5

Remark 8. As all transient problems dealt with implicit time integration, the approximation of
the Richards equation does not involve rigid body modes within subdomains. This leads to FETI
bearing no natural coarse space. In order to ensure the scalability of the method, in a linearized
context, an augmentation coarse space shall be added based on rigid body motions [47], another
option would be to use GENEO modes or multipreconditioning [48].

Note that the absence of natural coarse space is correlated to the limited propagation of
phenomena in a given time step (finite celerity of waves in the hyperbolic case or exponential decay
in the parabolic case). Our approach which intensifies local computations, makes sense, even if in
itself it can not cure the non-scalability. Coupling nonlinear preconditioning with augmentation or
multipreconditioning will be the subject of future studies.

For the time integration, a simple discrete implicit Euler scheme is used with time
step ∆t. Writing hn = h(x, tn), one has:

∂θ(h)
∂t

∣∣∣∣
t=tn+1

=
θ
(
hn+1)− θ(hn)

∆t
.

The time step is taken equal to: ∆t = 20s.
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Let H1
d(Ω) denote the subspace of square-integrable functions with square-integrable

gradient which respect the given Dirichlet conditions, and let H1
0(Ω) be the associated

vector space. The global nonlinear system to be solved on the whole domain Ω, at each
time step, can be written as:

Being given hn ∈ H1
d(Ω), find hn+1 ∈ H1

d(Ω) such that ∀w ∈ H1
0(Ω) :

Gint

(
hn+1, w

)
+ Gext(hn, w) = 0

with:



Gint

(
hn+1, w

)
≡
∫

Ω

∂θ
(
hn+1)
∆t

wdΩ +
∫

Ω
K
(

hn+1
)
∇hn+1 · ∇wdΩ

−
∫

Ω
K
(

hn+1
)
∇y · ∇wdΩ

Gext(hn, w) ≡ −
∫

Ω

θ(hn)

∆t
wdΩ = 0.

By choosing a discretization and applying the Finite Element theory to this system, one
derives operators gint and gext from Gint and Gext. The spatial discretization here involves
5244 degrees of freedom. The domain is split into 16 subdomains, leading to 333 interface
degrees of freedom (see Figure 2a). The relative precision of each solver is set to εrel = 10−6,
and absolute precision to εabs = 10−20.

Remark 9. Richards equation is time-dependent, however our contribution is only related to the
acceleration of nonlinear space problems, we thus focus on the solving of the nonlinear system
produced at each step of the implicit integration Euler scheme.

Readers interested in the global performance of solving strategies, including in particular the
treatment of time dependence, may refer to absolutely scalable algorithms as defined in [49,50]. Note
that algorithms allowing local nonlinear resolutions were proved to improve the space scalability of
certain nonlinear problems in [28].

The following three methods are compared: BDD-NL, FETI-NL and FETI-precNL. The
comparison is performed on the number of iterations of the three nested solvers: global
Newton iterations (cumulated over time steps), Krylov iterations (cumulated over global
Newton iterations and time steps) and local Newton iterations (being given the parallelism
of these solves, at each global Newton loop, the maximum over subdomains of local
Newton iterations is stored; this value is then cumulated over global Newton iterations
and time steps). The Krylov iterations are of particular importance since each of them is
associated with two all-neighbors exchanges and at least one all-to-all reduction, which
often affects the scalability of the methods. The results are given in Tables 2–4. Figure 2b
shows the state of the column after 1000 s.

Table 2. Richards equation—global iterations.

# Global Newton Cumulated Iterations

Time BDD-NL FETI-NL FETI-precNL
Gains of FETI-precNL (%)

vs. BDD-NL vs. FETI-NL

20 8 9 4 50 56
80 35 39 15 57 62

400 147 159 73 50 54
1000 311 325 179 42 45
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Table 3. Richards equation—Krylov iterations.

# Krylov Cumulated Iterations

Time BDD-NL FETI-NL FETI-precNL
Gains of FETI-precNL (%)

vs. BDD-NL vs. FETI-NL

20 32 37 16 50 57
80 157 169 65 59 62

400 715 714 338 53 53
1000 1535 1535 835 46 46

Table 4. Richards equation—local iterations.

# Local Newton Cumulated Iterations

Time BDD-NL FETI-NL FETI-precNL
Ratios of FETI-precNL

over BDD-NL over FETI-NL

20 224 249 241 1,08 0,97
80 595 714 618 1,04 0,87
400 1576 2020 1981 1,26 0,98

1000 2559 3173 3608 1,41 1,14

On this problem, BDD-NL and FETI-NL methods were quite equivalent (see
Tables 2 and 3: at last time step, a total of 1535 cumulated Krylov iterations was recorded
for both methods, while global Newton cumulated iterations numbers reached 311 and 325
for primal and dual approach, respectively), with a smaller local cost for primal approach
(at the last time step, only 2559 cumulated local iterations were needed, versus 3173 for
dual approach). FETI-precNL method was however way more efficient than these two
approaches, with a total of only 179 cumulated global Newton iterations (see Table 2). The
corresponding gains, in terms of global Newton iterations, compared to BDD-NL (resp.
FETI-NL) method, range between 42% and 57% (resp. 45% and 62%) on the whole resolu-
tion. Regarding the Krylov cumulated iterations (see Table 3), the gains of FETI-precNL
solver range between 46% and 59% versus primal approach, and vary from 46% to 62%
compared to the dual approach. The gain of FETI-precNL solver, compared to BDD-NL
and FETI-NL methods, depends on the intensity of the nonlinearity during each time step:
as time increases, the speed of the diffusion decreases, resulting in a slow decrease of the
FETI-precNL gain.

The cost of nonlinear preconditioning, i.e., additional local nonlinear iterations (in
parallel), is evaluated in Table 4 by the ratios of the numbers of local Newton iterations
for FETI-precNL compared to other methods: a maximal ratio of 1.41 is reached at the end
of the resolution for BDD-NL method (1.14 for FETI-NL method). This additional cost is
expected to be much less expensive than the decrease of about 50% in cumulated Krylov
iterations (and the associated communications between processors).

A comparison is also made with classical NKS solving process with BDD algorithm as
linear solver. Results are given in Table 5 for the three involved algorithms (global Newton,
Krylov and local Newton). For the classical NKS method, at each time step, the number of
local Newton iterations is equal to the number of global Newton iterations plus one (the +1
is required to initialize the global solver). Gains range for global Newton and Krylov solver,
between 51 and 82%, over the whole resolution. The ratio between (parallel) local Newton
iterations is close to 10 at the beginning of the resolution and then slowly decreases, a
cost which should be largely balanced by the 80% gain in the number of Krylov iterations
(which involve communications between processors).
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Table 5. Richards equation—comparison with NKS method.

# Global Newton Cumulated Iterations

Time NKS FETI-precNL Gains of FETI-precNL (%)

20 21 4 81
100 72 20 72
200 117 42 64
400 189 73 61
700 279 121 57

1000 368 179 51

# Krylov cumulated iterations

Time NKS FETI-precNL Gains of FETI-precNL (%)

20 84 16 81
100 321 89 72
200 546 189 65
400 906 338 63
700 1356 573 58

1000 1801 835 54

# Local Newton cumulated iterations

Time NKS FETI-precNL Ratio of FETI-precNL
over NKS

20 22 241 10.95
100 77 769 9.99
200 127 1354 10.66
400 209 1981 9.48
700 314 2779 8.85

1000 418 3608 8.63

4.2. Nonlinear Thermal Problem

A second numerical test involves a symmetrized stationary nonlinear thermal behav-
ior, described by the following partial differential equation in the domain Ω:

rvol −∇ · (−K(T)∇T) = 0,

with T the temperature, rvol a source of heat, and K(T) the thermal conductivity. Nonlin-
earity comes from the dependence of K with respect to the temperature T, which is usually
set to a linear or a power law:

K(T) = 1 + αT or K(T) = (1 + T)α, (38)

where α is a real number, parameter of the conductivity law. In the context of the nonlinear
preconditioner for FETI-NL solver, in order to satisfy property (6), we chose a slightly
different expression, where K depends on the gradient of T, in the spirit of linear elasticity:

K(T) = (1 +∇T · ∇T)α.

Ω is a rectangular domain: Ω = [0, L] × [0, l], with Dirichlet boundary conditions (see
Figure 3) on the left and right sides, and null flux condition on the top and bottom sides.
Geometry and load parameters are given in Table 6. Different levels of nonlinearity are
considered, via an incremental variation of the parameter α, which is sampled between
α = 0 (linear case) and αmax = 0.6.
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Figure 3. Nonlinear thermal problem.

Using the same notations for the Sobolev subspace of admissible functions, the global
nonlinear system to be solved on the whole domain Ω, at each time step, can eventually be
written in weak form:

Find T ∈ H1(Ω) such that ∀w ∈ H1
0(Ω) :

Gint(T, w) + Gext(w) = 0,

with:


Gint(T, w) ≡ −

∫
Ω

K(T)∇T · ∇w dΩ,

Gext(w) ≡
∫

Ω
rvol w dΩ.

By choosing a discretization and applying the Finite Element theory to this system,
one derives operators gint and gext from Gint and Gext.

We tried to assess the (strong) scalability of the methods on this example. For the
problem given in Table 6, we considered 3 different decompositions involving, respectively,
8 (4× 2 subdomains, leading to a coarse space of dimension 4), 16 (8× 2 subdomains,
leading to a coarse space of dimension 12) and 32 subdomains (8× 4 subdomains, leading to
a coarse space of dimension 24), see Figure 3. To perform the three levels of substructuring,
we use the same global mesh and refine only the substructuring. The global mesh is
composed of 21,342 nodes and 43,959 elements. The solution map for α = 6× 10−1 in
presented of Figure 4.

Table 6. Geometrical, material and load parameters: nonlinear thermal behavior.

Geometrical Parameters

H 1
W 0.2

Material parameters

α ∈ {0, 0.2, 0.4, 0.6}
Load parameters

uD1(x) 10x + 2
uD2(x) −10x + 4

rvol 0

We here used a synchronization of the stopping criteria of tangent solvers with the
evolution of the global interface residual (see [40] for the general theory and [26] for its
application in BDD-NL and FETI-NL), in order to avoid unnecessary iterations. Following
common values and safeguards, we chose (the expression is given with FETI-precNL
notations but equivalent methods were applied with other solvers):

εKk = γ

(
‖hnl(λbk)‖
‖hnl(λbk−1)‖

)α

with γ = 0.7, α = 1.8, εK0 = 10−2,

if γεα
Kk−1

> 0.1 : εKk = max
{

εKk , γεα
Kk−1

}
,

εKk = min
{

εKk , 0.9
}

.

(39)
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For the 16 and 32 subdomains decompositions, we also defined a strategy where
the nonlinear preconditioner was deactivated when the solver was “close to” conver-
gence (this notion still needs an automatization procedure); this enabled to save local
Newton iterations.

Figure 4. Temperature map for the nonlinear thermal problem with α = 6× 10−1.

The numbers of iterations of the three nested solvers are compared for BDD-NL,
FETI-NL and FETI-precNL methods: global Newton iterations (for each value of parameter
α), Krylov iterations (cumulated over global Newton loops) and local Newton iterations
(cumulated over global Newton loops). Results are given in Tables 7 and 8: the former
presents the expected gains (reduction of global Newton and Krylov iterations), the latter
gives the resulting costs (increase of local Newton computations).

Table 7. Nonlinear thermal behavior: global Newton and Krylov iterations.

# Global Newton Iterations

BDD-NL FETI-NL FETI-precNL Gains of FETI-precNL (%)
vs. BDD-NL vs. FETI-NL

#SD 8 16 32 8 16 32 8 16 32 8 16 32 8 16 32

α = 0 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0
α = 0.2 6 6 7 5 6 5 3 3 4 50 50 43 40 50 20
α = 0.4 7 6 8 7 8 9 3 3 4 57 50 50 57 63 56
α = 0.6 7 6 8 8 7 9 4 4 5 43 33 38 50 43 44

# Krylov iterations

BDD-NL FETI-NL FETI-precNL Gains of FETI-precNL (%)
vs. BDD-NL vs. FETI-NL

#SD 8 16 32 8 16 32 8 16 32 8 16 32 8 16 32

α = 0 8 8 14 8 8 15 8 8 15 0 0 -6 0 0 0
α = 0.2 20 21 30 17 24 32 17 17 29 15 19 3 0 29 9
α = 0.4 22 22 31 20 25 40 16 15 27 27 32 13 20 40 33
α = 0.6 21 21 38 25 23 43 22 20 33 −5 5 13 12 13 23

Table 8. Nonlinear thermal behavior: local Newton iterations.

Max # Local Newton Iterations

BDD-NL FETI-NL FETI-precNL Ratio of FETI-precNL
vs. BDD-NL vs. FETI-NL

#SD 8 16 32 8 16 32 8 16 32 8 16 32 8 16 32

α = 0 1 1 1 1 1 1 2 2 2 2. 2. 2. 2. 2. 2.
α = 0.2 11 13 17 11 14 14 18 14 17 1.6 1.1 1 1.6 1 1.2
α = 0.4 15 15 29 18 20 33 22 18 20 1.5 1.2 1.1 1.2 0.9 0.6
α = 0.6 18 17 20 24 24 34 29 24 29 1.6 1.4 1.5 1.2 1 0.9

We observe that FETI-precNL almost always behaves better than FETI-NL and BDD-
NL. Furthermore, FETI-precNL seems to be less sensitive to the increase of the number of
subdomains (at most 5 global Newton iterations are required to be compared with the 8
and 9 iterations for the other methods) and to the increase of the nonlinearity. In terms of
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communications (measured by the number of Krylov iterations), FETI-precNL needs, on
average, 14% less exchanges than BDD-NL and 20% less exchanges than FETI-NL. The
increase of the number of iterations between the 16- and 32-subdomain decompositions is
a bit unexpected (but in that case the characteristic length of subdomains was not modified
whereas the size of the interface was doubled); note that the increase is more moderate
with FETI-precNL than with other approaches and even compared to the linear case. If we
concentrate on the two finest decompositions (more relevant in the DD context), average
gains are of 14 and 25% respectively. The extra-cost is limited since, on average, only 28%
local solutions are needed compared to BDD-NL and 7% compared to FETI-NL.

5. Conclusions

This article investigates a new technique of preconditioning for FETI solver, in the
context of the nonlinear substructuring and condensation method. A nonlinear version of
the classical scaled Dirichlet preconditioner is built under the form of a nonlinear fixed point
condensed system, in place of the classical FETI-NL nonlinear interface condensed problem.
A global Newton algorithm is used to solve this new nonlinearly preconditioned interface
problem, and tangent operators have the exact form of classical preconditioned projected
FETI operators of which a good condition number can be expected. This solving process
is called FETI-precNL. One iteration of FETI-precNL involves two times more local (fully
parallel) nonlinear computations than other nonlinear domain decomposition methods like
FETI-NL and BDD-NL. The hope is that this intensification of local computation gives better
estimate of the actual state of the structure and limits the number of interface iterations
which involve many communications and lower the parallel performance of the methods.

Numerical assessments on two small academic test cases show that interesting per-
formance can be achieved with FETI-precNL method, when compared to BDD-NL and
FETI-NL solvers. The first test case is a water diffusion problem in a soil column (which
does not produce rigid body modes), and the second one a symmetrized nonlinear thermal
case. For the first test, FETI-precNL method clearly performs better than BDD-NL and
FETI-NL methods (gains are about 50%) in term of Krylov iterations, which are the more
communication demanding steps of the domain decomposition algorithms. For the second
test case, several decompositions were considered, for purposes of a strong scalability
study: as expected, the performance of the solver does not collapse when the number of
subdomains grows (although further analysis should assess the scalability of the solving
process in a real High Performance Computing context). Moreover, average gains of 14
and 25% (compared to BDD-NL and FETI-NL, respectively) were achieved for the two
finest decompositions. These first results are promising, and large scale implementation
for mechanical problems is in progress.

In the future, we will try to port robustness-enhancing features which are necessary in
order to tackle problems of industrial complexity. Anyhow adapted coarse spaces [10,12]
add constraints that bend the search space into a manifold (instead of a vector space),
which makes the nonlinear solving more complex. The idea of defining a nonlinear version
of multipreconditioning [14] is seducing but far from simple either.

Furthermore, the ability to concentrate nonlinear computations at the scale of the
subdomains triggers the difficulty of load balancing between processor. Note that one
advantage of our approach is that subdomains not concerned by the nonlinearity have the
possibility to idle and reduce their power consumption while waiting for the evolution
of the nonlinear subdomains. This is to be compared with a classical approach where all
subdomains need to compute tangent systems all the time even if their own computation
does not contribute to the progress of the simulation which is driven by the localized
nonlinearity. In the future, we will address the load balancing issue by using an adaptive
approach: starting from coarse simulations, we should be able to adapt the discretization
to the localization of errors, and to adapt the decomposition not only to the density
of elements but also to the intensity of the nonlinearity. Another possibility will be to
investigate asynchronous versions of our algorithms in the spirit of [51].
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Abbreviations
The following abbreviations are used in this manuscript:

BDD(C)(-NL) Balancing Domain Decomposition (with constraint) (-Nonlinear)
DDM Domain Decomposition Method
FETI(-DP) Finite Element Tearing and Interconnecting (-Dual Primal)
FETI2LM Finite Element Tearing and Interconnecting 2 Lagrange Multipliers
FETI-NL Finite Element Tearing and Interconnecting-Nonlinear
FETI-precNL Finite Element Tearing and Interconnecting-Nonlinear Preconditioning
NKS Newton–Krylov-Schur
OSM Optimized Schwarz Method
(R)AS (Restricted) Additive Schwarz
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