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1. Introduction

Linear functional analyses were elaborated in the first half of the last century. However,
it turns out that there are many problems that are nonlinear and that require a new theory.
Fixed-point theory is very useful in mathematics and especially as the basic tool of nonlinear
analysis [1-5].

The theory of multivalued functions (set-valued maps) is an important part of the-
oretical investigations [6,7] and practical applications [6,8,9]. Especially important are
measurable set-valued maps, e.g., set-valued random variables, random sets, probability,
and statistics, but which are out of the scope of this paper. For these, see [10]. K. Menger
(1942) introduced the statistical metric space as a generalization of a metric space (M, d),
where the distance between the elements, p and g of M, was given by a distribution function
Fyq € AT (see for example [11]). The inequality:

Ffyry(q5) = Fry(s) withs >0 & q €]0,1],

is transferred for multifunctions. In this paper, we considered four extensions of the pre-
vious inequality for multifunctions. We give an overview of some FP.T.s in probabilistic
metric spaces for multivalued functions. Section 2 is devoted to the important operation of
the triangular norm, and based on it, in Section 3, we introduce the notion of the probabilis-
tic metric space (p.m.s.). We introduce in Section 5 the notion of a multivalued probabilistic
Y-contraction, and by using the notion of the function of non-compactness, the first EP.T.
is given. Using the Hausdorff distance, S.B. Nadler obtained in [12] a generalization of the
Banach contraction principle in metric spaces, and we extend it in Section 6 on a second
EP.T. probabilistic version. As a corollary, a Tardiff multivalued F.P.T. is obtained. Finally, a
probabilistic version of Itoh’s EP.T. from [13] is given in Section 7. We present in Section 8
the fourth EP.T. obtained by Mihet; see [14]. In the end, we give in Section 9 some hints
about some further related investigations.

2. Triangular Norms

The triangular norms appeared first in the framework of p.m.s. in the work of
K. Menger and in the final form by Schweizer and Sklar (see for example [11,15]). This
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binary operation was used in the extension of the triangle inequality, hence the name
triangular norm (t-norm). The amazing consequence was that triangular norms later
appeared as important operations in many other fields, mostly modeling different types of
uncertainties. In the theory of fuzzy logic, it plays the role of conjunction, and in the theory
of fuzzy sets, the intersection of fuzzy sets; see [15]. Further, the triangular norm (and its
extension on the extended real numbers) appeared in the theory of non-additive measures
(more precisely, pseudo-additive measures) and the corresponding integrals; see [15,16].
Based on them, it was developed as an extension of the classical real mathematical analysis,
under the name pseudo-analysis; see [16].

Definition 1. A function T : [0,1]2 — [0, 1] such that the following properties hold for x,y,z €
[0,1]:

(T) T(x,y)=T(y,x) (commutativity);
(Tr) T(x,T(y,z)) =T(T(x,y),z) (associativity);

(T3) T(x,y) <T(x,z) ify<z (monotonicity);
(Ty) T(x,1)=x (boundary condition),

is called a triangular norm (t-norm).

Example 1. Examples of t-norms are the following:

(i) Minimum Ty where Ty (x,y) := min(x,y);

(i) Product Tp with Tp(x,y) := x - y;

(iii) Lukasiewicz t-norm Ty, given by Ty (x,y) := max(x +y —1,0).

It is easy to see that Ty (x,y) < Tp(x,y) < Tm(x,y) for x,y # 0, 1. Moreover, a t-norm
T is left-continuous if for every sequence (x,) ey C [0,1] and every y € [0,1], itis:

sup T(xn,y) = T(sup xn,y).
neN neN

The left-continuity in the point (1,1) yields sup . ;[ T(x, x) = 1.

Each t-norm T, by associativity, can be extended in a unique way to an n-ary operation
taking for (x1,...,x,) € [0,1]", n € N. T(x1, ..., xy) is defined recursively by:

{ Tisixi=1
Thixi=T(T ;7;11 X, Xn) = T(x1,...,%n).

Specifically, x(Tn) is given recursively by the formula:

W =T x), n>2 & xe0,1).

Definition 2. A t-norm T is of the HadZi¢ type (H-type) if the sequence (x(T"))neN is equicontinu-
ousat x = 1.

In the paper [14], a significant example of a t-norm T such that (x(T") )neN is an equicon-
tinuous family at x = 1 was given.

We can also extend T to a countable infinitary operation taking for any sequence
(Xn)nen C [0, 1] the values:

o] n
et »
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A special type of t-norm T is such that for a sequence (x;),en C [0,1] with lim x, =1,

n—oo
we have:

. * . *
gy T = i T i =1 @

For a H-type norm T, (2) holds.

3. Probabilistic Metric Spaces

As it is well known in the theory of metric space S, the basic notion is a metric
d: S — [0, 0], which corresponds to every pair (p, ) of elements from S, a non-negative
number. The basic property of d is the triangle inequality. Initiated by some problems with
uncertainties, K. Menger introduced a generalization of the notion of the metric space. He
considered the set S endowed with the family of probability distribution functions F ;.
In this way, to a pair (p,q) of elements from S corresponds a distribution function F, ;.
The main problem was the classical triangle inequality, which was solved by t-norm T
(elaborated further by Schweizer and Sklar) in the following inequality:

Fpr(x+y) = T(Fpq Fpr) (x,y €R)

for every p,q,r € S.
Now, we give the precise definition of the p.m.s., introducing some notions first:

e A distance distribution function is a non-decreasing function F : [0, 0] — [0, 1] with
the following properties:
(i) F(0) =0and limyo F(x) =1;
(ii) it is left continuous on |0, co[.
DT denotes the family of all them;

e A triangle function T is a commutative, associative, and non-decreasing in each place
binary operation on D that has Dirac function Hy given by:

0 ifvo=0,
HO(U)_{ 1 ifv €]0,0],

as the identity.
We have the following [11,14]:

Definition 3. A p.m.s. is a triple (S,F,t) with S # @, F : S xS — AT, which maps
(p,q) = Fpq, and T is a triangle function, so that for every p,q,r € S, the following conditions
are satisfied:

(l) Fp,p = Ho,'

(i) Fypq # Hoforp #q;

(iii) Fpq = Fyp;

(iv) Fpr > T(Fpq, Fyr).

In particular, for T = tr, given by:

tr(F, F")(x) = sup{T(F'(u), F"(v)) | u+v=x}
where T is a t-norm, we have a Menger space, denoted by (S, F, T).

We assume in the whole paper that Range(F) C D™.

We consider on (S, F, T) a family of neighborhoods: (N, (¢, t)) pes, o0, o[ Siven by:

Np(o,u) ={q19€S, Fpq(c) >1—p},
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and itis called a (o, t)-topology. Especially for a Menger space (S, F, T) withsup T(a,a) =1,
a<l
the family (NV})pes, where N, = {N, | t > 0}, defines on S a metrizable topology.

We have in the (o, 4)-topology that (p),en C S converges to p € S if for every o > 0
and u €]0, 1], there exists ny(c, #) € N such that:

Fpp(0) >1—p  Vn=ng(o,u)

(see [11]). Analogously, (pn)neny C S is a Cauchy sequence if for every o and u €]0,1],
there exists ng(c, ) € Nwith F,, (o) > 1 — p, for every n,m > no(c, u). The notion of
completeness for the space S is the usual one.

Let S # @. The symbol P(S) denotes the family of all subsets of S; Py(S) is the family
of all nonempty subsets of S. Related to the (o, #)-topology, we recall the following families
of subsets of S:

o Py(X):={A € Py(S) | Aisbounded};

o Ps(S):={A€Py(S) | Aisclosed};

o Pup(S) = Pu(X) N Pp(X);

e PS):={A € Py(S) | Ais compact}.

If S is a vector space, then for every A, B € Py(S) and every « € R, let:

A+B={x+ty|x€eA yeB}, aA={ax|xe€A}

Let 1 be the Hausdorff metric on the metric space (with metric d) given by:

h(A,B) = max<sup d(x,B), sup d(x,A)) (A,B € Py(X)),

xeA xEB

and d(x, B) = inf d(x,y).
yEB
4. Fixed-Point Theorems in Probabilistic Metric Spaces

The famous Banach contraction principle on a complete metric space (S, d) says that
for every g-contraction f : S — S, i.e., if there exists a g € [0, 1] such that:

d(fx, fy) <qd(x,y) for every x,y € S,

there is one and only one fixed point. Sehgal and Bharucha-Reid transferred in 1972 the
notion of a probabilistic g-contraction (g €]0,1]) into a p.m.s.; see[14].

Definition 4. A mapping f : S — S in p.m.s. (S, F) is a probabilistic g-contraction for q €]0,1]
if the following inequality holds:

X
FfPLsz(x) 2 Fpl,Pz(a) 3)

for every p1, p2 € S and every x € R.

It is easy to see that there is a generalization of the previous classical inequality since
every metric space is also a Menger space (S, F, Tm)-
The first EP.T. in a p.m.s. was proven by Sehgal and Bharucha-Reid; see [14].

Theorem 1. Let (S, F, Ty ) be a complete Menger space and f : S — S a probabilistic g-
contraction. Then, there exists a unique fixed point x of the mapping f and x = nlgn f'p

for every p € S.
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The main problem in obtaining a more general EP.T. is to find those t-norms T that are
strong enough to guarantee that the sequence of iterates (f"p),cn is a Cauchy sequence,
and the other is to impose a growth condition on the distance distribution functions;
see [14]. We stress this property in the following definition.

Definition 5. A t-norm T has the fixed-point property if and only if every probabilistic q-contraction
f:S — S, where (S, F,T) is an arbitrary complete Menger space, has a fixed point.

An important related result was obtained by V. Radu in the following theorem; see [14].
Theorem 2. Any continuous t-norm T with the fixed point property is of the H-type.

Immediately, we obtain an important consequence: no Archimedean t-norm has the
fixed-point property. Therefore, to obtain some kind of EP.T. for Menger spaces (S, F,T),
where T is an Archimedean t-norm, one has to impose some additional conditions on the
mapping F; see [14]. We shall use these facts in treating the EP.T. for multifunctions. Before
that, we need, in the next sections, the following notions. Suppose that A is a nonempty
subset set of S. The probabilistic diameter of the set A is the function D4 (-) : [0, c0[— [0, 1]
given for v € [0, co[ by:

Da(v) :== 312:]) p,lqnefA Epq(u).

We say that a set A is probabilistic bounded if:

sup Dy(v) =1.
ve([0,00(

For a probabilistic bounded subset A of S, the Kuratowski function of non-compactness
aa(+):[0,00[— [0,1] is given by:

wa(v) = sup{e | e > 0,3 a finite family {A;};c;, with A = UjejA;, DA].(v) >¢ je ]}
The Hausdorff function B4 (-) : [0.00[— [0, 1] of the set A is given by:

Ba(v) :=sup{e | e > 0,3 a finite subset B of S such that sup inf sup Fy,(u) > e},
u<ov xeA yEB

where A and B are probabilistic bounded subsets of S. A subset A of S is probabilistic
precompact if for every e > 0 and A €]0, 1], there exists a finite cover {A;}c; of A, such that:

DA].(S)>1—)\ forall j €.

In the next sections, we shall represent four FP.T.s in a p.m.s. for multifunctions. In
these theorems, there are different suppositions on t-norm T in (S,F,T), or supposed
different properties of the space (S, F, T'), or supposed different properties on considered
multifunction f. In the first EP.T., we extend the inequality (3) for multifunctions, intro-
ducing an additional function ¥ in the inequality. In this way, we introduce a multivalued
probabilistic ¥-contraction, and then, using the Kuratowski function of non-compactness,
we obtain by continuous t-norm of an FP.T. In the second FP.T., we extend Nadler’s re-
sult for multifunctions on metric spaces on a p.m.s. introducing the probabilistic Nadler
g-contraction, which for a single-valued function reduces to the classical probabilistic
g-contraction from Definition 4. Using a special type of t-norm, it is obtained for demicom-
pact functions” EP.T. The third EP.T. is devoted to closed mapping f : S — Py, which is
densifying with respect to the function v € {«, B}. Then, there is an EP.T. on a probabilistic
bounded subset M of S. In the fourth EP.T., characterization of t-norm T of the H-type is
used, and then, by it, an EP.T. is obtained on a compact p.m.s. (S, F, T).
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5. First Fixed-Point Theorem

Using a real-valued function ¥ : [0, co[— [0, 0], the single-valued g-contraction was
extended to a multivalued probabilistic ¥-contraction. Based on the notion of the function of
non-compactness, we obtain an EP.T. The following notion was introduced in [17].

Definition 6. Let ¥ : [0,00[— [0,00[. f : S — Py(S) be a multivalued probabilistic (\¥)-
contraction if for every x,y € S and every p € fx, there exists q € fy with:

Fpq(¥(e)) > Fyy(e), Ve>O0.

Remark 1. Let f : S — S be a probabilistic ¥-contraction for ¥ (u) = quv (v > 0),q €]0,1], then
f reduces on the classical probabilistic q-contraction.

Definition 7. Lety € {a, B}, g:[0,00[— [0,00[and f : M — Py(S), where M is a probabilistic
bounded subset of S. If for every v > 0:

Y£(4)(&([©)) = va(0),

for every A C M, then f is a (v, §)-condensing mapping.

Definition 8. A mapping f : M — Py(S) (M C S) is densifying on M with respect to the
function y € {a, B} if f(M) is a probabilistic bounded subset of S and for every B C M:

Yrgy(u) < vyp(u), YV u>0= Bisprecompact.

We denote by £ the class of all strictly increasing mappings ¥ : [0, oo[— [0, co[ with
the property 71lgn ¥"(x) =0, for every x € [0, 00[. The following theorem was given in [17];

see for example [11].

Theorem 3. Let (S, F, T) be complete with a continuous t-norm T; @ # M C S is closed and
probabilistic bounded and f : M — P.(M) a multivalued probabilistic ¥-contraction. If¥ € &,
then there exists x € M with x € fx.

6. Second Fixed-Point Theorem

Based on the result of Nadler on the generalization of the Banach contraction principle
for multivalued mappings, we introduce the probabilistic Nadler g-contraction. We show
how some additional properties of t-norms imply the corresponding generalizations of the
EP.T. in probabilistic metric spaces.

Let (X, d) be a metric space. S.B. Nadler generalized in [12] the Banach contraction
principle for f : X — Py¢(X) by the condition:

h(fx, fy) < qd(x,y),

where h is the Hausdorff metric for g €]0,1][.
We recall the following:

Definition 9 ([18]). Let @ # M C S. Amap f : M — Py(S) is a probabilistic Nadler
g-contraction for g €]0, 1] (pNg-contraction) if for every u,v € M, x € fu, and § > 0, there
exists y € fv such that for every € > 0:

Fx,y(e) >Fu,v(8;5>- (4)
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Remark 2.

(i) For a single-valued function, the introduced probabilistic Nadler g-contraction from
Definition 9 reduces to the notion of a probabilistic g-contraction given by Sehgal and
Bharucha-Reid (see [14]), and (4) reduces to:

Ffu,fv(s) > Fuv(e) YuveM & Ve>0;

(i) If we assume g = 1in (4), f is a multivalued probabilistic non-expansive mapping of
the Nadler type;

(iii) If (S,d) is a metric space and f : M — Pyf(S) is a g-contraction in the sense of
Nadler [12], then f is also a probabilistic Nadler g-contraction in the corresponding
Menger space (S, F, Tm).

The next example is related to random operators.

Example 2. Let X be a separable metric space, ((), A, P) a probability space, and (S, F, Ty.)
the Menger space of all classes of equivalence of measurable functions from () into X.
Let f : QO x X — Ppr(M) be a random operator, i.e., for every x € X, the function
f(-,x) : Q — Pys(X) is measurable, namely for every open O C X:

fH0)={weQ]flw)NO # o} € A
Suppose that, for every x,y € X and every w € ()

h(f(w,x), f(w,y)) < qd(x,y) (9 €]0,1]).

For every measurable function R : Q) — X, the function w — f(w, R(w)) is measurable,
and therefore, there exists a Castaing representation (u,,),cn of measurable selectors
such that:

flw,R(w)) = {un(w) | n € N}.
Let fR:= {U | U € S,U(w) € f(w,R(w)) forevery w € O}.Itis easy to see that the
function f is a probabilistic Nadler g-contraction in the Menger space (S, F, Tr.); see [11,14].

Definition 10. Suppose that (S, F)isap.m.s., @ # M C Sand f : M — Py(S). We say
that a function f is weakly demicompact if every sequence (x,),eny C M such that:

Xni1 € fxn, for every n € Nand
lim Fy,,, x,(e) =1, foreverye >0,
n—oo

admits a convergent subsequence (X, )reN-
We have by [14] (Theorem 4.13) the following;:

Theorem 4. Suppose that (S, F,T) is complete, T a t-norm with sup T(a,a) = 1, and @ #
a<l
M C S. If f : M — P¢(M) is a probabilistic Nadler q-contraction, q €]0,1[, with the following

properties:
(i) f is weakly demicompact;
(i) Thereare xg € M, x1 € fxg, and v €]q, 1] such that:

[e)

1
im T Feor () =1
n—00 i—n vt

then there exists x € M with x € fx.
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Corollary 1. Suppose that (S, F, T) is complete, T a H-type normand @ # M C S. If f : M —
P¢(M) is a pNg-contraction, q €]0, 1], then there exists x € M with x € fx.

Corollary 2. Suppose that (S, F, T) be complete, T a t-norm such that T > Ty, and @ # M C S.
If f: M — P¢(M) is a pNg-contraction, q €]0,1], and if there exist xo € M and x1 € fxo with:

/ InudFy, x, (1) < oo,
1

then there exists x € M with x € fx.

7. Third Fixed-Point Theorem

We extend the classical result Itoh obtained for multivalued mappings on complete
metric spaces, on a probabilistic version, with a general continuous t-norm.

Definition 11. We call a function f : X — Py¢(X) closed on S if for every sequence (X1 ) en
from S and every sequence (1, ),en such that y, € fx,, for every n € N, we have that
Xn — X,Yn — yimpliesy € fx.

The paper [19] is devoted to an EP.T. for multivalued mappings on complete metric
space (X,d).

Theorem 5 (Itoh [19]). If f : X — Pys(X) is an upper semi-continuous mapping, ® # B C X a
bounded set such that f(B) is also bounded, and the following conditions hold:

(i) ingd(x,fx) =0;

xe
(i) For every A C B, we have that a(A) > 0 = a(f(A)) < a(A);
then there exists x € B such that x € fx.

We proved a probabilistic metric version of Theorem 5 for complete Menger space
(S, F,T) with a continuous t-norm T in [14].

Theorem 6 ([14]). If f : S — Pys(S) is a closed mapping and there exists a non-empty prob-
abilistic bounded subset M of S such that f(M) is also probabilistic bounded and the following
conditions hold:

(i) There exist two sequences (Xn)peny C M and (yn)pen such that for everyn € N, y, € fx,
and
lim. Fy,y,(e) =1 forevery e > 0;

(ii)  The mapping f is densifying on M with respect to the function vy, where vy € {«, B};

then there exists at least one element x € M such that x € fx.

8. Fourth Fixed-Point Theorem

Based on a characterization of the t-norm of the HadZi¢ type, a p.m.s. version of the
EP.T. on the Menger space with a t-norm of the H-type was obtained. Let (S, 7, T) be a
Menger space.

Definition 12. The probabilistic distance between A and B from P (S), for Fap:R —[0,1],is
given by:

Fop(u) =supT| inf supFy,(s), inf supFpg(s) |, u€R.
( S<5 (PGA qelg A qu PGE A



Mathematics 2021, 9, 3212

90f 10

We have the following characterization: T is of H-type if and only if there exists
a non-decreasing sequence (by),en C]0,1[ with lim b, = 1 and for every n € N, we
n—oo
have that:
by <x<1 b,<y<l = b, <T(xy).

Theorem 7 (D. Mihet in [14,20]). Suppose that (S, F,T) is compact, T is of the H-type, and
f 8= Pys(S). If for every n € N there exists a ky, €]0,1[ such that for every p,q € S and every:
s> 0,

Fpq(s) > by = Ffp,fq(kns) > by,

then thereis x € S with x € fx.

9. Further Investigations

There are also some other types of fixed-point results for multivalued maps on prob-
abilistic spaces. One such type was obtained by T. Hicks in [21,22]. We generalized the
notion of the C-contraction for the multivalued case in [14], and we proved two FP.T.s for
multivalued mappings.

In the paper [23], some general fixed- and common fixed-point results for multivalued
H T -type contraction mappings in symmetric spaces were obtained, and as an application,
results in probabilistic spaces were obtained.

The paper [24] is devoted to a complete Menger space with an H-type norm. As
a consequence, some previously proven FP.T.s were obtained, as well as a convergence
result of successive approximations for suitable nonlinear operators. As a consequence, a
generalization of Kelisky—Rivlin’s result was obtained [25] (each Bernstein operator is a
weak operator on the space C([0, 1])) for a class of modified g-Bernstein operators on the
space, which for g > 0 is based on the g-factorial [n],! := [1]4[2];--- [n]; (n =1,2,...) and
[0]4!:=1, where [n]; :=1+qg+¢*+ -+ 4" L.

In the paper [26], a new definition of a class of contractions in the multivalued case
was given, and some FP.T.s for multivalued (¢, ¢,¢, A)- contraction mappings in the
probabilistic metric space were proven.

10. Conclusions

We gave an overview of four important extensions of the FP.T. for multivalued
functions in probabilistic metric spaces. We mentioned some further investigations into the
considered topic.

There are many important open problems related to the p.m.s. in [11] and to the theory
of triangular norms [27]. Some of them have already been solved, but some of them are
still open.

Since there are many open problems, we mention here only two of them. One is
related to the EP.T. in the topological vector space; see [14] (Chapter 6). Namely, it is
known that a random normed space (S, F, T) for a continuous t-norm T is a topological
vector space (t.p.s) that is not always a locally convex space. If the continuous t-norm is of
the H-type, then it is a locally convex space. Therefore, the general open problem of the
FEPT. is related to Schauder’s conjecture: every compact convex subset of a linear metric
space has the fixed-point property. Unfortunately, this problem is still open. Tychonov
generalized Brower’s EP.T. (every continuous map on a non-empty convex and compact
subset of R" has at least one fixed point) to the locally convex space. It is still an open
problem whether this true also for the general vector space. The notion of admissibility is
very important in such investigations. Let X be a t.p.s. and U/ be the fundamental system
of neighborhoods of 0 € X. We say that X is admissible if for every compact subset K of X
and every U € U, there exists a continuous mapping ¢ : K — X such that the dimension of
the linear hull of ¢(K) is finite and for every x € K, we have x — ¢(x) € U. For example,
the space L”(0,1) for 0 < p < 1 is admissible. It is still an open problem whether there
exists a convex non-admissible subset of a t.v.s. This investigation admissibility gives that
(S(Q), A, P), F,Tp) is an admissible t.v.s., which is a random normed space. Then, the
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approach with admissibility gives the EP.T. for this space. However, we shall not go further
into the explanations; see [14] (Chapter 6).

A second important topic is related to the dominance relation. We say that t-norm T*
dominates a t-norm T, T* > T, if for each a,b,c,d € [0,1],

T*(T(a,b), T(c,d)) > T(T*(a,c), T*(b,d)).

It is obvious that for any t-norm T, it holds that Tys > T. The construction of the Cartesian
product of the p.m.s. is based on the domination relation; see [11,15]. Since it is obvious that
the domination relation is reflexive and symmetric, a question arises about the transitivity,
i.e.: Is the domination relation always a partial order, on the set of all tnorms? If not, for
what subsets is this the case? H. Sherwood gave a counterexample for the general question;
see [28].
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