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Abstract: This paper considers the robust stabilization problem for interval plants with parametric
uncertainty and uncertain time-delay based on the value set characterization of closed-loop control
systems and the zero exclusion principle. Using Kharitonov’s polynomials, it is possible to establish
a sufficient condition to guarantee the robust stability property. This condition allows us to solve
the control synthesis problem using conditions similar to those established in the loopshaping
technique and to parameterize the controllers using stable polynomials constructed from classical
orthogonal polynomials.

Keywords: robust stabilization; interval plants; time-delay systems; parametric uncertainty; value
set; zero exclusion condition; orthogonal polynomials; linear system

1. Introduction

Time-delay systems are systems in which a time lag occurs between the input of the
system and its consequent output; such systems may be electronic, mechanical, biological,
manufacturing process, or chemical systems, among many others. In fact, it can be argued
that time delays are related to all real-life systems [1]. This is one of the reasons why time-
delay systems have spurred great interest among the scientific community [2]. The use of
mathematical representations of physical systems to mathematically describe interactions
among system components allows us to analyze critical stability properties that ensure good
performance of the dynamic system as well as to prevent its physical destruction. However,
the use of these mathematical models introduces some errors into the stability analysis
because mathematical representations of physical processes do not always characterize
dynamic behavior successfully. Thus, this problem has been addressed by including
dynamic uncertainty [3] or parametric uncertainty [4,5] in the mathematical model; in that
manner, we refer to robust stability when uncertainty is considered in the mathematical
model. Robust control is a very active field where important developments, such as
stabilization design, H∞ control, passive and dissipative control, H∞ filtering, Kalman
filtering, and stochastic control, have been obtained in studies of stability [6]. We discuss
this property in the present paper with a special emphasis on systems with parametric
uncertainty. The main methods used to examine the stability of this type of system are
as follows: (a) Time-domain methods: time-domain methods are based primarily on two
famous theorems, the Lyapunov–Krasovskii stability theorem and the Razumikhin theorem.
The main idea in these methods is to obtain sufficient conditions to verify stability of time-
delay linear systems by constructing an appropriate Lyapunov–Krasovskii functional or an
appropriate Lyapunov function [7]. Although this is a very important theoretical idea, it
was not until the 1990s that it could be implemented when Ricatti equations, linear matrix
inequalities (LMIs), and Matlab toolboxes appeared and facilitated the construction of
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Lyapunov–Krasovskii functionals (LKF) and Lyapunov functions. Since then, significant
results have appeared one after another. For example, the authors of [8] applied Lyapunov
and LMI techniques to verify the robust stability property of time-delay systems, the
authors of [9] presented a novel method to parameterize LKF where the parameters are
polynomial functions, and the authors of [10] derived a new stability criterion for a time-
delayed linear system via modified LKF application. (b) Frequency-domain methods:
techniques derived from this methodology are used to determine a system’s stability
based either on inspection of the roots’ distribution of a characteristic equation or on the
solution of a complex Lyapunov matrix function. Some important results to verify the
robust stability property using frequency-domain methods were developed in [11,12]. In
addition, it is important to consider that, when time-delays are treated in a system, this
involves transcendental terms in the characteristic equation, thus modifying the analysis of
a polynomial (free-time-delay systems) to a quasi-polynomial (TDS). This fact entails the
analysis of an infinite number of roots [13]. In this regard, new results that verify the robust
stability of TDS have been presented in recent years, e.g., by [14,15]. (c) Design: from a
practical point of view, the stabilization problem is the most important in the design phase
because getting the desired performance depends on it. This problem has been addressed
with great interest by many researchers. For instance, the authors of [16] designed a
feedback law to assign a finite number of poles of a dynamic differential-difference system;
meanwhile, the authors of [17] presented conditions for a static state-feedback-type control
law to stabilize a system represented by a time-delay differential equation with variant
disturbance and considering saturation in the control law. Another design method is
thte one presented by the authors of [18]. They proposed a distributed delay control law
that assigns a finite closed-loop spectrum in which the robustness property is obtained
through dynamic feedback by including a low-pass filter in the control loop. Now, if we
center our attention on the robust stabilization of interval plants, we find that one of the
first paper related to this topic was [19]. The authors presented the conditions needed to
stabilize interval plants using first-order controllers; however, time-delay systems were not
considered. Later, in [20], conditions to stabilize systems with linear affine uncertainty by
using the convex direction method were presented. Moreover, similar methods considering
fractional-order interval plants and fractional-order controllers were presented in [21,22].
Other results were presented In [23], where a necessary condition and a sufficient condition
for verifying the robust stability of interval plants were used to design robust controllers,
and this approach was applied to a chemical process plant with a time delay. A more recent
result was presented in [24], where the authors showed a method to describe regions of
the parameters of a PI controller that guaranteed robust performance of the closed-loop
control system; this technique was applied to a continuously stirred tank reactor.

Considering the results from the previous discussion, it is clear that most of them
addressed the time-domain approach of time-delay systems, making it necessary to analyze
and design them using the Lyapunov technique. It is worth drawing attention to the fact
that the uncertainty therein should be expressed by time functions. Nevertheless, it is
well known that, in practice, there exist many applications in which uncertain parameters
depend on magnitudes different from time, such as temperature. Good examples of this
are resistors, capacitors, and inductors in electrical circuits. This is where the frequency
domain offers a useful alternative to analyze such systems while enabling us to obtain less
conservative results.

This work presents a robust stabilization approach based on the frequency domain
for interval plants with parametric uncertainty and uncertain time-delay. This result is
based on the verification of selected polynomial properties using Kharitonov’s polynomials
in a way that allows us to establish sufficient conditions to guarantee robust stability.
This condition is essential for determining the controller that stabilizes the interval plant
with a time delay by applying conditions similar to those established in the loop-shaping
technique and by parameterizing controllers using stable polynomials constructed from
classical orthogonal polynomials.
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Finally, the manuscript is organized as follows. The preliminary results and the
problem statement are presented in Section 2. Section 3 presents the main result of this
paper as well as two illustrative examples. The conclusions and future works are presented
in Sections 4 and 5, respectively.

2. Preliminaries and Problem Statement

In this work, a polynomial is called an uncertain polynomial if their coefficients
depend on the entries of a vector of uncertain values q = (q0, q1, . . . , qm) ∈ Rm+1, say
η(s, q) = ∑n

k=0 ak(q) sk. Moreover, η(s, q) is said to have an independent uncertainty
structure if each component qk of q enters only one coefficient. Consequently, a family of
polynomials N = {η(s, q) : q ∈ Q} is said to be an interval polynomial family of degree
at most n if η(s, q) has an independent uncertainty structure; if each coefficient depends
continuously on q; and for k = 0, 1, . . . , n, there are q−k , q+k ∈ R such that q−k 6 qk 6 q+k or,
equivalently, Q = ∏n

k=0[q
−
k , q+k ] ⊂ Rn+1. Since the coefficients of every element of N are

uncertain quantities that belong to a closed interval, we denote the interval polynomial
family N as

η(s, q) =
n

∑
k=0

[q−k , q+k ] sk, (1)

following [5].
In this context, let δ(s, r) = ∑d

k=0[r
−
k , r+k ] sk be an interval polynomial family of degree

d > 1 such that 0 /∈ [r−d , r+d ] and r ∈ R with R = ∏d
k=0[r

−
k , r+k ]. A transfer function G(s, q, r)

satisfying

G(s, q, r) =
η(s, q)
δ(s, r)

, (2)

where η(s, q) is as in (1) and 0 6 n < d, is said to be a strictly proper interval plant
with invariant degree d. It is well-known that an interval plant represents an infinite
number of transfer functions; in this sense, (2) is said to be robustly stable if δ(s, r) is a
stable polynomial for every value of r ∈ R (see, for instance, [5]). However, the stability
property of an interval plant is simplified to verify the stability property of four polynomials
associated with δ(s, r). Indeed, (2) is a robustly stable plant if and only if

K1(s, δ) = r−0 + r−1 s + r+2 s2 + r+3 s3 + r−4 s4 + r−5 s5 + . . . ,

K2(s, δ) = r+0 + r−1 s + r−2 s2 + r+3 s3 + r+4 s4 + r−5 s5 + . . . ,

K3(s, δ) = r+0 + r+1 s + r−2 s2 + r−3 s3 + r+4 s4 + r+5 s5 + . . . ,

and

K4(s, δ) = r−0 + r+1 s + r+2 s2 + r−3 s3 + r−4 s4 + r+5 s5 + . . .

are stable polynomials. The previous criteria is known as the Kharitonov theorem and
{Kk(s, δ)}4

k=1 is said to be the set of Kharitonov polynomials associated with δ(s, r) (see [11]).

2.1. Time-Delay Systems

For systems involving time delays, let us consider the closed-loop system shown in
Figure 1. A time-delay system G(s, q, r, τ) is an interval plant G(s, q, r) with uncertain time
delay τ > 0 such that

G(s, q, r, τ) = e−τs G(s, q, r),

where R(s) and Y(s) are the representations of the input and output signal, respectively,
and G(s, q, r) is defined by (2). It is well-known that the robust asymptotic stability property
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of the system shown in Figure 1 is guaranteed if and only if, for every τ > 0, q ∈ Q, r ∈ R,
and ζ ∈ C+, the quasi-polynomial

p(s, q, r, τ) = δ(s, r) + e−τs η(s, q) (3)

satisfies p(ζ, q, r, τ) 6= 0, i.e, p(s, q, r, τ) is a stable quasi-polynomial, where C+ is the set of
complex numbers that have a real part greater than or equal to zero.
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Figure 1. Closed-loop system for the interval plant with time-delay.
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Considering the configuration of Figure 1, we deal with the geometric shape of the
value set associated with (3) when τ is fixed. The following proposition provides some of
its properties that are used in this work.

Proposition 1. Given τ > 0 and ω > 0, let Pτ(ω, Q, R) = {p( jω, q, r, τ) : q ∈ Q, r ∈ R}
denote the value set associated with (3) at frequency ω. The following statements hold [26]:

1. Set Nτ(ω, Q) = {e−jτω η( jω, q) : q ∈ Q} as the corresponding value set associated with
e−τs η(s, q). Nτ(ω, Q) is determined by the rotation τω radians clockwise about the origin
of N(ω, Q):

Nτ(ω, Q) =

{
z ∈ C :

(<(z)
=(z)

)
=

(
cos(τω) sin(τω)
− sin(τω) cos(τω)

)(<(ζ)
=(ζ)

)
, ζ ∈ Nτ(ω, Q)

}
.

Therefore, Pτ(ω, Q, R) = {z + e−jτω ζ : z ∈ D(ω, R), ζ ∈ N(ω, Q)}.
2. Let ñ be a nonnegative integer such that 2πñ 6 τω < 2π(ñ + 1). If τω is not a multiple of

π/2, then Pτ(ω, Q, R) is a polygon (parallelogram, hexagon, or octagon) with vertices in

ζ2i+1(ω) = Ki+1( jω, δ) + e−jτω Kv(i,`)( jω, η),

ζ2(i+1)(ω) = Ku(i)( jω, δ) + e−jτω Kv(i,`)( jω, η),

where, for i ∈ {0, 1, 2, 3}, u(i) = mod4(i + 1) + 1 and v(i, `) = mod4(i + `+ 1) + 1, with

` =





0, if 2πñ 6 τω <
π

2
+ 2πñ,

1, if
π

2
+ 2πñ 6 τω < (2ñ + 1)π,

2, if (2ñ + 1)π 6 τω <
3π

2
+ 2πñ,

3, if
3π

2
+ 2πñ 6 τω < 2π(ñ + 1).

Otherwise, Pτ(ω, Q, R) is a rectangle with vertices in ζ2(i+1)(ω), i ∈ {0, 1, 2, 3}. Here, the
integer-valued function mod4(m) is defined as the remainder of m divided by 4.

3. The geometric centers of D(ω, R), N(ω, Q), and Pτ(ω, Q, R) are

∆( jω) =
1
4

4

∑
k=1
Kk( jω, δ), (4)

H( jω) =
1
4

4

∑
k=1
Kk( jω, η),

and

Oτ( jω) = ∆( jω) + e−jτω H( jω),

respectively. Furthermore, the orbit of Oτ( jω) is an arc of a circle centered at ∆( jω) with a
radius equal to |H( jω)| when τ increases, where |z| stands for the modulus of the complex
number z.

The above proposition becomes interesting if we realize that the robust stability
problem has been turned into a geometric problem where we only need to verify if the
origin is excluded from its corresponding value set. If we assume that p(s, q, r, τ) has at
least one stable member for any τ > 0, then a necessary and sufficient condition for the
closed-loop system shown in Figure 1 to be robustly stable is that 0 /∈ Pτ(ω, Q, R) for all
ω > 0. This fact is called the zero exclusion principle, and the best reference here is [5].



Mathematics 2021, 9, 429 6 of 19

2.3. Orthogonal Polynomials on the Real Line

Let ν(s) be a positive weight function supported on some interval I ⊂ R. We say that a
sequence {Pm(s)}m>0 of monic polynomials with real coefficients is the sequence of monic
orthogonal polynomials associated with ν(s) if it satisfies the orthogonality condition:

∫

I
Pm(s) Pn(s) ν(s) ds = Km δm,n, Km > 0, m, n > 0,

where δm,n is the Kronecker’s delta. A basic reference here is [27]. It is well-known that the
zeros of Pm(s), say xm,1, . . . , xm,m, belong to the interior of the convex hull of I. Furthermore,
the polynomials {Qm(s)}m>1 defined by

Qm(s) =
∫

I

Pm(x)− Pm(s)
x− s

ν(x) dx,

are called second kind polynomials associated with {Pm(s)}m>0. Notice that Qm has a
degree of m− 1. Moreover, it is very well-known that

Qm(z)
Pm(z)

=
m

∑
k=1

λm,k

z− xm,k
, m > 1, z ∈ C \ I, (5)

where the positive numbers λm,k are known as Christoffel numbers and are given by (see [28,29])

λm,k =
∫

I

(
Pm(s)

(s− xm,k) P′m(xm,k)

)2

ν(s) ds.

For more details on this topic, see [27,30–32].
In order to get our results, we consider sequences of orthogonal polynomials asso-

ciated with a perturbation of two classical weights. In particular, Laguerre and Jacobi
polynomials will be used to construct families of compensators. Hence, the remainder of
this subsection will be devoted to provide some structural properties of these modified
classical weights that were proved in [33].

Proposition 2. Let {Lα,t
m (s)}m>0 and {Jα,β,t

m (s)}m>0 denote the sequences of Laguerre and Jacobi
monic polynomials orthogonal with respect to ν(s) = sα e−s/t and ν(s) = (t− s)αsβ, respectively.
Let {Qα,t

m (s)}m>0 and {Qα,β,t
m (s)}m>0 denote the sequences of second kind polynomials associated

with {Lα,t
m (s)}m>0 and {Jα,β,t

m (s)}m>0, respectively. Then, for α, β > −1 and t > 0, we have for
m > 1

Lα,t
m (s) =

m!
(−1)m

m

∑
k=0

(−1)k Γ(m + α + 1)
(m− k)! Γ(α + k + 1)

tm−k sk

k!
, (6)

Qα,t
m (s) = tm+α

m−1

∑
k=0

(
m−k

∑
j=1

(−1)m+k+j

(m− k− j)!
n! Γ(α + m + 1)
Γ(α + k + j + 1)

Γ(α + j)
(k + j)!

)
t−k sk, (7)

Jα,β,t
m (s) =

tm

(m + α + β + 1)m

m

∑
k=0

(
m
k

)
(m + α + β + 1)k (α + k + 1)m−k

( s
t
− 1
)k

, (8)

and

Qα,β,t
m (s) = tm+α+β

m−1

∑
k=0

Φα,β
m,k Γ(β + 1)

(m + α + β + 1)m

( s
t
− 1
)k

, (9)

where
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Φα,β
m,k =

m−k

∑
i=1

(−1)i−1
(

m
k + i

)
Γ(α + i)

Γ(α + β + 1 + i)
(m + α + β + 1)k+i (α + k + i + 1)m−k−i,

where (·)m denotes the Pochhammer’s symbol and Γ(z) =
∫ ∞

0
sz−1 e−s ds, <(z) > 0, is the

well-known Gamma function (see [34]).

Notice that the particular case t = 1 corresponds to the classical Laguerre and (shifted)
Jacobi weights, respectively (see [27]). In addition, the corresponding sequences of orthog-
onal polynomials depend on α and t and, thus, they can be seen as parameters. Moreover,
both the Laguerre and Jacobi polynomials have positive real zeros, and thus, Lα,t

m (−s)
and Jα,β,t

m (−s) are stable polynomials for all admissible values of α, β, and t. On the other
hand, an important result for this work is the following proposition proved in [33], where
the authors established the convergence of two rational functions associated with these
sequences of orthogonal polynomials. The restrictions on t, α, and β are due to integrability
and positivity considerations.

Proposition 3. For every t > 0,

• if ν(s) = sα e−s/t with α > 0, then limn→∞

∣∣∣∣
Qn(0)
Pn(0)

∣∣∣∣ = tα Γ(α) and

• if ν(s) = (t− s)α sβ with α > −1 and β > 0, then limn→∞

∣∣∣∣
Qn(0)
Pn(0)

∣∣∣∣ = tα+β Γ(α + 1) Γ(β)

Γ(α + β + 1)
.

3. Results

In this section, we consider the value set associated with the quasi-polynomial family
p(s, q, r, τ) defined in (3) at frequency ω > 0. The idea is to describe the orbits of the points
on Pτ(ω, Q, R) that are farthest from its geometric center when τ is increased. Since, for all
τ > 0, Pτ(ω, Q, R) is a polygon, we focus our attention on the curves describing the motion
of its vertices in terms of the vertices of D(ω, R) and N(ω, Q).

For this purpose, the following assumptions is used in the remainder of this section.
For all ω > 0, there is no loss of generality in assuming |<(K1( jω, η))| 6 |<(K3( jω, η))|
and |=(K2( jω, η))| 6 |=(K4( jω, η))|, and hence, both H(ω) and K3( jω, η) belong to the
first quadrant in the complex plane. Geometrically speaking, this requirement implies
that K3( jω, η) is the farthest vertex of N(ω, Q) from the origin. Here and subsequently,
for z ∈ C and ρ > 0, C(z, ρ) stands for the open disc centered in z with radius ρ and its
boundary is the circle defined by ∂C(z, ρ) = {ζ ∈ C : |z− ζ| = ρ}. We write C(z, ρ) for
the closure of C(z, ρ), which satisfies C(z, ρ) = C(z, ρ) ∪ ∂C(z, ρ). In addition, the function
argument of z with a principal value in the range (−π, π] is denoted by arg(z). With the
notation ∆ω = ∆( jω), we have

Lemma 1. For every ω > 0,

• the orbits of each vertex of Pτ(ω, Q, R) correspond to circular arcs centred on the vertices of
D(ω, R) with a radius equal to the modulus of every vertex of N(ω, Q) when τ increases,
and

• Pτ(ω, Q, R) ⊂ C(∆ω, $ω) for all τ > 0, where $ω = |∆ω −K3( jω, δ)|+ |K3( jω, η)|.

Proof. Let ω > 0. In order to show the first assertion, proposition 1 makes it obvious that,
for i ∈ {0, 1, 2, 3}, ∂C(Ki+1( jω, δ), |Kv(i,`)( jω, η)|) and ∂C(Ku(i)( jω, δ), |Kv(i,`)( jω, η)|)
are the orbits of ζ2i+1 and ζ2(i+1), respectively, when τ → ∞. For the second, set τ > 0.
Notice that

{
(1− λ)Ki+1( jω, δ) + λKu(i)( jω, δ) : λ ∈ [0, 1], i ∈ {0, 1, 2, 3}

}
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contains the edges of D(ω, R) (see [35]), and thus, the edges of Nτ(ω, Q) can be parameter-
ized as

{
e−jτω [(1− λ)Ki+1( jω, η) + λKu(i)( jω, η)] : λ ∈ [0, 1], i ∈ {0, 1, 2, 3}

}
.

Therefore, it is easy to check that the union of

Aω
τ =

{
(1− λ)Ki+1( jω, δ) + λKu(i)( jω, δ) + e−jτω Kv(i,`)( jω, η) : λ ∈ [0, 1], i ∈ {0, 1, 2, 3}

}

and

Bω
τ =

{
Ku(i)( jω, δ) + e−jτω [(1− λ)Kv(i,`)( jω, η) + λKv(i+1,`)( jω, η)] : λ ∈ [0, 1], i ∈ {0, 1, 2, 3}

}
.

contains the edges of Pτ(ω, Q, R). If za ∈ Aω
τ , say

za = (1− λ)Ki+1( jω, δ) + λKu(i)( jω, δ) + e−jτω Kv(i,`)( jω, η)

for any 0 6 λ 6 1 and i ∈ {0, 1, 2, 3}, then

|∆ω − za| = |∆ω − za + za − e−jτω Kv(i,`)( jω, η)− za + e−jτω Kv(i,`)( jω, η)|
6 |∆ω − (1− λ)Ki+1( jω, δ)− λKu(i)( jω, δ)|+ |Kv(i,`)( jω, η)|

However, |∆ω− (1−λ)Ki+1( jω, δ)−λKu(i)( jω, δ)| 6 |∆ω−K3( jω, δ)| since D(ω, R)
is a rectangle with a geometric center at ∆ω. Since K3( jω, η) is the farthest vertex of
N(ω, Q) from the origin, we get

|∆ω − za| 6 |∆ω −K3( jω, δ)|+ |K3( jω, η)|.

As before, if zb ∈ Bω
τ , say

zb = Ku(i)( jω, δ) + e−jτω [(1− λ)Kv(i,`)( jω, η) + λKv(i+1,`)( jω, η)]

for any 0 6 λ 6 1 and i ∈ {0, 1, 2, 3}, then

|∆ω − zb| 6 |∆ω −Ku(i)( jω, δ)|+ |(1− λ)Kv(i,`)( jω, η) + λKv(i+1,`)( jω, η)|
6 |∆ω −K3( jω, δ)|+ |K3( jω, η)|,

and the proof is complete.

On the other hand, as K1( jω, η) and K3( jω, η) are the nearest and farthest vertices
of N(ω, Q) from the origin, respectively, Lemma 1 implies that the vertices of Pτ(ω, Q, R)
that are farthest from Oτ( jω) are ζ2(i0+1) and ζ2(i1+1), where i0 and i1 are chosen such that
v(i0, `) = 1 and v(i1, `) = 3, respectively. This clearly forces

{
u(i0), u(i1)

}
=





{
1, 3
}

, if 2πñ 6 τω <
π

2
+ 2πñ,

{
4, 2
}

, if
π

2
+ 2πñ 6 τω < (2ñ + 1)π,

{
3, 1
}

, if (2ñ + 1)π 6 τω <
3π

2
+ 2πñ,

{
2, 4
}

, if
3π

2
+ 2πñ 6 τω < 2π(ñ + 1),

with ñ being a nonnegative integer such that 2πñ 6 τω < 2π(ñ + 1). Thus, the orbits of
the points on Pτ(ω, Q, R) that contain the points on Pτ(ω, Q, R) that are farthest from ∆ω

when τ increases are ∂C(Kk( jω, δ), |K3( jω, η)|), k ∈ {1, 2, 3, 4}. Summarizing, we have

Lemma 2. For all ω > 0, the minimal closed disc containing Pτ(ω, Q, R) when τ increases is
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• C(ξ0, ρ0) if ω = 0, where ξ0 = (q−0 + r−0 + q+0 + r+0 )/2 and ρ0 = (q+0 + r+0 − q−0 − r−0 )/2,
and

• C(∆ω, $ω) if ω > 0.

Proof. It is easily seen that Pτ(0, Q, R) = [q−0 + r−0 , q+0 + r+0 ]. Consequently, C(ξ0, ρ0) is
the minimal closed disc containing Pτ(0, Q, R). Our next concern is when ω > 0. We first
prove that C(∆ω , $ω) is the minimal closed disc containing

⋃4
k=1 C(Kk( jω, δ), |K3( jω, η)|).

To do this, set z0 ∈ C(Kk( jω, δ), |K3( jω, η)|) for any k ∈ {1, 2, 3, 4}. It follows immediately
that

|∆ω − z0| 6 |∆ω −Kk( jω, δ)|+ |Kk( jω, δ)− z0| 6 |∆ω −Kk( jω, δ)|+ |K3( jω, η)|.

From (4), it is obvious that |∆ω −Kk( jω, δ)| = |∆ω −K3( jω, δ)|, and z0 ∈ C(∆ω, $ω)
as required. Hence,

4⋃

k=1

C(Kk( jω, δ), |K3( jω, η)|) ⊂ C(∆ω, $ω).

It remains to show that C(∆ω , $ω) is minimal. Notice that the proof falls naturally into
two parts. Fix k0 ∈ {1, 2, 3, 4}, and let us assume for the moment that Kk0( jω, δ) = x0 + jy0
and ∆ω = x1 + jy1, with x0 6= x1. We consider the line through the points Kk0( jω, δ) and
∆ω defined as follows:

℘ = {x + j[(x− x0) tan θ0 + y0] : x ∈ R},

where θ0 = arg(Kk0( jω, δ)−∆ω). Since θ0 /∈ {−π
2 , π

2 }, the tangent function is well defined.
Taking ζk0 = Kk0( jω, δ) + |K3( jω, η)| ejθ0 , we have

=(ζk0) = |K3( jω, η)| sin θ0 + y0 =
(
<(ζk0)− x0

)
tan θ0 + y0.

This gives ζk0 ∈ ℘, and thus,

|∆ω − ζk0 | = |∆ω −Kk0( jω, δ)|+ |Kk0( jω, δ)− ζk0 | = |∆ω −K3( jω, δ)|+ |K3( jω, η)|.

Moreover, it is evident that ζk0 ∈ C(Kk0( jω, δ), |K3( jω, η)|). Therefore,

ζk0 ∈ C(∆ω, $ω) ∩ C(Kk0( jω, δ), |K3( jω, η)|).

Now, {ζk0} = C(∆ω, $ω) ∩ C(Kk0( jω, δ), |K3( jω, η)|), which is due to the fact that
∆ω,Kk0( jω, δ), and ζ0 are collinear. Since the orbits of the points on Pτ(ω, Q, R) that are
farthest from its center when τ increases are ∂C(Kk( jω, δ), |K3( jω, η)|), k ∈ {1, 2, 3, 4}, we
conclude that Pτ(ω, Q, R) and C(∆ω, $ω) intersect at four distinct points and, finally, that
C(∆ω, $ω) is the minimal closed disc containing Pτ(ω, Q, R).

The same reasoning applies to the case x0 = x1, with ℘ replaced by the vertical line
x = x1. We leave it to the reader to verify that Pτ(ω, Q, R) and C(∆ω, $ω) intersect at two
distinct points.

We can now formulate our main result.

Theorem 1. Consider the feedback structure shown in Figure 1. Suppose that G(s, q, r, τ) is an
interval plant with uncertain time delay τ > 0 and has an invariant degree such that G(s, q, r, τ) =
e−τs G(s, q, r), with G(s, q, r) being as in (2). If ω > 0, then for all τ > 0, the value set associated
with p(s, q, r, τ) at frequency ω is contained in C(∆ω, $ω). Furthermore, if p(s, q, r, τ) has at
least one stable member for any τ and if 0 /∈ C(∆ω, $ω) for every ω > 0, then the overall transfer
function in Figure 1 is robustly stable for every τ > 0.
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Proof. The first assertion is a consequence of Lemma 2. For the second, it is known that
p(s, q, r, τ) is the characteristic polynomial of the closed-loop system shown in Figure
1. Since 0 /∈ C(∆ω, $ω) for each ω > 0, Lemma 2 shows that 0 /∈ Pτ(ω, Q, R) for each
ω > 0. It remains to be proven that 0 /∈ Pτ(0, Q, R). An easy computation shows that

Pτ(0, Q, R) = [q−0 + r−0 , q+0 + r+0 ] and C(∆0, $0) = C
( r+0 +r−0

2 , r+0 −r−0
2
)
, where the diameter of

the latter is the length of the interval [r−0 − q+0 , q+0 + r+0 ]. Now, q−0 + r−0 6 r−0 − q+0 , which is
due to the fact that H(0) belongs to the first quadrant in the complex plane or, equivalently,

0 6 q+0 +q−0
2 , and Pτ(0, Q, R) ⊂ C(∆0, $0) as required.

We are thus led to the following strengthening of Theorem 1:

Corollary 1. Assume that ∆(s) is stable and that p(s, q, r, τ) has at least one stable member for
any τ > 0. If |∆ω −K1( jω, δ)|+ max

k=1,...,4
|Kk( jω, η)| < |∆ω | for all ω > 0, then p(s, q, r, τ) is

robustly stable for τ > 0.

3.1. Robust Stabilization of Interval Plants with a Time Delay

To stabilize the interval plant family G(s, q, r, τ) with uncertain time delay τ > 0, let
us consider the transfer functions of a proper compensator C(s) of the form

C(s) =
B(s)
A(s)

such that the degree of the numerator polynomial does not exceed the degree of the
denominator polynomial. C(s) is said to be a robust stabilizer in closed-loop of G(s, q, r, τ)
if, for every q ∈ Q, r ∈ R, and τ > 0,

Ψ(s, q, r, τ) = A(s) δ(s, r) + e−τs B(s) η(s, q)

is a stable quasi-polynomial. Moreover, the overall transfer function of the configuration
shown in Figure 3 is

G̃(s, q, r, τ) = e−τs B(s) η(s, q)
Ψ(s, q, r, τ)

.

Version February 3, 2021 submitted to Mathematics 10 of 20

ω > 0, Lemma 2 shows that 0 /∈ Pτ(ω, Q, R) for each ω > 0. It remains to prove that 0 /∈ Pτ(0, Q, R).241

An easy computation shows that Pτ(0, Q, R) = [q−0 + r−0 , q+0 + r+0 ] and C(∆0, $0) = C
( r+0 +r−0

2 , r+0 −r−0
2
)
,242

where the diameter of the latter is the length of the interval [r−0 − q+0 , q+0 + r+0 ]. Now q−0 + r−0 6 r−0 − q+0 ,243

which is due to the fact that H(0) belongs to the first quadrant in the complex plane, or equivalently,244

0 6 q+0 +q−0
2 , and Pτ(0, Q, R) ⊂ C(∆0, $0) as required.245

We are thus led to the following strengthening of Theorem 1:246

Corollary 1. Assume that ∆(s) is stable and p(s, q, r, τ) has at least one stable member for any τ > 0. If247

|∆ω −K1( jω, δ)|+ max
k=1,...,4

|Kk( jω, η)| < |∆ω | for all ω > 0, then p(s, q, r, τ) is robustly stable for τ > 0.248

3.1. Robust Stabilization of Interval Plants with Time-delay249

To stabilize the interval plant family G(s, q, r, τ) with uncertain time-delay τ > 0, let us consider250

the transfer functions of a proper compensator C(s) of the form251

C(s) =
B(s)
A(s)

such that the degree of the numerator polynomial does not exceed the degree of the denominator252

polynomial. C(s) is said to be a robustly stabilizer in closed-loop of G(s, q, r, τ) if, for every q ∈ Q,253

r ∈ R, and τ > 0,254

Ψ(s, q, r, τ) = A(s) δ(s, r) + e−τs B(s) η(s, q)

is a stable quasi-polynomial. Moreover, the overall transfer function of the configuration shown in255

Figure 3 equals256

G̃(s, q, r, τ) = e−τs B(s) η(s, q)
Ψ(s, q, r, τ)

.

R(s) Y(s)G(s, q, r) e−τs- -

−
C(s)© - - -

6
.......
.......
.......
.......
.......
.......
.......
....................................................................................................................................................................................................... .......

.......

.......

.......

.......

.......

.......

................................................................................................................................................................................................................................................................................................................. .......
.......
.......
.......
.......
.......
.......
.......................................................................................................................................................................................................

......................................................................................................................................................................................................................................................................................................................................................................................................................................................

.................................................................................

Figure 3. Closed-loop system for the interval plant with time-delay.
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Figure 3. Closed-loop system for the interval plant with a time delay.

The criteria for a reasonable choice of C(s) when δ(s, r) is robustly stable is established
by our next theorem.

Theorem 2. Assume that G(s, q, r) is as in (2), with δ(s, r) being robustly stable, and consider
the feedback loop shown in Figure 3. Suppose that, for all ω > 0, max

k=1,...,4
|Kk( jω, η)| > 0 and

|A( jω)| > 0. If C(s) satisfies

|C(jω)| = |B( jω)|
|A( jω)| <

min
k=1,...,4

|Kk( jω, δ)|

max
k=1,...,4

|Kk( jω, η)| (10)

for every ω > 0, q ∈ Q, and r ∈ R, C(s) is a robust stabilizer in closed-loop of e−τs G(s, q, r) for
every τ > 0.



Mathematics 2021, 9, 429 11 of 19

Proof. Given ω > 0, q ∈ Q, r ∈ R, and τ > 0, we have that min
k=1,...,4

|Kk( jω, δ)| 6 |δ( jω, r)|
and max

k=1,...,4
|Kk( jω, η)| > |η( jω, q)|. Consequently,

min
k=1,...,4

|Kk( jω, δ)|

max
k=1,...,4

|Kk( jω, η)| >
|δ( jω, r)|
|η( jω, q)| .

From (10) we obtain
|B( jω)|
|A( jω)| <

|δ( jω, r)|
|η( jω, q)|

or, equivalently,
|B( jω) η( jω, q)| < |A( jω) δ( jω, r)|.

Since |e−jτω | = 1, |B( jω) η( jω, q)| = |e−jτω B( jω) η( jω, q)|. Hence,

A( jω) δ( jω, r) 6= −e−jτω B( jω) η( jω, q),

which is our assertion. Notice that the proof strongly depends on the assumption that
δ(s, r) is robustly stable because this fact implies min

k=1,...,4
|Kk( jω, δ)| > 0.

3.2. Compensators Associated with Modified Classical Weights

In this section, we use the results about the orthogonal polynomials presented in
Section 2.3 to construct families of compensators satisfying the condition (10). Let m > 1
and ω > 0. According to (5), we have

∣∣∣∣
Qm(jω)

Pm(jω)

∣∣∣∣ 6
n

∑
k=1

λm,k

|jω− xm,k|
.

Now, if I ⊂ [0, ∞), then 0 < xm,k 6 |jω− xm,k|, for ω > 0 and k = 1, . . . , m. Hence,

∣∣∣∣
Qm(jω)

Pm(jω)

∣∣∣∣ 6
m

∑
k=1

λm,k

xm,k
=

∣∣∣∣
Qm(0)
Pm(0)

∣∣∣∣.

Therefore, since both λn,k and xn,k are positive numbers for any n > 1 and any k 6 n,
we get for any fixed m > 1

∣∣∣∣
Qm(jω)

Pm(jω)

∣∣∣∣ < lim
n→∞

∣∣∣∣
Qn(0)
Pn(0)

∣∣∣∣. (11)

For a large class of weight functions, including so-called classical weights, the limit
on the right-hand side of the previous inequality exists (see Proposition 3). In order to
design C(s) using orthogonal polynomials associated with ν(s) = sα e−s/t (or ν(s) =
(t− s)α sβ) when G(s, q, r) satisfies the hypotheses of Theorem 2, we propose the following
methodology. Notice that the explicit expressions for both families of polynomials as well
as the limit value of (11) in terms of the parameters {α, t} (or {α, β, t}), can be found in
Propositions 2 and 3, respectively.

The importance of Algorithm 1 is that m (the compensator’s degree) can be selected
arbitrarily. Furthermore, the performance of the closed-loop system shown in Figure 3
is guaranteed by adjusting the values for α, β, and t, as we can see in the next section.
Notice that the selection of each element of {α, β, t} is independent of the choice of the
others. Also, notice that all the involved objects can be computed explicitly by using the
formulas from Propositions 2 and 3 so there is no computational complexity involved in
implementation of the algorithm.
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Algorithm 1: Algorithm to select C(s) using modified classical orthogonal polynomials.

Input: Any strictly proper interval plant G(s, q, r) satisfying the hypotheses of Theorem 2 and any positive
integer m.

Output: A strictly proper compensator C(s) with degree m such that the feedback structure shown in Figure 3 is
robustly stable for all τ > 0.

Find φ > 0 such that φ 6 min
k=1,...,4

|Kk( jω, δ)| for every ω > 0;

find ψ > 0 such that ψ > max
k=1,...,4

|Kk( jω, η)| for every ω > 0;

in the Laguerre case, select α, t > 0 such that σ(α, t) < φ
ψ , where σ(α, t) = tα Γ(α). In the Jacobi case, select

α > −1, and β, t > 0 such that σ(α, β, t) < φ
ψ , where σ(α, β, t) = tα+β Γ(α+1) Γ(β)

Γ(α+β+1) ;
compute Pm(s) and Qm(s) by using (6) and (7) (or (8) and (9)), respectively, with the selected values of α and t
(or α, β, and t);

do C(s) =
Qm(−s)
Pm(−s)

.

3.3. Simulation Results

In this section, we apply Algorithm 1 developed in this work to two different examples
considered in previous contributions. Therefore, we can set our goals as follows:

• Find the reference value φ
ψ associated with the given plant, and propose a σ(α, t) or a

σ(α, β, t) according to step 3 of Algorithm 1.
• Apply the designed controller to the examples, and validate the methodology through

simulations.

Example 1. Consider the plant defined by a nominal transfer function with uncertain time delay
presented in [36]:

G(s) =
η(s)
δ(s)

=
2

s2 + 2s + 1
.

The plant is subject to parameter variations as follows: η0 ∈ [1.8, 2.2], δ2 ∈ [0.9, 1.1],
δ1 ∈ [1.8, 2.2], δ0 ∈ [0.9, 1.1], and τ ∈ [0, 4]. The value set in Figure 4 shows that the interval
plant becomes unstable in the presence of a time delay for certain values of ω. According to steps 1
and 2 of Algorithm 1, by using (10), we find φ

ψ ≈ 0.4091. Following steps 3 and 4, the stabilizing
controller in the Laguerre case is computed taking σ(1, 0.4) and m = 2:

C(s) =
Qα,t

2 (−s)

Lα,t
2 (−s)

=
−0.16s− 0.256
s2 + 2.4s + 0.96

.

A graph showing inequality of the quotients of the plant and the controller as in (10) for
different values of ω is shown in Figure 5; since (10) is satisfied, the closed-loop system given in
Figure 3 is stable for ω, τ > 0 (see Figure 6). Proceeding in a similar way, Figure 7 includes a
simulation in the time domain where the proposed controller stabilizes 4 different fixed plants with
parameters taken from the closed intervals, considering time delay. In addition, Figure 8 illustrates
the responses from different compensators. The curve in yellow corresponds to the cases when α = 1,
t = 0.3, and m = 2, while the rest correspond to the cases when α = 1 and t = 0.4 with m = 3
(blue line), m = 4 (red line), and m = 5 (green line). As we can see, the controllers with low values
of t and m reach the reference value faster than those having greater values of m and t.

On the other hand, a comparison with the controllers presented in [36] is given in Figure 9. The
performance of the controlled system improves when we use our proposal of C(s) = Q1,t

2 (−s)/L1,t
2 (−s)

with t = 0.3 (green line) in the feedback structure shown in Figure 3. Notice that the closed-loop
response lies between C1(s) = 1.876

s2+68.8s (blue line) and C2(s) = 3.582s3+2.671s2+1.978s+0.076
s3+34.75s2+0.4254s+4.286×10−6 (red

line), both recommended in [36].
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Figure 4. Value set of the interval plant defined in Example 1 when ω = 1 and τ ∈ [0, 4].
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|Kk( jω, δ)|/ max
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Figure 6. Value set of the stabilized interval plant defined in Example 1 when ω = 1 and τ ∈ [0, 4].
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Figure 7. Simulated response of four fixed plants with a time delay using the same compensator.

Figure 8. Simulated response under a desired reference step using different controllers.

Figure 9. Simulated response under a desired reference step using two different controllers in the
closed-loop system shown in Figure 3.

Example 2. We now consider the model given in [37] for the hot-dip galvanising system:

G(s) =
η(s)
δ(s)

=
50.048
10s + 1

The plant is subject to parameter variations of 12 percent: η0 ∈ [44.04224, 56.05376], δ1 ∈
[8.8, 11.2], δ0 ∈ [0.88, 1.12], and τ ∈ [0, 50]. The corresponding value set in Figure 10 shows that
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the interval plant becomes unstable for certain values of ω in the presence of time delay. According
to steps 1 and 2 in Algorithm 1, by using (10), we found φ

ψ ≈ 0.0156992. Following steps 3 and 4,
the stabilizing controller in the Laguerre case can be defined by choosing σ(4, 0.2):

C(s) =
Qα,t

3 (−s)

Lα,t
3 (−s)

=
0.00768s2 + 0.02458s + 0.01567
−s3 − 4.2s2 − 5.04s− 1.68

.

The inequality of the quotients of the plant and the controller is shown in Figure 11, the stability
for ω, τ > 0 is shown in Figure 12, while Figure 13 shows a simulation in the time domain, where
the proposed controller stabilizes four different fixed plants with parameters taken from the closed
intervals. A time delay is also considered. In addition, Figure 14 illustrates the responses from
different compensators applied to a plant with a time delay. The curves in yellow and red correspond
to the cases m = 2 and m = 4, respectively, both cases with α = 4 and t = 0.12. The rest
correspond to the cases when α = 4 and t = 2 with m = 2 (blue line) and m = 5 (green line). Once
again, the controllers with low values of t and m reach the reference value faster than those that have
greater values of m and t.

On the other hand, a comparison with the controller presented in [37] is shown in Figure 15.
Notice that the performance of the controlled system improves when we use our proposed controller
C(s) = Q4,0.12

2 (−s)/L4,0.12
2 (−s) (green line) in the configuration given in Figure 3. The curve in

blue corresponds to the closed-loop response when C1(s) = 0.0121s+0.0004
s is taken as compensator,

as it is suggested in [37].
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Figure 10. Value set of the interval plant defined in Example 2 when ω = 5 and τ ∈ [0, 50].
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Figure 11. Graph of min
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Figure 12. Value set of the stabilized interval plant defined in Example 2 when ω = 5 and τ ∈ [0, 50].
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Figure 13. Simulated response of four fixed plants with time-delay using the same compensator.
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Figure 14. Simulated response under a desired reference step using different controllers.

Figure 15. Simulated response under a desired reference step using two different controllers in the
closed-loop system shown in Figure 3.

4. Conclusions

In this work, some geometrical properties about the value set associated with strictly
proper interval plants with uncertain time delays and invariant degrees, such as the
geometric shape of the orbits of its vertices and the minimal closed disc that contains it
(Lemmas 1 and 2, respectively), were obtained. Consequently, a sufficient condition for
robust stabilization of this type of interval plant was deduced (Theorem 1).

In addition, criteria that allow us to make a reasonable choice of a family of robust
stabilizing compensators for some classes of interval plants with uncertain time delays
are proposed (Theorem 2). Furthermore, we used modifications of well-known families of
classical orthogonal polynomials in terms of a set of parameters {t, α, β} (depending on the
chosen family) to select two families of robust stabilizing compensators (Algorithm 1). The
latter, together with a geometric approach to characterization of the value set, constitute
the main novelty of this contribution.

5. New Directions

Finally, the approach used in this work can be extended in the following directions.

• The compensator considered in Theorem 2 can be designed in many different ways.
For example, by applying pole-placement techniques, we can obtain a feedback
configuration with a specified characteristic polynomial (see [38,39]).

• The families of compensators considered in Algorithm 1 are constructed using some
classical weights, given by Proposition 2. In order to obtain other families of com-
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pensators, we propose introducing some perturbations on the coefficients of the
recurrence relation that orthogonal polynomials satisfy (see, for instance, [40]).

• In addition, it is possible to consider, in our problem, another type of parametric
uncertainty structure such as affine linear, multilinear, and polynomic uncertainties
(see [5]).
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