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Abstract: After the financial crisis, the European Banking Authority (EBA) has established tighter
standards around the definition of default (Capital Requirements Regulation CRR Article 178,
EBA/GL/2017/16) to increase the degree of comparability and consistency in credit risk mea-
surement and capital frameworks across banks and financial institutions. Requirements of the new
definition of default (DoD) concern how banks recognize credit defaults for prudential purposes and
include quantitative impact analysis and new rules of materiality. In this approach, the number and
timing of defaults affect the validity of currently used risk models and processes. The recommen-
dation presented in this paper is to address current gaps by considering a Bayesian approach for
PD recalibration based on insights derived from both simulated and empirical data (e.g., a priori
and a posteriori distributions). A Bayesian approach was used in two steps: to calculate the Long
Run Average (LRA) on both simulated and empirical data and for the final model calibration to
the posterior LRA. The Bayesian approach result for the PD LRA was slightly lower than the one
calculated based on classical logistic regression. It also decreased for the historically observed LRA
that included the most recent empirical data. The Bayesian methodology was used to make the LRA
more objective, but it also helps to better align the LRA not only with the empirical data but also with
the most recent ones.

Keywords: new definition of default; credit risk models; Bayesian approach

1. Introduction

Following the financial crisis, EBA has established tighter standards around the defini-
tion of default (Capital Requirements Regulation—CRR Article 178, EBA/GL/2017/16)
(EBA 2017) to achieve a higher comparability and consistency in models used for credit
risk measurement and procedures and capital frameworks across banks and financial
institutions. These requirements were supposed to be implemented by the end of 2020.

The initial deadline for the implementation (for all banks using IRB approach) was the
1st of January 2021. These deadlines were under discussion with European Central Bank
(ECB) by many banks, and now they are under further revision by ECB due to COVID—19
circumstances (EBA 2016b).

Banks were allowed to choose either a one-step, or a two-step approach:

• One-step approach—the introduction of the new definition of default (DoD) and
recalibration of all relevant models in one step;

• Two-step approach—first the introduction of the new DoD and then recalibration of
relevant models.

The two-step approach was introduced because ECB realized that one-step approach
would most likely automatically trigger a material change of all models within a bank.

The new DoD concern how banks recognize credit defaults for prudential purposes
and also include quantitative impact analysis and new rules of materiality. In this approach,
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the number and timing of defaults determine whether existing models and processes are
valid. Banks need to update their risk management practices and support pricing and
accounting decisions related not only to the expected credit loss methodology (according
to International Financial Reporting Standards—IFRS 9) (EU 2016) but also those related
to capital requirements models (according to Internal Ratings Based Approach -IRB and
Internal Capital Adequacy Assessment Process—ICAAP) (ICAAP 2018).

These extensive and very detailed guidelines often challenge information technology
(IT) infrastructure, processes, data engines and data analytics, commonly used model risk
platforms, model implementation and execution and automated solutions (BCBS 2013). In
addition, these new standards have a significant impact on risk governance and manage-
ment, frameworks and methodologies, data quality process assessments and reviews, as
well as model recalibration needs and internal management policies and approval processes
(Basel 2010, 2014).

In recent research on the credit risk parameters modeling, different approaches incorpo-
rate small samples problem incorporation (Zięba 2017), unbalanced samples or unresolved
cases for LGD. Different techniques are proposed starting with traditional logistic or linear
regression approach, two-stage modeling, ensemble models (Papouskova and Hajek 2019),
and new machine learning methods or non-parametric approach (Peláez Suárez et al.
2021). In the literature of the PD modeling mostly a frequentist approach is applied
(Bellotti and Crook 2009; Crone and Finlay 2012; Lessmann et al. 2015; Wang et al. 2020),
while only limited use of a Bayesian approach is present (Bijak and Matuszyk 2017;
Bijak and Thomas 2015). Among the papers using a Bayesian approach, many use non-
informative priors on the assumption of the likelihood normally asymptotically distributed
with large data (Bijak and Thomas 2015). Some papers emphasize the importance of expert
information and use that to gain informative priors (Jacobs and Kiefer 2010; Kiefer 2009) or
use coefficient estimates of past data as priors for current data (Bijak and Matuszyk 2017).
However, we find that effective use of informative priors is still a gap to be covered.

The main contribution of this paper is to propose an approach to complement the
scarce observational data post redefinition of DoD with simulated data. The Bayesian
method was applied to anticipate this simulated and empirical data for a basic credit risk
measure: probability of default (PD) re-calibration. Such example of Bayesian approach
utilization in modeling and calibration of credit risk parameters is promising for trying to
incorporate such approach in calibration of PD, using parameters estimated on empirical
data for new DoD as prior information. For other parameters such as loss given default
(LGD) and exposure of default (EAD) only a theoretical approach was proposed.

The paper is organized as follows: Section 1 provides an overview of the main impli-
cations of regulatory requirements impacting banks from a risk management perspective,
with a focus on credit risk models. In this section a literature review focused on Bayesian
approach is presented. Section 2 describes current challenges from a modeling perspective
and discusses a methodological proposal to address these gaps. Section 3 provides an
empirical example of application on real data for retail customers. Final section contains
concluding remarks and suggestions for future research.

2. Implications of the New Definition of Default—Literature Review

This section provides a summary of the main changes implied by the new DoD and
its impacts for credit risk modeling with specific emphasis for the institution under study
in this article (one of European commercial banks). The literature review is limited to
regulatory background and to Bayesian approach in research as the main focus of the paper.

The regulation contains specific requirements addressing specific event identification
and threshold calculations. As a high-level overview, the main directions of the introduced
changes can be split into specific focus areas: Days Past Due (DpD) calculation, Unlikeli-
ness to Pay Criteria (UTP), Return to Non-Default Status (probation period), and Other
Significant Changes (EBA/GL/2017/16, EBA/RTS/2016/06) (EBA 2014, 2016a, 2016b,
2017, 2020).
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Materiality thresholds for days past due (DpD) includes not only absolute but also
relative materiality thresholds for counting DpD until the event of default at 90 DpD (for
retail exposures: 1% relative and 100 euros absolute, for non-retail exposures: 1% relative
and 500 euros absolute).

The amounts past due represent the sum of all amounts past due, including all fees,
interests, and principal. For the relative threshold calculation, this amount is divided by the
total on-balance and off-balance exposure. If the principal is not repaid when an interest
only loan expires, counting DpD starts from that date despite the fact that the obligor
continues to pay interest.

Unlikeness to pay criteria (UTPs) will be recognized if the credit obligation gets a
non-accrued status according to the accounting framework. Specific credit risk adjustments
(SCRA) can be as follows: (i) sale of client’s credit obligation recognized as defaulted if
economic loss exceeds 5%, (ii) distressed restructuring if the net present value of the obli-
gation decreases by more than 1% the obligation is considered defaulted, (iii) bankruptcy,
(iv) additional indications of UTP (including fraud, significant increase in obligor lever-
age, individual voluntary arrangements, significant delays in payment to other creditors,
impaired credit history indicators, expecting worst status).

A minimum probation period of three months is required for all defaults. The exemp-
tion stands for distressed restructurings where applies a 1-year minimum probation period.
It is required to monitor the effectiveness of the cure policy on a regular basis, including
also impact on cure rates and impact on multiple defaults.

Indeed, to implement the new DoD it is important to consider the holistic view of all
processes impacted. In this respect, the key aspect to consider is a robust control framework
from a risk management perspective. This can be disentangled into aspects related to
external data, application of the definition of default from a broader banking perspective
and specific features linked to retail exposures.

The implemented new definition of default (DoD), with above mentioned changes
comparing to previous DoD, had a significant impact on existing rating systems and credit
risk models. Along with days past due (DpD) calculations, changes to relative and absolute
thresholds and default triggers were proposed. The implemented changes imposed changes
to A-IRB models, their discriminatory power and calibration accuracy. As a consequence,
some changes to IFRS 9 models will be required.

All A-IRB models with material change must be recalibrated and redeveloped
(ECB 2018). This exercise will require recalibration and/or re-development and validation
of all existing rating systems. This will be executed in the following steps:

• Data sources for modeling acquisition;
• Simulation of data according to the new definition of default;
• Back-test of all A-IRB models: PD, LGD, EAD;
• Recalibration of all models that showed material change during back-test;
• Recalibration of all IFRS 9 models as a result of A-IRB models recalibration and

redevelopment;
• New Margin of Conservatism (MoC) calculation for existing models and the new DoD;
• Assessment of Risk Weighted Assets (RWA) impact of this change;
• Additional validation of rating systems.

As a consequence of PD, LGD and EAD models re-calibration all IFRS 9 models based
on IRB parameters should be re-calibrated. Lifetime adjustment for parameters PD and
LGD could change due to different starting points. Finally, all changes require independent
validation. In the case of multiple models and portfolios it will be a time and resources
critical process in bigger financial institutions as the one under study in this article.

The literature on new DoD is rather limited. We focused on available examples of
incorporation of a Bayesian approach in credit risk parameters modeling, mostly for PD
and LGD parameters. A methodology for credit default estimates applying Bayesian
mixture models was presented in Simonian (2011). The author proposed robust models
taking parameter uncertainty into account to generate a new model. In the context of credit
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risk parameters modeling, robust models are beneficial to practitioners when estimating
default probabilities.

Much less frequent are examples of Loss Given Default (LGD) estimations using a
Bayesian approach. One of the examples is for LGD for unsecured retail loans as often
found difficult to model. The typical is two-step approach, two separate regression models
are estimated independently. This approach can be potentially problematic because it must
be combined to make the final predictions about LGD. LGD can be than modeled using
Bayesian methods (Bijak and Thomas 2015). In this approach only a single hierarchical
model can be built instead of two separate models. It makes this a more appropriate
approach. Authors used Bayesian methods, and alternatively the frequentist approach,
and applied to the data on personal loans provided by a large UK bank. The posterior
estimates of means of parameters that have been calculated using the Bayesian approach
were very similar to the ones calculated in frequentist approach. An advantage of the
Bayesian model was an individual predictive distribution of LGD for each loan. According
to regulatory requirements applications of such distributions include also the downturn
LGD calculations and the so called stressed LGD calculations.

The lack of data is typical for a low default portfolio (LDP). Probability of default (PD)
calibration in such situation is limited to add conservative add-ons that should cover the gap
of information due to scarce default event data. As described in the article (Surzhko 2017),
a PD calibration framework proposes Bayesian inference. The main idea proposed is to
calibrate prior using a “closest” available portfolio with reliable default statistics. Author
proposed the form of the prior, criteria for a “closest” portfolio selection and application
of the approach to real life data and artificial portfolios. The advantage of the approach
proposed in the article is avoidance of the subjective level of conservatism assumption. The
author also proposed an approach that could be used for stress-testing purposes.

Bayesian informative prior selection method is also proposed for including additional
information to credit risk modeling, specifically for PD, and to improve model performance
(Wang et al. 2018). Authors used logistic regression to model the probability of default of
mortgage loans; they applied the Bayesian approach with various priors and the frequentist
approach for comparison. The authors proposed for the Bayesian informative prior selec-
tion method the coefficients in the PD model as time series variables. They built ARIMA
models to prognose the coefficient values in future time periods and used these prognoses
as Bayesian informative priors. According to their results the Bayesian models using this
prior selection method outperformed in accuracy both approaches: frequentist models and
Bayesian models with other priors.

Based on U.S. mortgage loan data, the probability of default at account level using
discrete time hazard analysis was analyzed (Wang et al. 2020). Authors employed the
frequentist and Bayesian methods in estimation of the parameter, and also the default
rate (DR) stress testing. By applying the Bayesian parameter posterior distribution to
simulating the DR distribution, they reduced the estimation risk coming from usage of
point estimates in stress testing. As estimation risk was addressed in this approach, they
obtained more prudential forecasts of credit losses. The simulated DR distribution obtained
using the Bayesian approach with the parameter posterior distribution had a standard
deviation more than 10 times as large as the standard deviation from a frequentist approach
with parameter mean estimates. The same observation was found for VaR (Value at Risk)
estimates.

Such examples of Bayesian approach utilization in modeling and calibration of credit
risk parameters are promising for trying to incorporate such an approach in calibration of
PD using parameters estimated on empirical data for new DoD as prior information. From
this perspective this approach is unique in the research.

3. Proposed Recalibration and Re-Development Methods for Credit Risk Parameters

The introduction of the new DoD entails backtesting of the old models built on the
earlier version of DoD and taking appropriate remediation actions. The easiest way to fit a
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model to the current definition of default is to recalibrate the old model using new simulated
and new empirical data. If the recalibration fails, a new model must be built. Many different
recalibration methods can be considered—from the easiest based on any scaling approach
to more sophisticated ones. Greater attention should be paid to understanding data before
selecting an appropriate approach for recalibration or redevelopment.

Data used in the process of recalibration and re-development of models can be simu-
lated, empirical and mix type (see Table 1). Figure 1 presents how these types of data can
be used. Before implementation of a new DoD flag in the system only simulated data on
new DoD are available. After a sufficient DpD period post implementation there is new
DoD empirical data available in the system. Both types of data can be used in re-calibration
and re-development. Re-development on real empirical data will be only possible after
two years period post implementation. Re-calibration must be undertaken on mixed data
simulated and empirical. The only limitation is for LGD re-development because collection
data are available only empirically; there is no simulation data for collections.

Steps of recalibration/re-development of models for credit risk parameters:

• Simulation of data concerning the new definition of default for different portfolios.
• Construction of Analytical Based Tables (ABTs) for model’s re-calibration process.
• Construction of codes for recalibration process automatization—model development.
• Construction of codes for validation process automatization—model validation.
• Re-calibration of LGD/CR, EAD/CCF parameters.

# Scaling factors.
# Regression models adjusting the old risk parameter to the new one.

• Re-development of models in case of negative back-test after re-calibration of models.

# Models including a-priori distributions (Bayesian approach).
# Parametric models.
# Non-parametric models.

• Validation of the model’s re-calibration/re-development process.
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Table 1. Types of data utilized.

Model Re-calibration of IRB models
(end of year 2021)

Re-development of models using new data
(years 2022/2023)

PD Default data—simulated
Additional data—empirical

Simulated data (option of immediate
redevelopment)
Empirical data (redevelopment possible after
2 years of data collection)

LGD
Default data—simulated
Collection data—real empirical
data after default date

Empirical/mixed data,
No simulated data

3.1. Probability of Default PD—Model Recalibration

There are two approaches for PD model recalibration—one based on scaling factors
and the alternative one based on model estimation.

The first approach is based on scaling factors as conservative add-on. We have two or
more different scaling factors proposed in this approach. A basic scaling factor assumes
that new default rate can be re-scaled proportionally for particular risk grades, segments
by proportional change of PD using the following formula, assuming Default Rate (DR) as
empirical realization of PD:

PDnew = PDold· f , f =
DRnew

DRold
, (1)

where: f —scaling factor, PD—probability of default, DR—default rate.
When scaled probability takes a value out of the accepted range, then another approach

is needed. One of them can be a logit scaling factor given by the following formula:

PDnew =
f ·PDold

1 + ( f − 1)·PDold
, f =

1−DRold
DRold

1−DRnew
DRnew

, (2)

Of course, other scaling factors are also possible. They can be, for example, based on
relations between neighboring rating grades.

Quite a different approach for calibration is based on the estimation of a new model.
There are, of course, some options such as logit regression or the Bayesian approach. As an
alternative to regression the non-parametric model can be estimated. In that case we need
non-parametric model based on PD curve on rating scale grades.

For the redevelopment approach a Bayesian approach could be considered that would
require prior information on simulated or mixed data, and likelihood based on real data
for the new DoD.

For built models it is not recommended to have calibration separate for rating grades,
rather for the model level. In such situation the lack of PD monotonicity is observed, and
additional algorithms are required to maintain monotonicity. To check the necessity of
model re-calibration or re-development the backtest is performed. The consistency between
model probability of default PD comparing to empirical default rate DR is backtested. As
the first step, a backtest on simulated data is performed (see Figure 2) and if it is positive
(not rejected), then MoC calculation is undertaken to adjust the new DoD. Only when
it is positive and MoC is applied, a backtest on real data is performed and, if positive,
the implementation phase is launched. If the backtest on real data is negative (rejected),
recalibration on real data is performed. If the backtest on simulated data is negative, an
additional step of recalibration on simulated data is performed.



Risks 2022, 10, 16 7 of 16

Risks 2022, 10, x FOR PEER REVIEW 7 of 17 
 

 

Of course, other scaling factors are also possible. They can be, for example, based on 
relations between neighboring rating grades. 

Quite a different approach for calibration is based on the estimation of a new model. 
There are, of course, some options such as logit regression or the Bayesian approach. As 
an alternative to regression the non-parametric model can be estimated. In that case we 
need non-parametric model based on PD curve on rating scale grades. 

For the redevelopment approach a Bayesian approach could be considered that 
would require prior information on simulated or mixed data, and likelihood based on real 
data for the new DoD. 

For built models it is not recommended to have calibration separate for rating grades, 
rather for the model level. In such situation the lack of PD monotonicity is observed, and 
additional algorithms are required to maintain monotonicity. To check the necessity of 
model re-calibration or re-development the backtest is performed. The consistency 
between model probability of default PD comparing to empirical default rate DR is 
backtested. As the first step, a backtest on simulated data is performed (see Figure 2) and 
if it is positive (not rejected), then MoC calculation is undertaken to adjust the new DoD. 
Only when it is positive and MoC is applied, a backtest on real data is performed and, if 
positive, the implementation phase is launched. If the backtest on real data is negative 
(rejected), recalibration on real data is performed. If the backtest on simulated data is 
negative, an additional step of recalibration on simulated data is performed. 

 
Figure 2. PD model recalibration scheme. Source: own elaboration. 

3.2. Loss Given Default LGD—Model Recalibration 
Backtesting, recalibration or redevelopment processes are different for LGD due to 

the limited size of population for modeling and more problematic use of historical 
simulated data. The LGD formula may contain many components that are estimated 
separately but the final formula depends on the specific debt collection process. The basic 
formula used for LGD is presented below. 

LGD = (1 − CR)∙(1 − SRR)∙(1 − URR) + CR∙ Lcure, (3)

where: 
CR—cure rate, 
SRR—secured recovery rate, 
URR—unsecured recovery rate in relation to the reduced EAD with secured 

recoveries, 
Lcure—the economic loss associated with cured cases expressed as a percentage of 

EAD. 

Figure 2. PD model recalibration scheme. Source: own elaboration.

3.2. Loss Given Default LGD—Model Recalibration

Backtesting, recalibration or redevelopment processes are different for LGD due to the
limited size of population for modeling and more problematic use of historical simulated
data. The LGD formula may contain many components that are estimated separately but
the final formula depends on the specific debt collection process. The basic formula used
for LGD is presented below.

LGD = (1 − CR)·(1 − SRR)·(1 − URR) + CR· Lcure, (3)

where:
CR—cure rate,
SRR—secured recovery rate,
URR—unsecured recovery rate in relation to the reduced EAD with secured recoveries,
Lcure—the economic loss associated with cured cases expressed as a percentage of EAD.
Calibration of basic components of this LGD formula is based on:

1. For the cure rate parameter (CR):

# scaling factor (including no-loss),
# logistic regression model,
# full recalibration using the Bayesian approach,
# recalibration using survival methods (with censored observations).

2. For the secured and unsecured recovery rate (SRR, URR):

# calibration using the scaling factor,
# linear or non-linear regression model,
# full calibration using regression models including simultaneous calibration of

both parameters.

The recalibration of LGD depends on the type of the new period of data available—if
it is a downturn period or not (see Figure 3).

If the period cannot be qualified as downturn, a backtest approach with a scaling factor
is applied and if it is positive (not rejected), it is the end of recalibration. If it is not positive
(rejected), a full recalibration based on the Bayesian approach is applied. More sophisticated,
hierarchical Bayesian models for LGD are applied instead of two combined models. The first
model is used to separate all positive values from zeroes and the second model is than used
to estimate only positive values (Bijak and Thomas 2015; Papouskova and Hajek 2019). If
the backtest is not positive, the conservative MoC is needed. If the period is qualified
as downturn, a backtest is applied on real data for LGD downturn. If it is positive, the
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recalibration ends. If the backtest is not positive (rejected), a conservatism option for LGD
downturn is applied.
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Understanding the data is crucial in the case of LGD recalibration. As shown in
Figure 4, the data period for the new DoD may be different than for the old DoD in terms
of its length and start date. The worst-case scenario is when the new default date is several
months after the old default date. This is because all recoveries and other LGD components
have been observed from the old default date, but the modeling or recalibration process
requires them to be used right after the new default date. Since default entry and exit
dates can be simulated on historical data this does not apply to the recovery process. The
challenge for a modeler is to determine which data should be used—the old observer
recoveries that are inconsistent with the new default date or only those that are observed
right after the new default date. The answer is not unambiguous but in the case of
significant differences between the old and new recoveries the former should be taken
into account. The choice of using observed recoveries beyond the old default date may be
justified as the recovery process does not change in most cases after the introduction of the
new DoD.
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3.3. Exposure at Default EAD—Model Recalibration

The EAD recalibration is based on constant. We have four possible scenarios as
indicated below:
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Scenario Parameters Description

1 Exposure below limit

2 Exposure equal limit or above (>0)

3 Exposure positive, limit 0

4 Exposure and limit equal 0

For the above scenarios adjustment coefficients are defined. Those coefficients equal
the relation between the previous and new parameter such as:

• credit conversion factor (CCF) in the first case;
• the ratio of limit in the observation date for a facility to all limits for all facilities in a

sample in the second case;
• the ratio of exposure at observation date for a facility to all exposures for all facilities

in a sample in the third case;
• constant value estimated on the sample in the fourth case.

Those factors usually equal average factors for a portfolio, as the following formula
indicates in the first case:

adj f actor =
CCFnew

CCFold
, (4)

where CCFnew, CCFold are conversion factors based on the new and old definition of default.
The process of EAD recalibration is shown in Figure 5. If scaling with constant gives

a positive (not-rejected) backtest result, we end recalibration. If the result is negative
(rejected), a full recalibration is applied. When the full recalibration still gives a negative
backtest (rejected), then conservative MoC is applied.
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3.4. The Bayesian Approach in PD Recalibration

When the backtest fails on the recalibrated model, it is necessary to rebuild a new
model. The redevelopment should take into account both simulated and empirical data.
There is no need to use more sophisticated models in terms of advanced analytics, but rather
to ensure clear data preparation and use models that take into account all information
available when rebuilding the model. At the early stage of collecting data for new defaults,
empirical data is not large enough to build a model on its own. A suitable methodology
for both simulated and empirical data is the Bayesian approach, which can be used for
different data sources, even if some data sets are small (Surzhko 2017; Zięba 2017). An
additional advantage of Bayesian approach is the possibility of using expert knowledge not
contained directly in the data (Simonian 2011). When the PD model is rebuilt, the simulated
data is combined with the empirical data. From the purer statistical point of view the final
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PD is based on posterior distribution which is the product of the prior information and
the likelihood.

First some basic assumptions must be introduced:

• PDsim—PD estimated on simulated data;
• PDemp—PD estimated on empirical data, at start this population is much smaller than

the simulated one;
• prior information comes from simulated data;
• likelihood comes from empirical data;
• posterior distribution is a combination of prior distribution and likelihood;
• final PD is based on posterior distribution characteristics;

In general, the Bayesian approach can be applied when simulated PDsim does not pass
the alignment on empirical data, which means that there is no match between simulated
PDsim and empirical PDemp.

The estimated parameter is PDsim on simulated data with additional information from
empirical data:

π(PDsim
∣∣PDemp) ∝ π(PDsim)· f (PDemp

∣∣PDsim
)
, (5)

where:

π(PDsim
∣∣PDemp)—is the posterior distribution under condition of PDemp,

π(PDsim)—is the prior distribution,
f (PDemp

∣∣PDsim)—likelihood—conditional distribution of PDemp parameter under the
condition of PDsim.

All simulations can be performed using Markov Chain Monte Carlo (MCMC) methods.
The main advantages of this approach are as follows (Robert 1994):

1. The Bayesian approach fits estimate parameters very well with the use of knowledge
from different data sources, both internal and external. However, before applying
the Bayesian technique the following problems should be solved. The choice of prior
distribution for PD simulated. The prior should be based on portfolio characteristics
and the uncertainty in data;

2. The choice of MCMC technique, such as Gibbs sampling, Hastings–Metropolis or
other when explicit posterior cannot be found;

3. The possibility of including other prior information that is not derived from the data
such as future macroeconomic conditions in some selected industries;

4. The possibility of calculating confidence intervals for PD and using a more conserva-
tive estimator.

4. PD Recalibration—Application on Real Data

Application on real data sample was based on selected portfolio of retail mortgages
loans for one of European banks. Time frame for the sample was restricted to years 2008–
2020. The development sample for the PD model includes around 15K observations, where
4K observations come from the period of simulated defaults and 11K from the period
of empirical defaults. This sample was drawn from the population including around
132K observations by selecting all defaults and drawing non-default cases with probability
less than 0.1. Hence, the development sample was reweighted. PD model was built
on the reweighted population because the total population includes too many “good”
customers for modeling purpose, that is the inclusion of too many observations could
lead to numerical problems in estimation and is more time consuming. Another reason to
weigh population in processes of model building is the better learning of the risk profile by
increasing the share of “bad” customers. The default rate in the entire population before
drawing observations for the modeling process was 1.75% and 1.52% for simulated and
empirical cases, respectively. The stability of both the default rate and the arrears amount
(maximum and the average arrears for the facility) is presented in the Table 2. The arrears
amount means the total outstanding of the customer after default moment.
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Table 2. Default rate and arrears amount.

Year Count Default Rate Arrears Max
[Thousand EUR]

Arrears Average
[Thousand EUR]

2008 6939 0.72% 10.59 6.36
2009 8973 0.57% 15.93 3.32
2010 7502 0.72% 14.29 2.64
2011 6889 1.32% 19.29 4.82
2012 7860 2.01% 19.21 4.19
2013 8993 2.62% 26.60 7.72
2014 9774 2.34% 32.68 7.00
2015 10,725 2.45% 28.64 8.52
2016 12,545 2.18% 22.42 6.40
2017 16,832 1.73% 36.84 20.93
2018 3290 1.52% 19.81 6.21

Simulated defaults were selected within the period 2008–2018 but empirical defaults
were more relevant after 2019. The sample was split into two independent subsamples
for simulated and empirical defaults. While the model was built on the whole sample,
including both the simulated and empirical defaults, the recalibration was mainly per-
formed on simulated data with the additional use of empirical defaults according to the
Bayesian methodology.

The process of recalibration includes the following steps:

1. Building the new PD model on the joint population for simulated and empirical
defaults, i.e., a mixed population. The model is built with use of logistic regression;

2. Calculation of Long Run Average (LRA) on the simulated data. LRA is the average of
default rates calculated within the given period of time;

3. Adjusting LRA through the Bayesian methodology, which combines both the simu-
lated and empirical data. The role of empirical data is to adjust the LRA calculated on
the simulated data;

4. Final recalibration of the PD parameter estimated in the 1st step at the facility level ac-
cording to the posterior mean calculated at the step 3. The final step is also performed
with Bayesian approach.

Summarizing the above algorithm, the Bayesian approach was used both to find the
posterior estimators and final recalibration of the model but was applied to two differ-
ent models.

The PD model was built on a population of around 15K observations and a default rate
of 0.017424. The entire data set contained around 400 risk drivers that had been previously
selected due to their business intuitiveness and high data quality. The model estimation
procedure was based on logistic regression with a stepwise selection method assuming that
the p-value for entering the variable into the model was 0.05 and the p-value for remaining
in the data was 0.001. The final model was based on around 10 variables with the p-value for
the test of significancy of the coefficient at the variable not higher than 0.004. The estimation
procedure was performed in SAS. Ultimately, PD was explained by some transformations
of the following variables:

- Absolute breach in the past;
- Relative breach in the past;
- Maximum DpD in the past;
- Amount of maximum arrears in the past;
- Total obligations;
- The age of the customer;
- Account balance.

The quality of the model measured with Area Under ROC Curve (AUC) is 0.9. The
model was built on the reweighted population to increase the default rate. Both simulated
and empirical data were included in the population, but the defaults were underrepresented
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by the reduction in the population of “good” customers. The abovementioned reasons
require a recalibration process, but the latter require more sophisticated methods such as
Bayesian approach.

The next step after building the model was the choice of the calibration methodology.
The starting point in this process was the calculation of Long Run Average of DR (LRA)
on the simulated data, which was 0.017499, while the standard deviation of its estimator
was 0.131123. An attempt was made to include empirical data that turned out to be too
small to estimate risk parameters and the Bayesian methodology was used. The Bayesian
approach can be considered as an improvement of LRA using empirical data that was
initially calculated on the simulated data. In general, the PD calculated on simulated data is
prior information, but the PD calculated on empirical data provides real information that is
not biased by the simulation process. Nevertheless, the empirical population is too small to
recalibrate the model. According to the Bayesian methodology, the following assumptions
(6) and (7) were made and incorporated into the MCMC SAS procedure:

PDsim ∼ N(E(LRAsim), std(LRAsim)), (6)

where: PDsim is a random variable normally distributed around E(LRAsim).
E(LRAsim) and std(LRAsim) are the expected value of LRA and standard deviation of

LRA, respectively, calculated on the simulated data.
The above assumptions related to the distribution of PDsim is directly derived from

the historical data. The distribution of the variable PDsim is considered as prior distribution.
This is the case where prior distribution is more objective as it is based on historical data.
We used many different prior distributions which are allowed by SAS MCMC procedure
and the final posterior results were very similar which further proves robustness of the
posterior estimators.

The likelihood which is the distribution of the PDemp parameter on the empirical data
is the binomial distribution with the number of trials that equals the number of observations
nemp in the empirical data and the probability of success equals the PDsim calculated on the
simulated data. Hence, the likelihood can be viewed as a conditional distribution of the PD
parameter on empirical data given the PDsim calculated on the simulated data is defined
as follows:

PDemp
∣∣PDsim ∼ B

(
nemp, PDsim

)
, (7)

where: PDemp is a random variable binomially distributed (Joseph 2021) with parameters
nemp and PDsim.

Based on the above two distributions of prior and likelihood, the characteristics of
posterior density were calculated using the MCMC procedure and the following results for
the posterior expected value and posterior standard deviation were obtained:

PDsim|emp = E[PDsim

∣∣∣PDemp] = 0.0155
s[PDsim

∣∣PDemp
]
= 0.0021

The obtained posterior mean PDsim|emp of 0.0155 is the new calibration purpose.
The following table (see Table 3) summarizes all considered PD estimators obtained

on the simulated data, empirical data, development data and the Bayesian calculation as a
posterior mean.

Table 3. PD estimator results.

Simulated Data (Prior) Development Data Empirical Data Posterior

0.017499 0.017424 0.015198 0.0155

The final recalibration of the PD parameter was based on the new recalibration purpose
using the logistic Bayesian model. The default flag shows binary distribution with the
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expected value that equals the unknown calibrated PD (PDcal) depending on the simulated
PD (PDsim) and two additional parameters a and b as follows:

D ∼ Bin( f (PDsim, a, b)
∣∣PDemp

)
PDcal = f (PDsim, a, b) = f (a· ln

(
PDsim

1−PDsim

)
+ b)

(8)

where f is the logistic function.
Parameters a and b are hyperparameters normally distributed with the following mean

and standard deviation:

a ∼ N(1, σa)

b ∼ N
(

ln
( PDsim|emp

1−PDsim|emp

)
− ln

(
DRmod

1−DRmod

)
, σb

) (9)

where DRmod = 0.017424 is the default rate on the modeled data set.
The concept of the expected value for parameter b is that it should be positive when

PDsim|emp is higher than DRmod but otherwise negative bearing in mind that this is an
additive part to the log odds. The formula for b parameter is the main point in this Bayesian
model to include the information about the posterior mean to which to calibrate the model.

Both standard deviations σa and σb have standard deviation uniformly distributed
over the interval (0,1). The upper value of the interval is based on previous experiments
with data. An alternative approach to find estimators a and b is to use simple non-Bayesian
regression logistic. The Bayesian approach is key in the previous step to find the posterior
mean, but here it only serves as a consistent methodology and is not needed for finding
the final recalibration formula. On the other hand, it can be easily extended by providing
a greater external knowledge of the estimated parameters. Therefore, it can be taken as
a pattern for the further calculations on other data, which is very flexible. Ultimately,
posterior averages for a and b were calculated, respectively (see Table 4).

Table 4. Posterior parameters for the Bayesian approach.

Parameter Mean STD 95% HPD Interval

a 0.88 0.0896 0.7229 1.0791
b −5.4135 0.2399 −5.8676 −4.9243

sigma_a 0.4013 0.298 0.00168 0.9242
sigma_b 0.9423 0.0535 0.8326 1

In order to obtain the final PD estimation formula, the logistic regression Equation (8)
for the entire PD was applied. Additionally, the PD calibrated without the Bayesian method
was calculated for comparison (see Table 5). It is worth mentioning that the simple logistic
regression model based on the Equation (8) but without taking into account parameter
distributions can be built with use of the following weights for all observations to adjust
the mean default rate to posterior mean. In case of Bayesian approach weights were not
needed as b parameter in the model plays the role of such adjustment.

w =
PDsim|emp

1− PDsim|emp
·1− DRmod

DRmod
(10)

Table 5. Parameters calculated without the Bayesian approach.

Parameter Mean STD 95% HPD Interval

a 1.1087 0.0192 1.0736 1.1498
b −5.9081 0.0512 −6.0129 −5.8132
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All PD’s distributions for the raw PD obtained from the model built on the reweighted
sample, PD calibrated without the Bayesian methodology and PD using the Bayesian
approach are presented below in Figure 6a,b.
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Summarizing the classic approach to building the logistic regression model as the
final calibration formula is possible only with introducing weights for observations; the
Bayesian approach does not require weights but an appropriate definition of distributions
for regression parameters.

5. Conclusions and Discussion

Recent changes in economy caused by COVID pandemic (Batool et al. 2020) had an
impact on sharing economy but also a significant impact on the banking sector. Recent
changes in Industry 4.0 were also not neglectable for Banking 4.0 (Mehdiabadi et al. 2020).
Significant regulatory changes imposed by regulatory authorities followed those changes.

The regulatory requirements related to the change in the definition of default have
significant impacts from a banking perspective, with the most material one on credit
risk modeling. From a methodological point of view, all provisioning IFRS9 and capital
IRB regulatory models need recalibration. At the same time, empirical evidence that is
obtained when the new definition is applied to real portfolios is still being collected. In
this context, the paper provides an overview of the main implications deriving from the
regulation in different risk management areas (e.g., data, default definition, implementation,
identification) and discusses a methodological proposal for IRB modeling recalibration
to address the current challenges. The idea is to leverage the Bayesian approach for PD
recalibration by retrieving information from both simulated and empirical data (e.g., a
priory and a posteriori distributions). As discussed in the methodological section, this
mathematical approach seems to be a promising solution to building a robust framework
in the current phase and addressing the gaps. In our plans for future research, we foresee
an empirical study to test how the proposed methodology can perform in different credit
risk modeling contexts.

Finally, we used the Bayesian approach in two steps: the first basic approach is to
calculate the LRA on both simulated and empirical data. In addition, we used the same
approach for the final model calibration to the posterior LRA. In summary, the Bayesian
approach result for the PD LRA was slightly lower than the one calculated based on classical
logistic regression (Figure 6). It also decreased for the historically observed LRA (Table 3)
that included the most recent empirical data. The Bayesian methodology was used to make
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the LRA more objective, but it also helps to better align the LRA not only with the empirical
data but also with the most recent ones. It allows us to consider the LRA as a random
variable, where its variance tells us more about the significance of the point estimation.
The greater the variance, the more empirical data need to be included in the calculation
of the end value. When comparing the standard deviation of the LRA calculated on the
simulated data, which is 0.131123 with the mean of 0.017499, there is still room to improve
this estimator with less volatile data, such as empirical with the mean LRA of 0.0155 and
much lower standard deviation of 0.00214. To sum up, it is a unique approach to statistical
modeling that can combine different information, even expertise, not covered by historical
data. Moreover, it can be applied to both LGD and EAD, but PD is preferred as the starting
point. Promising results for PD were also obtained by (Wang et al. 2018) with ARIMA
model results as prior for Bayesian approach confirming outperformance comparing to
frequentist approach.

From a practical point of view, using the Bayesian approach can significantly decrease
the capital requirements, thus making savings for organization from managerial perspective.
Close to the empirical values, the calculations of capital adequacy and provisions are as
more precise, keeping of course regulatory requirements fulfilled.

A weakness of the proposed approach, however mitigated, is due to normal distribu-
tion assumption. Some ideas for future research rely on further investigation of the Bayesian
approach, but perhaps for small samples or other parameters as well. This approach seems
also promising for IFRS 9 lifetime parameter estimation.

Author Contributions: Conceptualization, A.P.-C. and P.K.; methodology, A.P.-C. and P.K.; software,
P.K.; validation, A.P.-C.; formal analysis, P.K.; investigation, A.P.-C.; resources, A.P.-C.; data curation,
P.K.; writing—original draft preparation, A.P.-C. and P.K.; writing—review and editing, A.P.-C.;
visualization, P.K.; supervision, A.P.-C.; project administration, A.P.-C.; funding acquisition, A.P.-C.
All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: Restrictions apply to the availability of these data. Data was obtained
from 3rd Party and are not available. MDPI Research Data Policies.

Conflicts of Interest: The authors declare no conflict of interest.

References
Basel. 2010. Basel III: A Global Regulatory Framework for More Resilient Banks and Banking Systems. Basel: Basel Committee on banking

Supervision, Bank for International Settlements, December. Available online: https://www.bis.org/publ/bcbs189.pdf (accessed
on 12 November 2021).

Basel. 2014. Basel III: The Net Stable Funding Ratio. Basel: Basel Committee on banking Supervision, Bank for International Settlements,
October. Available online: https://www.bis.org/bcbs/publ/d295.htm (accessed on 12 November 2021).

Batool, Maryam, Huma Ghulam, Muhammad Azmat Hayat, Muhammad Zahid Naeem, Abdullah Ejaz, Zulfiqar Ali Imran, Cristi
Spulbar, Ramona Birau Icon, and Tiberiu Horat, iu Gorun. 2020. How COVID-19 has shaken the sharing economy? An analysis
using Google trends data. Economic Research-Ekonomska Istraživanja 34: 2374–86. [CrossRef]

BCBS. 2013. BCBS 239—Principles for Effective Risk Data Aggregation and Risk Reporting. Basel: Basel Committee on Banking Supervi-
sion, Bank for International Settlements, January. Available online: https://www.bis.org/publ/bcbs239.pdf (accessed on 12
November 2021).

Bellotti, Tony, and Jonathan Crook. 2009. Support vector machines for credit scoring and discovery of significant features. Expert
Systems with Applications 36: 3302–8. [CrossRef]

Bijak, Katarzyna, and Anna Matuszyk. 2017. Bayesian models of car lease frauds. Paper presented at the Credit Scoring and Credit
Control XV, Edinburgh, UK, August 30–September 1.

Bijak, Katarzyna, and Lyn Thomas. 2015. Modelling LGD for unsecured retail loans using Bayesian methods. Journal of the Operational
Research Society 66: 342–52. [CrossRef]

Crone, Sven F., and Steven Finlay. 2012. Instance sampling in credit scoring: An empirical study of sample size and balancing.
International Journal of Forecasting 28: 224–38. [CrossRef]

https://www.bis.org/publ/bcbs189.pdf
https://www.bis.org/bcbs/publ/d295.htm
http://doi.org/10.1080/1331677X.2020.1863830
https://www.bis.org/publ/bcbs239.pdf
http://doi.org/10.1016/j.eswa.2008.01.005
http://doi.org/10.1057/jors.2014.9
http://doi.org/10.1016/j.ijforecast.2011.07.006


Risks 2022, 10, 16 16 of 16

EBA. 2014. EBA Report Results from the 2014 Low Default Portfolio (LDP) Exercise. Paris: EBA European Banking Authority. Available on-
line: https://www.eba.europa.eu/sites/default/documents/files/documents/10180/950548/b3adc4f7-653d-408d-b950-da2
e4229e294/EBA%20results%20from%20the%202014%20Low%20Default%20portfolio%20%28LDP%29%20exercise.pdf?retry=1
(accessed on 12 November 2021).

EBA. 2016a. Draft Regulatory Technical Standards on the Materiality Threshold for Credit Obligations Past due under Article 178 of Regulation
(EU) No 575/2013. EBA/RTS/2016/06. 28/09/2016. Available online: https://www.eba.europa.eu/regulation-and-policy/credit-
risk/regulatory-technical-standards-on-materiality-threshold-of-credit-obligation-past-due (accessed on 12 November 2021).

EBA. 2016b. Guidelines on the Application of the Definition of Default under Article 178 of Regulation (EU) No 575/2013. EBA/GL/2016/07.
Available online: https://www.eba.europa.eu/regulation-and-policy/credit-risk/guidelines-on-the-application-of-the-
definition-of-default (accessed on 12 November 2021).

EBA. 2017. Guidelines on PD Estimation, LGD Estimation and the Treatment of Defaulted Exposures. EBA/GL/2017/16. Available
online: https://www.eba.europa.eu/regulation-and-policy/model-validation/guidelines-on-pd-lgd-estimation-and-treatment-
of-defaulted-assets (accessed on 12 November 2021).

EBA. 2020. Guidelines on Credit Risk Mitigation for Institutions Applying the IRB Approach with Own Estimates of LGDs. EBA/GL/2020/05.
Available online: https://www.eba.europa.eu/regulation-and-policy/model-validation/guidelines-on-credit-risk-mitigation-
for-institutions-applying-the-irb-approach-with-own-estimates-of-lgds (accessed on 12 November 2021).

ECB. 2018. ECB Guide to Internal Models Risk-Type-Specific Chapters; Brussels: ECB Banking Supervision, September. Available
online: https://www.bankingsupervision.europa.eu/legalframework/publiccons/pdf/internal_models_risk_type_chapters/
ssm.guide_to_internal_models_risk_type_chapters_201809.en.pdf (accessed on 12 November 2021).

EU. 2016. Commission Regulation (EU) 2016/2067 of 22 November 2016 Amending Regulation (EC) No 1126/2008 Adopting Certain International
Accounting Standards in Accordance with Regulation (EC) No 1606/2002 of the European Parliament and of the Council as Regards
International Financial Reporting Standard 9. Available online: https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=
CELEX:32016R2067 (accessed on 12 November 2021).

ICAAP. 2018. ECB Guide to the Internal Capital Adequacy Assessment Process (ICAAP). Brussels: ECB Banking Supervision, November.
Available online: https://www.bankingsupervision.europa.eu/ecb/pub/pdf/ssm.icaap_guide_201811.en.pdf (accessed on
12 November 2021).

Jacobs, Michael, and Nicholas M. Kiefer. 2010. The Bayesian Approach to Default Risk: A Guide. CAE Working Paper No. 10-01. Ithaca:
Cornell University, Center for Analytic Economics.

Joseph, Dominic. 2021. Estimating credit default probabilities using stochastic optimization. Data Science in Finance and Economics 1:
255–71. [CrossRef]

Kiefer, Nicholas M. 2009. Default estimation for low-default portfolios. Journal of Empirical Finance 16: 164–73. [CrossRef]
Lessmann, Stefan, Bart Baesens, Hsin-Vonn Seow, and Lyn C. Thomas. 2015. Benchmarking state-of-the-art classification algorithms for

credit scoring: An update of research. European Journal of Operational Research 247: 124–36. [CrossRef]
Mehdiabadi, Amir, Mariyeh Tabatabeinasab, Cristi Spulbar, Amir Karbassi Yazdi, and Ramona Birau. 2020. Are We Ready for the

Challenge of Banks 4.0? Designing a Roadmap for Banking Systems in Industry 4.0. International Journal of Financial Studies 8: 32.
[CrossRef]

Papouskova, Monika, and Petr Hajek. 2019. Two-stage consumer credit risk modelling using heterogeneous ensemble learning.
Decision Support Systems 118: 33–45. [CrossRef]

Peláez Suárez, Rebeca, Ricardo Cao Abad, and Juan M. Vilar Fernández. 2021. Probability of default estimation in credit risk using a
nonparametric approach. TEST 30: 383–405. [CrossRef]

Robert, Christian P. 1994. The Bayesian Choice. Paris: Springer.
Simonian, Joseph. 2011. A Bayesian approach to building robust structural credit default models. Applied Economic Letters. [CrossRef]
Surzhko, Denis. 2017. Bayesian approach to PD Calibration and stress testing in low default portfolios. Journal of Banking and Finance 7:

83–98.
Wang, Zheqi, Jonathan N. Crook, and Galina Andreeva. 2018. Improving Model Predictive Accuracy Using a Bayesian Approach:

Application to PD Modelling of Mortgage Loans. SSRN Electronic Journal. [CrossRef]
Wang, Zheqi, Jonathan N. Crook, and Galina Andreeva. 2020. Reducing Estimation Risk Using a Bayesian Posterior Distribution

Approach: Application to Stress Testing Mortgage Loan Default. European Journal of Operational Research 287: 725–38. [CrossRef]
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