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Abstract: Insurance distributors are increasingly using robo-advisors for a variety of tasks, ranging
from facilitating communication with customers to providing substantive advice. Like many other
AI-empowered applications, robo-advisors have the potential to pose substantial risks that should be
regulated and corrected by legal instruments. In this article, we attempt to discuss the regulation of
robo-advisors from the perspective of the Insurance Distribution Directive and the draft AI Act. We
ask two questions for each. (1) From a positive legal perspective, what obligations are imposed on
insurance distributors by the legislation when they deploy robo-advisors in their business? (2) From
a normative perspective, are the incumbent provisions within that legislation effective at ensuring the
ethical and responsible use of robo-advisors? Our results show that neither the Insurance Distribution
Directive nor the AI Act adequately address the emerging risks associated with robo-advisors. The
rules implicated by them regarding the use of robo-advisors for insurance distribution are inconsistent,
disproportionate, and implicit. Legislators shall further address these issues, and authorities such as
EIOPA and national competent authorities must also participate by providing concrete guidelines.

Keywords: robo-advisor; artificial intelligence (AI); insurance distribution; IDD; AI Act; risk-based
approach

1. Introduction

Insurance contracts between consumers and insurers are mainly concluded via insur-
ance intermediaries (Marano 2019). Consumers and insurers rely on insurance intermedi-
aries to be matched with each other. The quality of advice given by insurance intermediaries
will also have a direct impact on the conclusion of an insurance contract. In the Digital Age,
insurance technologies (InsurTech) are becoming an enabler for insurance undertakings
and intermediaries to distribute insurance products. Currently, the revolution is being
led by robo-advisors, an intelligent interface which has been a success in the domain of
investment.

Robo-advisors are typically developed as an automated interface to mimic customer
interaction with human advisors (Maume 2021). The process by which customers reach
out to insurance intermediaries and receive advice is fully digitised. The technologies
behind robo-advisors, however, can be quite different (Ostrowska and Balcerowski 2020).
On the one hand, many robo-advisors in insurance distribution are powered by rule-based
algorithms, which are designed to deliver standardised answers and generate predefined
actions. Rule-based robo-advisors can free insurance intermediaries from repetitive, mun-
dane work. The typical applications are virtual assistants and chatbots, which are used
to facilitate communication between insurance distributors and customers (EIOPA 2021).
Customers can expect a quicker respond to their cases even outside regular working hours.
In comparison, machine learning-based robo-advisors are increasingly employed by in-
surance intermediaries. Compared with rule-based systems, such robo-advisors are truly
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subversive enablers, which can produce inferential advice and improve their advice over-
time. With the help of learning-based systems, by capturing behavioural data of customers,
insurance intermediaries have a better understanding of the risk profile of their customers,
which gives them the ability to further tailor insurance for customers in line with the models
trained by data (EIOPA 2021). Customers can also anticipate a fast and affordable approach
to personalised advice (EBA et al. 2015) without endless communication with insurance
distributors. Considering the potential of the improvements offered by robo-advisors,
many traditional offline insurers and distributors are keen on investing in tech companies
that develop robo-advisors. For instance, Allianz has invested in Moneyfarm to explore
ways of distributing insurance digitally (RapidValue Solutions 2017).

Despite the benefits offered by robo-advisors, the risks they pose should not be
overlooked (Baker and Dellaert 2018). Inaccurate advice provided by these intelligent
systems may result in some financial losses, or in the worst-case scenario, unfairly barring a
specific group of customers from accessing insurance or causing them to pay a significantly
higher premium. Furthermore, the potential harmful consequences of robo-advice to
customers are amplified by the scale made possible by this automation (Baker and Dellaert
2018). Experimental research has revealed the existence of distrust when people are
exposed to algorithmic decisions, a condition known as algorithmic aversion (Dietvorst
et al. 2015). Recent survey results have shown that a large number of people are still in
favour of professional advisors (44.3%) or self-searching (41.9%) rather than robo-advisors
(9.9%) when purchasing life insurance products (SCOR 2022). Therefore, it is necessary to
implement necessary regulatory measures to ensure that robo-advisors are trustworthy
(EIOPA 2021).

From a legal perspective, insurance intermediaries may take multiple roles in the
Digital Age, serving as not only the insurance distributors that customers recognise but also
the deployers of AI systems that could affect the performance of intelligent systems. There-
fore, the dual role played by insurance intermediaries implies that their activities would
be regulated by two important regulations: the Insurance Distribution Directive (IDD)
(European Commission 2016) and the upcoming Artificial Intelligence Act (AIA) (European
Commission 2021). However, the extent to which insurance intermediaries are subject to
these regulations is still debatable. If this issue remains unsolved, insurance intermedi-
aries could be discouraged from adopting innovations in their operations. International
companies, in particular, may avoid the European market. Against this background, in
this article, we aim to provide the basis for a discussion of how insurance distributors that
deploy robo-advisors in their practice will be regulated by the IDD and the AIA. On that
basis, we further conduct a critical analysis of whether the incumbent rules are adequate
to address the risk posed by robo-advisors and, more importantly, what measures can be
proposed to correct the problems.

2. Regulating Robo-Advisors from an Insurance Distribution Perspective

In this section, we discuss the regulation of robo-advisors in terms of the IDD. Al-
though digital transformation is not central to the IDD rules, such rules are principle-based
and therefore potentially applicable to the regulation of most issues arising from that
transformation.

The IDD covers “the activities of advising on, proposing, or carrying out other work
preparatory to the conclusion of contracts of insurance, of concluding such contracts”, and
applies to the natural and legal persons carrying out such activities, i.e., the insurance dis-
tributors. In addition, the IDD does not describe in detail the manner in which distributors
approach their customers, either via an automated system or other tools, including the
traditional face-to-face relationship (Köhne and Brömmelmeyer 2018). Hence, distributing
insurance through robo-advisors is within the scope of the IDD (Marano 2019), and the
legal issues will be twofold.

Firstly, from a positive legal analysis, how will robo-advisors be regulated under the
IDD? Secondly, from a normative perspective, are these regulations provided by the IDD
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sufficient and reasonable? If the answer to the second question is negative, then there is a
third question on policymaking: how can we reform the IDD to make it responsive to the
risks posed by robo-advisors?

2.1. How Does the IDD Regulate Robo-Advisors?

The IDD sets out standards on distributors (insurance undertakings and intermedi-
aries) and advice, and those providing robo-advice are within its scope. However, the IDD
does not apply to ancillary insurance intermediaries who meet certain conditions; therefore,
robo-advice may fall into such an exception.

Indeed, the IDD does not provide detail about whether the insurance distributor uses
automatic processes, or the tool(s) used to approach potential customers. Thus, a legal
or natural person providing robo-advice through algorithms must be authorised to carry
out the distribution activity if this person meets the conditions for being included in the
definition of insurance distribution (Marano 2019). As a result, this person must comply
with the organisational and business conduct rules established to distribute insurance
products.

Regarding the organisational rules, the IDD requires the relevant persons within the
management structure of insurance intermediaries and insurance undertakings who are
responsible for distribution to demonstrate the knowledge and ability necessary for the
performance of their duties. Due to the fact that it typically relates to the distributor’s
organisation, this criterion applies regardless of whether distribution is carried out through
robo-advice or the conventional method (Marano 2019).

Regarding the business conduct rules, they include advice, which is defined as “the
provision of a personal recommendation to a customer, either upon their request or at the
initiative of the insurance distributor, in respect of one or more insurance contracts” (Article
2(1)(15)). Such advice can be ”basic” (Article 20(1)) or “advanced” (Article 20(3)), or, in
the case of insurance-based investment products (IBIPs), provided on an ongoing basis
(Article 29 (1)(a)). The standards on advice do not provide detail on how it is provided,
thus including robo-advice. If advice is not provided, however, any contract proposed must
be in line with the customer’s insurance demands and needs (Article 30(1)). Therefore, a
wholly or partially automated sale process must comply with customers’ demands and
needs even if the distributor does not provide customers with the above advice.

In addition, distributors must comply with the general principle set forth in the
IDD requiring distributors to act honestly, fairly, and professionally, in accordance with
the best interests of their customer. This principle applies to the relationship between
distributors and customers but also affects how insurers manufacture their products and
select distributors to bring such products to the market. Therefore, the business conduct
rules become organisational rules and vice versa (Marano 2021a).

Indeed, the IDD sets out standards on manufacturing insurance products requiring,
among other things, to (i) ensure that the products embed a value for the selected target
market, (ii) select appropriate distribution channels, including the appropriateness of the
manufacturer’s and distributor’s distribution strategy, and (iii) monitor distribution to the
target market.

Finally, the fact that advice on IBIPs is given in whole or in part via an automated or
semiautomated system does not absolve the insurance intermediary or insurance under-
taking from its responsibilities (Marano 2019). Such systems provide personal investment
recommendations, which should be based on a suitability assessment. This standard is
consistent with the above general principle and attempts to ensure recommendations—to
the customer or potential customer—that these products are suitable for that person and
products are provided in accordance with the person’s risk tolerance and ability to bear
losses.

On the other hand, the scope of the IDD includes not only insurance undertakings
or intermediaries but also other market participants who sell insurance products on an
ancillary basis, such as travel agents and car rental companies, unless they meet the condi-
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tions for exemption (Recital 8), i.e., where the premium for each contract does not exceed a
certain amount and the risks covered are limited (Recital 15). Distribution platforms and
ecosystems are becoming increasingly popular, allowing people who qualify as ancillary
insurance intermediaries in these environments to generate an overall significant premium
income. For the exemption, however, it does not matter whether the total amount of premi-
ums was collected, whether the sales process included advice, or whether a robo-advisor
provided the advice.

Ultimately, a positive legal analysis reveals that the IDD includes robo-advisors in
its scope and provides rules regarding the distributor’s organisation, the quality of the
advice, and the distributor’s diligence and responsibility. However, this set of rules does
not apply if distributors meet the requirements for exemption from the IDD, including
those providing robo-advice. It is now necessary to check whether these regulations in the
IDD are sufficient and reasonable from a regulatory perspective.

2.2. Regulatory Gaps in the IDD on Robo-Advice

This principle was developed by European policymakers based on several meanings
over time. Indeed, regulations cannot prevent the use of new technologies. Therefore,
regulators must adapt rules designed for a “physical” relational and documentary environ-
ment to the new “digital” environment. Nonetheless, if the new technologies support the
same activity (distribution), regulating this activity must ensure a levelling of the playing
field and avoid regulatory arbitrage. Thus, the use of new technologies for insurance
distribution cannot be the pretext to benefit from looser rules if the risks arising from that
activity are the same (EIOPA 2019).

On the other hand, technological neutrality cannot prevent setting rules to deal with
threats arising from these technologies (Greenberg 2016). An assessment of the IDD
regulatory framework must consider the threats peculiar to such technologies. If the new
technologies can reduce or neutralise some risks, they can increase the relevance of others
(OECD 2018), and the IDD may not have taken this into account adequately.

The IDD mainly sets out principle-based organisational and business conduct rules.
EIOPA should be more explicit regarding robo-advisors to ensure national competent
authorities interpret such standards more convergently. The need to supplement the IDD
rules is limited if these rules are interpreted in line with technological neutrality, even if
some changes still seem necessary to deal with the issues raised from robo-advice.

As mentioned, the IDD rules allow some issues to be resolved if the rules are properly
interpreted.

Robo-advice to customers is the outcome of the activity performed by algorithms, and
it serves as the first stage in the process of concluding an insurance contract. Because the
quality of the advice depends on the architecture of the algorithm only, this architecture is
part of the organisation of the distributors providing robo-advice (Marano 2019).

The IDD requests relevant persons within the management structure of insurance
distributors who are responsible for distribution to demonstrate the knowledge and ability
necessary for the performance of their duties (Article 10(2)(5)). Thus, Home Member States
shall ensure that distributors and their employees possess appropriate knowledge and
ability to complete their tasks and perform their duties adequately and comply with contin-
uing professional training and development requirements to maintain an adequate level
of performance corresponding to the role they perform and the relevant market (Article
10(2)(1) and (2)). Moreover, insurance (and reinsurance) intermediaries shall demonstrate
compliance with the relevant professional knowledge and competence requirements set
out in Annex I of the IDD (Article 10(2)(6)).

The Australian Securities and Investments Commission offers a helpful list of what su-
pervisors should expect in terms of adequate human resources and technological resources
of entities licensed to provide robo-advice. Regarding distribution via robo-advice, relevant
persons must demonstrate that they have the following skills: (i) a thorough knowledge
of the technology and algorithms used to provide robo-advice on the insurance products;
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and (ii) the capacity to review the automated advice generated by algorithms (Australian
Securities & Investments Commission 2016).

Although similar requirements are not explicitly mentioned in the IDD or in EIOPA’s
guidance, these skills and knowledge are essential to demonstrate that relevant persons can
complete their tasks and perform their duties adequately if they are carrying out insurance
distribution through robo-advice. Moreover, these skills and knowledge must be included
in the continuing professional training and developments requirements to ensure persons
maintain an adequate level of performance if the supply of robo-advice is included in the
activities for which they are responsible.

If distributors do not understand the technology and algorithms used to provide
robo-advice on insurance products, they could likely act contrary to the general principle
that they must always act honestly, fairly, and professionally in the best interests of their
customers. Indeed, they may not be aware of the criteria based on which robo-advice
is provided, nor may they be able to intervene in the algorithm’s outcome. Distributors
remain responsible for violations, even if they outsourced the creation of the algorithm
generating the robo-advice. However, POG rules, as well as product intervention powers
of the supervisory authorities, aim to anticipate customer protection. The sanction is a
last resort remedy as customer protection requires preventing harmful behaviour, which
should be identified before marketing insurance products by manufacturers, distributors,
and supervisors.

The general principle above applies to the manufacture of insurance products. It could
be adversely affected if manufacturers do not assess whether the robo-advice provided
by their distributors is consistent with the suggested distribution strategy. Indeed, in the
case of robo-advice, manufacturers must monitor how algorithms process their products
when they are distributed by the intermediaries that manufacturers have selected as being
adequate for distributing through this tool. If intermediaries want to fulfil their obligations
to distribute the product in the best interests of their clients or to track and inform the
manufacturer of the proper distribution of the products, they must be aware of it as well
(Marano 2019).

At the same time, supervisors cannot ignore how the algorithm results are generated.
Otherwise, they could not adequately supervise compliance with the POG rules. Supervi-
sory authorities, therefore, must check the reasons leading to the selection of intermediaries
who intend to carry out distribution through robo-advice, or the reasons leading to the
use of robo-advice in the case of direct distribution by insurance undertakings (Marano
2019). Supervisors must also make sure that the ongoing awareness product matches the
interests and demands of the target market that are built into its design, as well as the
information flow between manufacturers and distributors regarding the distribution of
products through robo-advice.

If greater awareness of these aspects can lead EIOPA to issue guidelines and, in any
case, the national authorities to act in the same direction, other problems deriving from
robo-advice can only be solved with changes to the IDD. Such issues refer to the liability
regime and the exemption for ancillary insurance intermediaries.

Although providing advice does not diminish distributors’ responsibility, when pro-
vided in whole or part through an automated or semiautomated system, this rule applies to
IBIPs only. This regulatory choice probably derives from the fact that robo-advice has begun
to be provided for these products and financial ones. However, the reduction in brokerage
commissions and the increase in competition in the quality of the service provided to the
customer increasingly lead to the extension of consultancy to other insurance products—life
and non-life—also through robo-advice.

The EU legislator intended to reaffirm the principle above of full responsibility in
Regulation 2019/1238 of 20 June 2019 on a pan-European Personal Pensions Product (PEPP)
(Article 34(5), European Commission 2019). Thus, the lack of inclusion of insurance prod-
ucts other than IBIPs in this principle does not appear justified (European Commission
2017). The principle of technological neutrality cannot tolerate the use of technology as the
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pretext for reducing the liability deriving from misbehaviours supported or generated by
this technology. It may be that national legislations or courts fill this gap. Nonetheless, the
need for harmonisation in customer protection calls for the amendment of the IDD, consid-
ering that distributors can carry out the robo-advice and, in general, online distribution on
a cross-border basis more easily than traditional distribution.

Finally, where a premium/risk size threshold is met, persons practising insurance
distribution as an ancillary activity are exempt from the IDD. In this case, an insurance
undertaking or insurance intermediary that is exempted from the requirements set out in the
IDD and carrying out the distribution activity through an ancillary insurance intermediary
should make sure some of the requirements are met.

This regulatory choice re-designs the supervisory chain in relation to distribution. The
supervisory authority must rely on insurers’ supervision of the exempted distributors, so
customers lose the protection provided by direct supervision of intermediaries by the authority.
Nonetheless, EIOPA expects supervisors to pay particular attention to ancillary intermediaries
during POG assessment to understand how manufacturers monitor these intermediaries
while considering their ancillary nature and possible potential risks (EIOPA 2020).

The premium paid (size) and the risk covered (risk) by each insurance contract are
the criteria used for exemption from the IDD rules. The overall number (scale) of contracts
that each ancillary insurance intermediary can distribute is not taken into account by these
criteria. Considering size and nature as adequate criteria, more than scale, is coherent with
the IDD’s regulatory framework which did not put digital transformation at the core of its
rules. However, when the threshold includes online distribution and, thus, robo-advice,
the scale’s irrelevance raises concerns about customer protection and distribution risk
management (Marano 2021b).

Such distribution enables insurers to reach an indefinite number of people and facilitate
their cross-border activities. If corrective action is not taken, standardising and automating
the relationship between distributors and customers makes it possible for the same mistake to
be made indefinitely. Collaboration between insurers and some distributors does not occur
within uniform rules according to which both entities are subject to supervision by the same
authority. The capacity of insurers to have an understanding with these distributors of how
they must work together to manage these risks is necessary for compliance with the IDD rules.
This ability depends on the bargaining power of the parties involved. It does not derive from
a legal obligation with which these intermediaries must comply. If the balance of power is
favourable to the intermediary, the latter could prefer insurers that are less likely to manage
distribution risks by imposing charges on intermediaries (Marano 2021b).

The exception from the IDD requirements will ultimately likely increase distribution
risks for insurers and be more harmful to customers in terms of online activities than
face-to-face activities, which is what the EU legislature has primarily taken into account.
Thus, a proposal to exclude ancillary insurance intermediaries from the exemption has
already been advanced if they distribute online (Marano 2021b). The rationale behind
such a proposal applies to robo-advice, being this kind of online activity. The principle
of proportionality pretends not to exceed the limits of what is appropriate and necessary
to achieve the objectives pursued by the legislation (Marano 2021b). Such a principle is
behind the above exemption. If the principle of proportionality would justify diminished
customer protection, the scale attainable by robo-advisors (and online distributors) could
be incompatible with an exemption from the obligations set by the IDD for insurance
intermediaries, as the latter often carries out distribution activities on a much smaller scale.

At the same time, thresholds can be introduced to balance the administrative burden
for compliance with the IDD rules and the size of the online activity, thus keeping exempted-
only online distributors whose risk is comparable to those carrying out the activity in
a traditional way. EU law is already addressing concerns related to the size of online
platforms. The Digital Services Act (DSA) and Digital Markets Act (DMA) are legislative
proposals that identify thresholds by which to apply the obligations to online platforms
and providers of platform services within their scope. The criteria used to determine these
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thresholds consist of the number of average monthly active recipients of the service in the
Union (Art. 25 DMA), the yearly active business users, and the annual EEA turnover or the
market capitalisation (Art. 3 DMA). These thresholds are therefore determined based on
dimensional criteria that assume the existence of a risk to be neutralised when the threshold
itself is exceeded.

On the other hand, the upcoming Artificial Intelligence Act (the draft AIA) classifies
AI systems because of a risk scale that determines the obligations of those who use them.
Thus, this criterion could be taken into consideration—at least theoretically—to replace
or supplement the merely dimensional ones that determine the exemption threshold, at
least if this criterion proves to be adequate to all insurance intermediaries/distributors in
dealing with (and reducing) the risks arising from robo-advisors.

3. Regulating Robo-Advisors from an AI Regulation Perspective

The increasing use of AI and the substantial risks it can pose to consumers have
prompted EU legislators to put forward a specific AI regulation (the draft AIA). Section 3
discusses how the draft AIA will influence insurance distributors. Firstly, we introduce
the regulatory requirements provided by the draft AIA for users (deployers) of AI systems
(Section 3.1). Then (in Section 3.2), we focus on the issue of the extent to which insurance
intermediaries being the deployer (or the “user” as defined by the drafted AIA) of robo-
advisors will be subject to specific obligations in line with the drafted AIA. We conclude
this section (Section 3.3) by providing some critical analysis to assess whether the proposed
obligations for insurance intermediaries are proportionate to reducing the risk posed by
robo-advisors.

3.1. Regulatory Requirements for Users of AI Systems

The risks posed by AI applications have received a lot of attention at the EU level. In
2019, an Ethical Guideline on Trustworthy AI was published by the Commission (HLEG
(High-Level Expert Group) 2019). According to the Guideline, several requirements are
considered essential to ensure that an AI system is trustworthy. Thus, in 2021, the Commis-
sion presented a draft AIA, the main aim of which was to draft the principles that had been
framed by the ethical principles and to ensure that consumers across the EU are protected
at the same level. In December 2022, the Council greenlighted the AIA, allowing it to be
subjected to further discussion in the European Parliament and reaching a final agreement.

The definition of AI provided by the draft AIA is extremely broad (Veale and Borgesius
2021). A system will be considered an AI system if it makes use of one of the following
three technologies: machine learning approaches, logic- and knowledge-based approaches,
or statistical approaches (Annex I). A variety of parties are covered by the draft AIA, which
include not only providers who are responsible of developing and manufacturing the
AI system but also downstream actors who introduce an AI system into an EU territory
(i.e., the importer) or deploy the AI system in a concrete scenario (i.e., the user). Their
obligations, however, could result in huge differences. Pursuant to the drafted AIA, the
obligations allocated to providers are onerous. In comparison, deployers and other parties
have a much lower level of regulatory burden.

The obligation that a party shall have is not only determined by its role but is also
proportionate to the level of risk that the AI system provided or operated by them poses. In
this regard, a risk-based approach is adopted by the draft AIA to apply different regulatory
requirements to AI systems with different levels of risk. The risks produced by different
applications of AI systems are categorised into four groups: unacceptable risk, high risk,
limited risk, and minimal risk. The regulatory requirement for a particular AI system relies
thereby on the issue of which category it falls into.

Certain AI systems are considered to pose unacceptable risks when they are applied in
certain practices that pose a risk to fundamental rights on a large scale. Such applications
relate to manipulation, social scoring, and some uses of the real-time biometric systems in
public (Article 5). The draft AIA will prohibit these AI systems from being placed in the
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Single Market. As a result, there are supposed to be no users of such AI systems, meaning
that it is not necessary to provide regulatory requirements for them.

AI systems that pose high risks are considered to have a significantly adverse impact
on the health and safety of human beings and may violate fundamental rights to some
extent. A variety of applications are within the scope of high-risk AI systems, which include
not only traditional systems under the already-existing New Legislative Framework (NLF)
that are upgraded with AI systems but also new standalone ones that are listed in Annex
III. Since the whole of society, including consumers, can benefit from related applications,
AI systems in this category shall not be totally prohibited. Instead, they can be placed
on the market on the condition that they have complied with a comprehensive set of
regulatory requirements. The providers of high-risk AI systems are subject to a series of
obligations to ensure that the system is trustworthy when placed on the market (Article
16). To prove that all requirements are satisfied, high-risk AI systems have to undergo a
conformity assessment (Article 19). Users of AI systems with high risks are also expected
to fulfil some duties (Article 29). Such duties ensure that users can properly oversee
the operation of the AI systems. Such obligations include using high-risk AI systems
in accordance with the instructions, making sure that the input data are relevant for the
intended purpose, informing providers when a risk is identified, and ensuring that logs
continue to be automatically generated. It is noteworthy that users may be regarded as
providers and thereby comply with requirements set for the latter, given that they make
substantial modifications to the function or purpose of an AI system (Article 28). In this
case, since the activity of users is no longer merely deploying the AI system, it is reasonable
to impose the same requirements on them as those imposed on providers.

AI systems with limited risks refer to the applications intended to interact with natural
persons. Chatbot is a typical application in this group. The draft AIA requires providers
and users to meet certain transparency obligations given the difference of applications.
Specifically, providers are obliged to design such AI systems in a way that natural persons
are aware when they are interacting with AI rather than humans (Article 52(1)). Users, in
comparison, are responsible for disclosing the use of emotional AI or biometric categorisa-
tion and the use of deepfake to end-users who might be influenced by such applications.
Beyond these certain applications, however, the draft AI Act does not require users to be
subject to any transparency measures.

If an AI system is designed or used for none of the abovementioned purposes, it will
be regarded as a system with minimal risk. No regulatory obligations are required by the
draft AIA for their producers or users.

3.2. Regulatory Requirements for Insurance Intermediaries under the Draft AIA

As already mentioned, the definition of AI system is rather broad according to the
draft AIA. Robo-advisors, either functioning as rule-based or advanced machine learning
algorithms, will thereby be indifferently recognised as AI systems, and they will be subject
to the same regulatory requirements when adopting the same practice.

The next core issue is what level of risk robo-advisors will externalise. The answer
to this question concerns the function that a robo-advisor provides in a concrete scenario.
In the following paragraphs, we examine more closely the risk posed by robo-advisors
and the obligations of operators when robo-advisors are used for different purposes in the
process of insurance distribution.

3.2.1. Do Robo-Advisors Incur Unacceptable Risk?

According to the draft AIA, subliminal techniques which can distort a person’s be-
haviour without awareness in a manner that causes or is likely to cause physical or mental
harm will be banned in the Single Market (Article 5(1)(a)). The intention of this Article is
based on the belief that AI should not be developed or used to distort human autonomy.
The scope of the prohibition, however, can be blurry in practice. It is noted that there
exists a consequence requirement (i.e., cause or likely to cause physical or mental harm) for
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banning AI systems that employ subliminal techniques. In this sense, if the loss is a pure
economic loss, an AI system will not be banned even if it employs subliminal techniques.
Robo-advisors are such applications, the harm resulting from which is neither physical nor
psychological but pure financial loss. Specifically, robo-advisors may utilise subliminal
techniques to disadvantage consumers by inducing them to purchase an unsuitable insur-
ance product or pay higher premiums (Strzelczyk 2017). Such detriment represents a purely
economic loss rather than an infliction on substantive rights, such as protected rights.

Therefore, even if a robo-advisor can unconsciously manipulate customers or exploit
their specific vulnerabilities to enter a contract, the harm requirement will exempt providers
and insurance intermediaries from bearing regulatory obligations under the draft AIA. In
this regard, the manipulation resulting from using robo-advisors will not be entirely banned
by the draft AIA. Instead, such behaviour may constitute an aggressive commercial practice,
which is regulated by the Unfair Commercial Practice Directive (European Commission 2005).

3.2.2. Do Robo-Advisors Incur High Risk?

As indicated in Section 3.1, AI systems can be categorised as high-risk if they are used
as safety components of the products that are already regulated by the NLF or constitute
standalone systems for certain purposes. In the case of robo-advisors, they can be regarded
as high-risk AI systems when credit institutions employ AI systems for the purpose of
creditworthiness evaluation (Annex III). However, there are controversies.

Access to certain essential private and public services directly determines the standard of
living of natural persons, so AI systems should not be utilised to discriminate particular groups
of people to unfairly disadvantage them from enjoying these essential services (Zuiderveen
Borgesius 2020). What is not yet clear according to the draft AIA, however, is whether access
to insurance is part of the “essential services”, or whether insurance intermediaries consti-
tute credit institutions. Insurance intermediaries can use an online questionnaire to collect
information from customers for further profiling (Bianchi and Briere 2021). The draft AIA
indicates that the definition of “credit institution” is consistent with Directive 2013/36/EU
(European Commission 2013a), which further refers to Regulation (EU) No 575/2013 (Euro-
pean Commission 2013b). In this sense, insurance undertakings and intermediaries will not
be defined as credit institutions. However, the draft AIA also attempts to explain “essential
services” in a broad manner, which includes services with respect to housing, electricity, and
telecommunications (Recital 37). Taking this into account, it is not clear whether specific
services used by insurance intermediaries (e.g., risk assessment) can be explained as a kind of
creditworthiness evaluation (BETTER FINANCE 2021).

Therefore, if there is no further interpretation that confirms whether insurance under-
takings and intermediaries are included in Annex III of the draft AIA, we may have to infer
that the activity of providing and using robo-advisors with a function of creditworthiness
evaluation for distributing insurance is not within the scope of AI applications with high
risks. If this is true, providers as well as insurance intermediaries (as the users) will not be
subject to any proposed obligations for high-risk AI systems.

From a risk regulation perspective, however, treating risk management that occurs in
insurance distribution and creditworthiness evaluation taken by credit institutions (e.g.,
banks) differently is not reasonable (Wendehorst 2021). Discrimination also happens when
robo-advisors are used for determining access to insurance or the premium of people
from different groups (Zuiderveen Borgesius 2020). Even if personalising pricing for
insurance based on protected characteristics (e.g., gender or race) has been prohibited by
non-discrimination laws (Xenidis and Senden 2019), with the adoption of learning-based
systems, an indirect discriminatory result can continue to exist (Zuiderveen Borgesius 2018).
Based on the literature analysed, due to the correlation between various types of data, the
vulnerability of a person can still be utilised in a way that developers are not intended
to (Prince and Schwarcz 2019). To avoid this side effect, it is necessary to place robo-
advisors with a function of risk assessment on a list of high-risk AI applications. By doing
so, providers of robo-advisors will be subject to comprehensive regulatory obligations,
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especially considering human oversight. Insurance intermediaries are also subject to
specific requirements. For example, they will not be permitted to collect excessive input
data, which is irrelevant to the intended purpose of robo-advisors (Article 29(3)).

3.2.3. Do Robo-Advisors Incur Limited Risk?

Apart from the uncertain regulatory landscape for robo-advisors as mentioned above,
there is relatively little doubt that robo-advisors, which are deployed for insurance distri-
bution, can be categorised as AI systems with limited risks due to their essential function
of interacting with customers.

In this circumstance, providers are obliged to comply with the transparency obligations
as required by the draft AIA, whereas the users of robo-advisors will not be subject to
any obligations unless the robo-advisors hold certain attributes (e.g., emotion recognition,
biometric categorisation, and deepfake) that can deceive customers without them realising that
they are interacting with AI systems (Article 52). In other words, insurance intermediaries that
are users of robo-advisors will not be subject to any obligations at all. This remark also applies
to insurance undertakings when they directly provide advice to customers with robo-advisors.
Insurance distribution shall not be left behind when it comes to the obligation of transparency.
Even if the draft AIA fails to provide such an obligation to insurers, authorities in the EU (such
as EIOPA) and national competent authorities should fill this gap by providing guidance to
make sure robo-advisors are trustworthy (EIOPA 2021).

3.3. Discussion

We can now summarise here our key findings on how insurance intermediaries
who adopt robo-advisors to distribute insurance will be regulated according to the draft
AIA. In general, insurance intermediaries that adopt robo-advisors to support insurance
distribution are expected to meet few obligations under the draft AIA. Most of them will be
regarded as the users of AI systems with limited risk and they thereby do not need to meet
any obligations according to the draft AIA. Even if their activities touch upon manipulation
with subliminal techniques, which can lead to large economic losses, or risk assessment,
which may discriminate against specific vulnerable groups of people from access services,
their practice would not be categorised as an unacceptable risk or a high risk. As a result,
they are likely to escape the relevant obligations set by the draft AIA.

Therefore, it is surprising that replacing human advisors with robo-advisors seems to
add no obligations to insurance intermediaries beyond the incumbent regulations, even if
such applications could result in substantial risks. In other words, the regulation pertaining
to AI is not proportionate to the risk that can be posed by AI. Robo-advisors, especially
those with a learning capacity, can no longer be equalised as traditional chatbots, so that it is
sensible that they should be subject to different sets of regulatory requirements. Insurance
intermediaries, as the party determining whether to adopt robo-advisors, deciding how to
use the application, and later maintaining the overall performance of the system, should
be obliged to take achievable measures to ensure the quality of the robo-advisor. In other
words, the draft AIA, as a horizontal approach to all AI systems, may fail to identify the
emerging risks and problems in the process of insurance distribution. In a letter written to
co-legislators on the draft AIA, Petra Hielkema, Chairperson of EIOPA, correctly pointed
out that “the AI Act should identify the relevance of the use of AI in the financial sector,
and in particular in the insurance sector, but leave further specification of the AI framework
to sectorial legislation” (EIOPA 2022). The regulation of AI in a specific sector should
be further developed on a sectoral basis. In the sphere of insurance distribution, EIOPA
as well as national competent authorities should take the role of monitoring AI systems
that are used for insurance distribution. They should further establish the requirements
of transparency and non-discrimination for insurance distributors to make sure that AI
systems are used ethically. Finally, they can take the lead in ensuring that relevant rules
will not overlap or be too complex (EIOPA 2021).
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4. Conclusions

The increasing use of robo-advisors can disadvantage consumers, and requires insur-
ance distributors to act as deployers of such intelligent devices to comply with incremental
regulatory requirements. In this article, we discussed two possible areas where we may
rely on insurance distributors to reduce the risk posed by robo-advisors.

On the one hand, we explored the role of the IDD in regulating robo-advisors. The
IDD includes the robo-advisor in its scope and provides rules regarding a distributor’s
organisation, the quality of the advice, and the distributor’s diligence and responsibility.
Furthermore, the IDD allows some issues to be resolved if the rules are properly interpreted.
However, the IDD does not apply if distributors meet the requirements to be exempted,
and this exemption includes (ancillary) insurance intermediaries providing robo-advice.
Thus, a revision of the IDD should reconsider such exemption for online activities due
to the scale that these activities can achieve, including robo-advice. Although the purely
dimensional thresholds may be “rigid” with respect to the actual recurrence of the risk to
customers to be neutralised, thresholds can be used to align the above proposal with the
principle of proportionality.

On the other hand, we discussed how the coming AIA could reduce the risk in
insurance distribution when robo-advisors are deployed. Our finding shows that the duty
conferred on relevant stakeholders (not only providers but also deployers such as insurance
undertakings and intermediaries) is surprisingly disproportionate to the incremental risk
generated by robo-advisors. To fill this regulatory gap, we suggest that robo-advisors
with a risk-assessment function that are used in insurance distribution be regarded as
high-risk AI systems with no difference from the creditworthiness evaluation of other
credit institutions. By doing so, providers who develop robo-advisors will be required to
respect a comprehensive set of conformity assessments. Insurance distributors are also
forced to comply with certain regulatory requirements (regarding input data, risk reports,
and logs), but such requirements are proportionate to their role as a deployer and not
beyond their capacities. These requirements should be further clarified by the AIA or IDD
in a consistent manner, and authorities at the EU and domestic level should contribute by
providing guidelines and monitoring the participants.
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