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Abstract

:

We analyze the daily returns of stock market indices and currencies of 56 countries over the period of 2002–2012. We build a network model consisting of two layers, one being the stock market indices and the other the foreign exchange markets. Synchronous and lagged correlations are used as measures of connectivity and causality among different parts of the global economic system for two different time intervals: non-crisis (2002–2006) and crisis (2007–2012) periods. We study community formations within the network to understand the influences and vulnerabilities of specific countries or groups of countries. We observe different behavior of the cross correlations and communities for crisis vs. non-crisis periods. For example, the overall correlation of stock markets increases during crisis while the overall correlation in the foreign exchange market and the correlation between stock and foreign exchange markets decrease, which leads to different community structures. We observe that the euro, while being central during the relatively calm period, loses its dominant role during crisis. Furthermore we discover that the troubled Eurozone countries, Portugal, Italy, Greece and Spain, form their own cluster during the crisis period.
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1. Introduction


Financial crisis can cause substantial damages and economic losses not only locally, but also in other countries through trade relations, currency policies, financial contracts, and cross-country investments. Some examples of such crises are the 1997 Asian financial crisis, 1998 Russian bond crisis, 2001 dot-com bubble, 2007–2008 global financial crisis, and 2010 EU sovereign debt crisis, all spilling over to various parts of the world. Similar to the transmission of a disease, small financial shocks initially affecting only a particular sector of the economy or geographic region can spread to other economic sectors and other countries with quite healthy economic outlook [1].



Many research studies have examined the connections among countries by exploring correlations of various financial time series data [2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23]. Moreover, many studies have analyzed relationships between stock and foreign exchange markets, given the significant increase in global capital flows in the last two decades [24,25,26,27,28,29,30,31,32,33,34,35,36]. Other studies have focused on global stock market return predictability offering diverse findings across different regions and time periods [37,38,39,40,41,42,43,44,45,46,47].



There have been dramatic advances in the field of complex networks in many research fields. The world-wide-web, the Internet, highway systems, and electric power grids are all examples of networks that can be modeled using coupled systems [48,49,50,51,52,53,54,55], where the connectivity between network components is essential. Similarly, the economic system is composed of many agents, interacting at different levels. The agents in the system could be individual traders, firms, banks, financial markets, or countries, hence the global financial system can be well represented by using a complex network model. Recently, researchers have used network theory to study economic systems as well as systemic risk propagation through the financial network [56,57,58,59,60,61,62,63,64,65,66,67]. We develop and analyze a two-layer interdependent network, where each layer represents a different financial market and interactions exist not only within the same market, but also between the two layers. Because of these interdependences, failure in a certain network node can trigger global systemic risk and crisis propagation to other nodes in the network. In this study, we select major global stock market indices and their corresponding currencies as the two layers in our coupled network model.



Stock markets are a common trade place for company shares thus reflecting companies’ performances and investors’ perceptions of company values. Moreover, stock markets are considered leading economic indicators and therefore useful as predictors of the economy. The foreign exchange market is the largest financial market in the world, with market participants actively involved in currency trading 24 h a day except weekends, with daily turnover of over 5 trillion US dollars, according to the Bank for International Settlement [68]. These two financial markets capture important aspects of a country’s economic status, and therefore, we use them as a centerpiece of our research. We use a complex network approach to model the interaction between stock and foreign exchange markets to capture the topology as well as the dynamics in this coupled financial system. We study 56 stock market indices and 45 distinct currencies since 12 of the countries in our dataset use the euro as their official currency. Our analysis reveals novel insights and interesting features of the interactions among global stock and currency markets. We divide the entire period of 2002 to 2012 into two time intervals, non-crisis (2002–2006) and crisis (2007–2012) periods. We find that correlations exhibit different behavior during the crisis period such as higher stock market correlations and lower foreign exchange correlations when compared to the non-crisis period.



The objective of this article is to study community formations in global financial markets and to investigate the systemic importance of countries and their influence on other countries or regions. The rest of the paper is organized as follows: In Section 2, we present our correlation-based community analysis results for two different sub-periods, non-crisis period (2002–2006) and crisis period (2007–2012); in Section 3, we offer a discussion of our findings. The data set and the methods we use are described in Section 4.




2. Results


2.1. Pearson Correlation Analysis


In order to see how the cross-correlation trends change with time, we divide the data into 11 annual periods. Figure 1a shows a heat map of the yearly stock market correlations. The x-axis represents the years, and the y-axis shows the 1540 unique pairwise correlations, excluding the diagonal of the correlation matrix. We use the color bar to show the magnitude of the correlations, where red means    C = 1    and the two series are perfectly positively correlated, while blue means    C = - 1    and the two series are perfectly negatively correlated. Green means    C = 0   , or the two series are not correlated.



From Figure 1a, we can see that the overall correlation of the global stock markets trends upward starting in 2006, reaches its peak in 2008, and stays at a high level thereafter. These increasing correlation trends match the global financial crisis of 2007–2008 and could possibly be regarded as indicators of increased co-movements heading towards financial crisis.



In Figure 1b, the heat map for foreign exchange markets is plotted. It is generated in the same way as the heat map for the stock markets; however, the number of entries is lower due to the lower number (45) of distinct currencies among the 56 countries. Hence, we have 990 distinct correlations for the currency correlation matrix, excluding the diagonal. Generally, foreign exchange markets shows stronger correlation compared to stock markets. It seems that the overall foreign exchange correlation falls during the financial crisis period, contrary to the stock market correlation trend.




2.2. Summary Statistics


To study the statistical characteristics of the correlations, we calculate the first moment (mean) and the second moment (standard deviation) of any of the correlation distributions for the 11 years for all three cases, including Pearson correlations for stock market layer, currency layer, as well as inter-layer correlations.



In Figure 2, we show that the mean value of stock market correlations exhibits a peak during the crisis period (2007–2012). This finding suggests (similar to Figure 1a) that during crisis, the overall correlation increases, and the stock markets tend to move together. This could be due to portfolio re-balancing, reducing equity market exposures and increasing allocations in the bond market. The re-balancing in global portfolios occurs across different countries and thus produces declining stock market trends internationally.



The means of the foreign exchange market Pearson correlations are low during the crisis period, while, in contrast, we observe a peak during the non-crisis period. This finding suggests that, in general, the correlations among currencies are low during crises and high during non-crisis periods, contrary to the stock market behavior. For both, however, the standard deviation of the correlations remains fairly constant, which suggests uniform increase (decrease) of the correlations in the stock markets (foreign exchange markets) throughout the entire time period.



In order to confirm this qualitative description that the means of the correlation are in fact different for the years in the calm period and for the years in the crisis period, we perform Student’s t-test. The null hypothesis is that the annual mean correlations are the same for both periods and that any differences come from the standard deviation. We apply the two-sample Student’s t-test. It rejects the null hypothesis that the two means are equal, p-value is    0 . 0002   ; thus, the alternative hypothesis that the means are not equal is accepted.



The mean value of Pearson correlations between stock and foreign exchange markets exhibits a local minimum during the crisis period, which could be interpreted as positive stock market returns corresponding to currency appreciations. Overall the interlayer correlation does not change much throughout the entire period. The increase in standard deviation, however, indicates a larger spread in correlation values between the two layers during the crisis (Table 1).



We distinguish between two different markets in our analysis, the network of stock market indices and the network of foreign exchange markets. Besides their obvious differences, the two markets also exhibit different correlation distributions, as visual inspection of Figure 1a,b hints. The two-sample Kolmogorov-Smirnov test (K-S test) allows us to statistically confirms this, with the null hypothesis being that the two sample data are from the same continuous distribution. The K-S test rejects this null hypothesis at a significance level    α = 0 . 001   . Therefore, we can conclude that the correlation distributions of stock markets and of foreign exchange markets are different.




2.3. Community Formation and Cluster Analysis


In our analysis we focus on two periods: a period of relative economic calmness (2002–2006) and a period of economic crisis (2007–2012). Using the correlation information, we depict the network structure of the stock markets and of the foreign exchange markets for each of these time periods. Since countries have different peak trading times due to their respective geographical locations and different time zones, lagged correlations allow us to infer information about regional influences. We separate the 56 countries and 45 currencies into three groups according to their geographical location. When we consider synchronous correlations, we use the returns at time t for every country. In that case, the Asian markets are the first to trade, then the European markets, and finally the American markets. A shock originating in the US, for example, would then not show its immediate effect on the other markets because the stock markets in other parts of the world are closed for most or all of the trading hours of the NYSE. When we consider lagged correlations, we use the returns at time t for the American countries and at time    t + 1    for the other countries of the world. In that case, it is as if the American markets were first to trade, followed by the Asian and then the European markets. A shock from the US would then be very visible. For both, the stock and the foreign exchange markets, we first consider the synchronous correlations and then compare the results to those of the lagged correlations.



We use Planar Maximally Filtered Graphs (PMFG) [69,70] to study the properties of stock and foreign exchange market correlations. PMFG is useful for filtering meaningful correlations from the bulk of the 1540 correlation pairs, as it suppresses small correlations while maintaining the overall network structure. In order to build the graph, we order the correlations    C  i , j     from largest to smallest. First, the pair with the largest correlation is connected. In subsequent steps we connect the countries    i , j    under the condition that a link between them maintains the planar structure of the graph; if it does not, the pair is skipped. This procedure results in an adjacency matrix with unweighted links from which the graph is plotted. We use Wolfram Mathematica to investigate the communities in the network, which are detected with respect to their modularity.



2.3.1. Stock Markets


Synchronous Correlations


Figure 3a shows the PMFG for the period from 2002 to 2006, where we identify five clusters which seem to be organized by geographical locations. The cluster on the top left is led by Singapore, a financial hub, and Saudi Arabia, which connects to many other OPEC countries in the cluster. The second Asian cluster is centered around Hong Kong and Japan. The third cluster contains smaller European countries, organized around the Scandinavian countries. The fourth cluster contains the major European economies, except for Italy and Germany which are closely connected to the American countries in the fifth cluster, particularly through ties to the US and Canada. These four countries exhibit particularly strong connections within and, in case of Germany and Italy, to countries outside the cluster. The communities change significantly during the crisis period, where Singapore and Hong Kong lead a large Asian cluster, as illustrated in Figure 3b. The American cluster formed during the non-crisis period becomes more mixed during the crisis period, as Norway, Iceland and Russia become part of this cluster. The change in the community comprised of mostly American countries suggest that Italy and Germany influence the performance of the American markets in the non-crisis period, while during the crisis period, Norway and Russia seem to increase their influence. The majority of the European countries, connected through France, form another cluster, strongly linked to the countries in the American cluster. These observations are in line with the coordinated responses to the crisis from the US, large European economies, and the ECB; at the same time the Asian countries do not become more closely connected to them [71]. Most notably, however, two new clusters appear: one with the troubled Eurozone countries Portugal, Italy, Greece and Spain, and another consisting of rather less connected countries like Slovakia, Mauritius and Tunisia.




Lagged Correlations


As pointed out before, lagged correlations are an important measure to study the influences of financial markets. They allow us to consider effects originating in one region and spreading to another. In the following, we consider the correlation calculated for the returns for the Americas at time t, and for Asia and Europe at time    t + 1   . In other words, we focus on how the index movements in the Americas will affect the index movements in the rest of the world. Please note that this does not change the correlations within one geographical region, nor will the correlations between Asian and European countries change. However, due to the PMFG algorithm, larger correlations that appear for countries in the Americas with countries in the rest of the world can change the structure of the network.



The European clusters remain mostly unchanged in the calm period, except that Germany and Italy no longer form a community with American countries, when considering lagged correlations compared to synchronous correlations. Since here we consider the Americas at time t and Europe and Asia at time    t + 1   , it seems that the American countries, including the US, do not affect Italy and Germany significantly. The Netherlands, Italy, France, and the Scandinavian countries still manifest themselves as the most connected European countries. We do, however, observe large changes in the American cluster on the very right in Figure 4a; Australia and New Zealand, economically close to the US, have moved from the Asian community to connect more tightly to the American countries. Different responses by central banks, leading to higher interest rates particularly in Australia, can be considered a reason for this [72]. They are joined by smaller countries, such as Sri Lanka and the Philippines, that we have previously identified as countries with weak links to other Asian countries. The Asian cluster is led by Singapore, Hong Kong and Japan, which display the most significant correlations to countries outside of their community. The community structure changes significantly when we consider the years of economic turmoil in Figure 4b. Most obviously, the number of communities reduces to three because the two European clusters from the non-crisis period mostly merge. Netherlands, United Kingdom and France are at the center of the European community in the crisis period. Portugal, Italy, Greece and Spain are found at the periphery of this cluster. Using synchronous correlations, Germany and Netherlands were tightly connected to the American cluster during the crisis period, while when considering lagged correlations, they belong to the large European cluster. We observe that Japan, Australia and New Zealand, among others, form a community with the American countries during the crisis, which suggests that the major financial markets in the Pacific follow the trends of the American stock markets. The importance of the US stock market is emphasized by the largest number of connections in this cluster. Australia is the second most connected country in this community.





2.3.2. Foreign Exchange Markets


While we analyze a total of 56 global stock market indices, we only investigate 45 currencies because 12 countries use the euro.



Synchronous Correlations


Figure 5a shows the dominant role that the euro has played in Europe prior to the crisis. Together with the Danish krone, pegged to the euro via the European Exchange Rate Mechanism, the euro is connected with all European currencies, and it exhibits close ties to the Canadian dollar, the Australian dollar, and the New Zealand dollar. With 19 links each, the node for the euro and the node for the US dollar show the highest interconnectedness among all currencies in the calm period. The US dollar is at the center of the cluster comprised of the majority of the American currencies and the oil-exporting countries. In Figure 5b we observe that the clear structure and hierarchy of the European community during the calm period falls apart during crisis. In addition, a fourth cluster appears, comprised of European and South and Central American currencies, like the Brazilian real, the Mexican peso and the Chilean peso, which were closely connected to the US dollar in the non-crisis period. As the financial crises unfolded, the Fed and its European counterparts employed “quantitative easing” as monetary policy, which in turn has been eliciting strong criticism in the BRIC countries, as QE corresponds to currency devaluation [73]. The US dollar maintains its strong ties with the currencies of oil-exporting countries. Its cluster is joined by the Japanese yen and the Chinese yuan. China moved to a managed floating regime during the crisis period [74], whereas the Japanese government tried to stimulate its economy with policies similar to QE, known as “Abenomics” [75].




Lagged Correlations


In Figure 6a, using lagged correlations during the non-crisis period, we observe that the Euro is at the center of the cluster of European currencies. The Japanese yen joins this cluster. The US dollar and the currencies of the Asian (Middle Eastern) oil-exporting countries no longer share close ties. We notice in Figure 6b, during the crisis period, that there is a mixed cluster comprised of all the American currencies and a group of Asian currencies, including India, Singapore and Korea, while the South East Asian currencies form their own community using synchronous correlations, as observed in Figure 5b. The number of connections of the nodes comparing the two different periods remains stable; the majority of the currencies do not gain or lose more than two connections. Instead we find that different connections develop within the clusters. For example, Hong Kong loses the link with countries like India and Russia during the crisis, but becomes more closely connected to Singapore, the Philippines and Thailand.



Any currency is traded during every hour of the day, therefore any sudden changes should be reflected in all the currencies on a time scale shorter than one full day. In fact, one would expect the strong correlations to correspond to shorter time scales. Hence the community structure of the currencies is depicted by synchronous correlations, while when using lagged correlations, the true structure of the network disappears.







3. Discussion


In this study, we investigate the daily logarithmic returns in the stock and foreign exchange markets of 56 countries and 45 currencies. We use network theory and community analysis to understand the structure of the coupled financial network formed by global stock market indices and currencies. We define weighted links within a network layer and between the two layers (stock markets on one hand and currencies on the other) using Pearson correlation. The overall correlations within stock markets increase during the crisis period, and the overall correlations within foreign exchange markets, as well as the correlations between stock and foreign exchange markets decrease during this period. We investigate statistical properties of our results by presenting correlation summary statistics and performing the K-S test to closely study the characteristics of the correlation distributions. We apply the PFMG method to discover distinct community formations and categorize the countries into clusters. We identify the importance of the countries according to their relative positions in the communities and the strength of their links with other member of the community as well as the strength of their external links with countries that do not belong to their cluster. In our analysis, we distinguish between synchronous and lagged correlations. We divide the countries in three geographical regions, Asia, Europe and Americas. To study lagged correlations, we consider the returns at time t in the Americas, and the returns at time    t + 1    in Asia and Europe. The comparison of the network and community structures allows us to infer influences from one region to another, in both, crisis and non-crisis periods. Using synchronous correlations we identify five clusters in the stock market during the non-crisis period. These clusters change their structure during the crisis period, where, for example, four of the five troubled Eurozone countries, Portugal, Italy, Spain and Greece, form their own community. In the case of lagged correlations, we observe four clusters in the stock market layer during the non-period period and only three communities during the crisis period. We observe that the American countries are most closely connected to Asian countries. The introduction of a time lag and the onset of the crisis cause the European countries to become more tightly connected. Unlike stock markets, which are bound to different time zones, currencies trade around the clock. Any influences among currencies are immediately reflected in their returns, hence synchronous correlation define the true network structure of the foreign exchange markets. We observe that the Euro plays a central role among the European currencies during the non-crisis period, while it loses its central position during the crisis-period. The US dollar is closely linked to the currencies of the major oil-exporting countries, both, during non-crisis and crisis periods.



These findings could have policy implications and could be helpful for central bankers, policy makers and regulators, offering a tool for identifying tightly related communities of countries by stock market performance and by currency dynamics. If, for instance, a financial crisis originates in a specific country, the most vulnerable countries, where the crisis might spread first, are the countries with stronger links with the originating country, most likely belonging to the same community. If policy makers have knowledge of these communities, they might be able to focus needed bailout funds or implement temporary preventative measures in the most vulnerable countries, thus reducing the impact of inherent global financial crisis to the rest of the world and preventing the propagation of the crisis before severe damages cripple the entire economic system.




4. Materials and Methods


4.1. Data


We acquired the data from the Boston University Bloomberg terminal provided by Bloomberg L.P. for academic research. In our analyss, we use a time range of 11 years from January 1, 2002 to December 31, 2012, with daily frequency. We use the daily closing price. We exclude the weekends, and for holidays we repeat the closing price of the previous day. We select 56 representative countries, which include developed as well as emerging countries.



When a country has more than one well-known major stock market index, we use the following criteria to select the most representative index: first we select the stock market indices that are widely used in the financial industry, and from that subset, we select the index that includes most of the companies listed on the respective exchange, covering mostly large capitalization stocks but in some instances including some mid or small capitalization stocks as well. Using this criteria, we have selected one single index for each country, such as the S&P 500 for the US, Nikkei 225 for Japan, STI for Singapore, etc.



For the foreign exchange rates, we use the closing mid price, which is the average of the closing bid and ask prices. The foreign exchange market convention is for the majority of the currencies to be expressed in terms of USD, except for the British pound, Australian dollar, New Zealand dollar, and the euro that are expressed as USD per currency. In our analysis, for consistency, we have converted these four currencies to be expressed in terms of USD. For any country in the eurozone that has adopted the euro at a later date than January 1, 2002, we keep the separate currencies up to the date before the actual euro adoption, and replace them with euro after the adoption day. This is becuase before the adoption of the euro, these currencies moved independently from the euro to some extent [76,77]. Examples like these include the Maltese lira and Slovak koruna, which were replaced by the euro on January 1, 2008 and January 1, 2009 respectively.



In order to also include the US dollar as part of our analysis, we have expressed all currencies as currency over SDR. The SDR is an international reserve asset, created by the International Monetary Fund (IMF) in 1969 to supplement its member countries’ official reserves. Its value is based on a basket of four key international currencies, and SDRs can be exchanged for freely usable currencies. Though it is not a currency, per se the SDR can be used as a currency unit in our study [78,79]. The IMF fixes the value of one SDR in terms of US dollars daily.




4.2. Pearson Correlation Analysis


For all analyzed time-series, we first obtain the logarithmic returns as follows.    P ( t )    is the value of the time series at time t, where    t = 1 , 2 , ⋯ , N   , and    N = 2866  days    is the size of the time series. The logarithmic return of time series i is


    R i   ( t )  = ln    P i   ( t + 1 )     P i   ( t )      



(1)







We then normalize     R i   ( t )     to have zero mean and unit standard deviation,


    r i   ( t )  =    R i   ( t )  -   R i  ¯    σ  R i      



(2)




where     R i  ¯    and    σ  R i     are the mean value and standard deviation of time series i.



For stock market indices, the dimension of the logarithmic return time series matrices is    56 × 2865   . For foreign exchange markets, it is    45 × 2865    since we group all Eurozone countries together. We calculate the cross-correlation matrix C, and the value of each cell    C  i , j     as follows,


    C  i , j   =  〈  r i   r j  〉    



(3)




where    C  i , j     represents the Pearson correlation between logarithmic return time series for a pair of countries i and j.




4.3. Analyzed Countries




	Country
	Currency
	Index Label
	Currency Label
	Country
	Currency
	Index Label
	Currency Label





	Argentina
	Argentine peso
	ARG
	ARS
	Malta
	Maltese lira
	MLT
	MTL/EUR



	Australia
	Australian dollar
	AUS
	AUD
	Mauritius
	Mauritian rupee
	MUS
	MRO



	Austria
	euro
	AUT
	EUR
	Mexico
	Mexican peso
	MEX
	MXN



	Belgium
	euro
	BEL
	EUR
	Netherlands
	euro
	NLD
	EUR



	Brazil
	Brazilian real
	BRA
	BRL
	New Zealand
	New Zealand dollar
	NZL
	NZD



	Canada
	Canadian dollar
	CAN
	CAD
	Norway
	Norwegian krone
	NOR
	NOK



	Chile
	Chilean peso
	CHL
	CLP
	Oman
	Omani rial
	OMN
	OMR



	China
	Chinese yuan
	CHN
	CNY
	Pakistan
	Pakistani rupee
	PAK
	PKR



	Colombia
	Colombian peso
	COL
	COU
	Peru
	Peruvian nuevo sol
	PER
	PEN



	Czech Republic
	Czech koruna
	CZE
	CZK
	Philippines
	Philippine peso
	PHL
	PHP



	Denmark
	Danish krone
	DNK
	DKK
	Poland
	Polish zloty
	POL
	PLN



	Finland
	euro
	FIN
	EUR
	Portugal
	euro
	PRT
	EUR



	France
	euro
	FRA
	EUR
	Qatar
	Qatari riyal
	QAT
	QAR



	Germany
	euro
	DEU
	EUR
	Russia
	Russian ruble
	RUS
	RUB



	Greece
	euro
	GRC
	EUR
	Saudi Arabia
	Saudi riyal
	SAU
	SAR



	Hong Kong
	Hong Kong dollar
	HKG
	HKD
	Singapore
	Singapore doller
	SGP
	SGD



	Hungary
	Hungarian forint
	HUN
	HUF
	Slovakia
	Slovak koruna
	SVK
	SKK/EUR



	Iceland
	Icelandic krona
	ISL
	ISK
	South Africa
	South African rand
	ZAF
	ZAR



	India
	Indian rupee
	IND
	INR
	Spain
	euro
	ESP
	EUR



	Indonesia
	Indonesian rupiah
	IDN
	IDR
	Sri Lanka
	Sri Lankan rupee
	LKA
	LKR



	Ireland
	euro
	IRL
	EUR
	Sweden
	Swedish krona
	SWE
	SEK



	Israel
	Israel new shekel
	ISR
	ILS
	Switzerland
	Swiss franc
	CHE
	CHF



	Italy
	euro
	ITA
	EUR
	Thailand
	Thai baht
	THA
	THB



	Japan
	Japanese yen
	JPN
	JPY
	Tunisia
	Tunisian dinar
	TUN
	TND



	Kazakhstan
	Kazakhstani tenge
	KAZ
	KZT
	Utd. Arab Emirates
	UAE dirham
	ARE
	AED



	Korea
	South Korean won
	KOR
	KRW
	United Kingdom
	British pound
	GBR
	GBP



	Luxembourg
	euro
	LUX
	EUR
	United States
	US dollar
	USA
	USD



	Malaysia
	Malaysian ringgit
	MYS
	MYR
	Venezuela
	Venezuelan bolivar
	VEN
	VEF
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Figure 1. Heat maps of the annual Pearson correlations for (a) stock markets and (b) foreign exchange markets logarithmic returns. For the stock markets, we consider all 56 countries; for the foreign exchange markets, we consider the 45 distinct currencies. The color shows the value of the correlations for different years, where red indicates strong positive correlation, blue indicates strong negative correlation, while green means that the correlation is weak. 
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Figure 2. (a) Annual mean correlation and (b) annual standard deviation for stock markets (x), foreign exchange markets (+), and between stock and foreign exchange markets (o). We observe that the stock markets are more correlated during the crisis period, whereas the foreign exchange market correlation are higher in the non-crisis period. The correlation between stock and foreign exchange markets is lowest during the crisis. The standard deviation for both, stock and foreign exchange markets remains fairly constant, while we observe an increase in the standard deviation for the interlayer correlations. 
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Figure 3. Planar maximally filtered graph (PMFG) for the stock markets obtained using synchronous correlations during (a) the economically calm period and (b) crisis period. The countries are denoted by their three-letter symbols and are color-coded according to their geographical locations: green for Asia, light blue for Europe and orange for the Americas. During the calm period, we detect five large clusters which are mostly geographically divided. The clusters significantly change during the crisis period. Most notably the troubled Eurozone countries, Italy, Spain, Greece and Portugal, form their own cluster. The Asian countries form one larger cluster centered around Hong Kong and Singapore. We also observe a smaller cluster containing a diverse group of less connected countries. 
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Figure 4. Planar maximally filtered graph (PMFG) for the stock markets obtained using lagged correlations during (a) the economically calm period and (b) crisis period. The countries are denoted by their three-letter symbols and are color-coded according to their geographical locations: green for Asia, light blue for Europe and orange for the Americas. During the calm period, we observe four large clusters, while in the crisis period the number of communities changes to three, as the two European clusters merge. 
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Figure 5. Planar maximally filtered graph (PFMG) for the foreign exchange markets obtained using synchronous correlations during (a) the economically calm period and (b) crisis period. The currencies are denoted by their three-letter symbols and color-coded according to their geographical locations: green for Asia, light blue for Europe, orange for the Americas. During the calm period, we detect three large clusters. Most distinctive is the European cluster on the right, with the euro and the Danish krone, which is pegged to the euro, at the center. The Asian countries split in two different clusters, with major oil-exporting countries being closely associated with the US dollar which is at the center of its community. The remaining Asian countries form the third cluster. During the crisis, the hierarchy of the euro cluster collapses. The community around the US dollar still contains the oil-exporting countries. It is joined by the Chinese yuan and the Japanese yen. The Brazilian real, Mexican peso and Chilean peso, however, are no longer part of the US dollar-centered community during the crisis period. 






Figure 5. Planar maximally filtered graph (PFMG) for the foreign exchange markets obtained using synchronous correlations during (a) the economically calm period and (b) crisis period. The currencies are denoted by their three-letter symbols and color-coded according to their geographical locations: green for Asia, light blue for Europe, orange for the Americas. During the calm period, we detect three large clusters. Most distinctive is the European cluster on the right, with the euro and the Danish krone, which is pegged to the euro, at the center. The Asian countries split in two different clusters, with major oil-exporting countries being closely associated with the US dollar which is at the center of its community. The remaining Asian countries form the third cluster. During the crisis, the hierarchy of the euro cluster collapses. The community around the US dollar still contains the oil-exporting countries. It is joined by the Chinese yuan and the Japanese yen. The Brazilian real, Mexican peso and Chilean peso, however, are no longer part of the US dollar-centered community during the crisis period.



[image: Risks 04 00013 g005]







[image: Risks 04 00013 g006 1024] 





Figure 6. Planar maximally filtered graph (PMFG) for the foreign exchange markets obtained using lagged correlations during (a) the economically calm period and (b) crisis period. The currencies are denoted by their three-letter symbols and color-coded according to their geographical locations: green for Asia, light blue for Europe, orange for the Americas. For lagged correlations we use time t for the Americas and time    t + 1    for Europe and Asia. During both periods, we detect three large clusters. In the non-crisis period we observe that the clusters are determined by the geographical currency location, except for the Japanese yen, New Zealand dollar and Australian dollar. Iceland appears in the predominantly Asian cluster, while Malaysia, the Philippines and Indonesia are part of the American community. During the crisis period the interconnectedness between American and South East Asian currencies increases as they belong to the same community. The purely Asian cluster comprises the Japanese Yen along with the currencies of the oil-exporting countries. The Russian ruble joins the European cluster. 
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Table 1. Statistics for the pre-crisis and the crisis periods.
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Stocks

	
Currency




	

	
2002–2006

	
2007–2012

	
2002–2006

	
2007–2012






	
Mean

	
   0 . 175   

	
   0 . 315   

	
   0 . 370   

	
   0 . 318   




	
Standard Deviation

	
   0 . 208   

	
   0 . 249   

	
   0 . 260   

	
   0 . 279   




	
Minimum

	
   - 0 . 320   

	
   - 0 . 340   

	
   - 0 . 155   

	
   - 0 . 575   




	
Maximum

	
   0 . 965   

	
   0 . 966   

	
   1 . 000   

	
   1 . 000   
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