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#### Abstract

The intermarket analysis, in particular the lead-lag relationship, plays an important role within financial markets. Therefore, a mathematical approach to be able to find interrelations between the price development of two different financial instruments is developed in this paper. Computing the differences of the relative positions of relevant local extrema of two charts, i.e., the local phase shifts of these price developments, gives us an empirical distribution on the unit circle. With the aid of directional statistics, such angular distributions are studied for many pairs of markets. It is shown that there are several very strongly correlated financial instruments in the field of foreign exchange, commodities and indexes. In some cases, one of the two markets is significantly ahead with respect to the relevant local extrema, i.e., there is a phase shift unequal to zero between them.
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## 1. Introduction

It is well-known that financial markets can be strongly correlated in such a way that their market values show a similar behavior. Knowing the exact connection between two markets would be very helpful for risk-averse investment strategies. In the case that two markets are perfectly correlated, it would make no difference to invest in either one of them or both together, in the sense that we simply cannot diversify the risk on both markets. In case it is known that one market leads the other, one is able to use the leading market as an indicator to predict the price development of the other market. Knowing this connection between the two markets can be useful for improving the investment strategy. Therefore, a method for quantizing the interrelation of two markets is developed from a different point of view: We want to be able to identify a possible phase shift between two markets if they are correlated.

This subject has been approached in a variety of articles. One approach is to decompose the time series of two markets on a scale-by-scale basis into components with different frequencies using wavelets. The lead-lag relationship is studied by comparing the components of one selected level of the wavelet transformation for two markets, see e.g., [1-5]. More on wavelet methods in finance can be found in the book of Gençay, Selçuk and Whitcher [6].

Other methods working with correlation, auto-correlation and similar quantities can be found e.g., in [7-17]. There are also some studies focusing on financial crisis, where, e.g., the comovements during the 2007-2008 crisis [17,18] and the 1997 Asian crisis, 1994 Mexican devaluation, and 1987 U.S. market crash [19] are discussed. A different but related topic is the lead-lag relationship between news, e.g., on Twitter, and stock prices (see e.g., $[20,21]$ ). For a detailed literature overview, we refer to Fiedor [16].

For the intermarket analysis from a point of view of the technical analysis, see e.g., Murphy [22] and Ruggiero [23].

However, to the best of the author's knowledge, the approaches found in the literature do not follow a geometric approach, e.g., they do not take local extreme values of the time series into account. Decomposing the time series using wavelets permits writing the time series as the sum of wavelike components with different frequency spectrums. Using these components for comparison of different markets will therefore compare only parts of the original time series. The problem is that these components can be hidden in the original time series such that a possible lag observed between the components of the same level does not necessarily mean that this lag can be observed in the time series itself, e.g., by comparing reversal points. Therefore, it is not clear how to interpret the results with regards to an application.

Since we want to be able to receive results giving us an observable lead-lag relationship of two time series, a geometrical approach is preferred. For this reason, we need significant points to be able to uniquely identify a lead or lag if any. Very important situations are reversal points, and therefore also the points in time of relevant local extreme values that represents the moment of reversal. A possible lead or lag can then directly be seen by comparing the local extrema of both charts. Such an ansatz could be used for trading these financial products and offers a deep insight into the lead-lag relationship between two markets because an empirical distribution over all local phase shifts can be identified. Additionally, the results are not hidden in just one single value like cross-correlation.

The paper is organized as follows: the search for the relevant local extreme values is far from being unique. Therefore, the approach to find these extreme values for a given pair of markets, which we want to compare, is discussed in Section 2. Using these values, local phase shifts can be computed for both markets, which gives a corresponding empirical distribution. To analyze the results, the directional statistics is introduced in Section 3. Now, we can apply our approach to historical data, e.g., for foreign exchange, commodities and indexes, which is done in Section 4. In Section 5, some conclusions are given.

Before we continue with the presentation of our lead-lag method, some general remarks are in order. Since our method is based only on empirical observations of real market data, its applicability is absolutely free of the validity of any hypotheses. By observing reversal points and recognizing them purely with quantitative reproducible methods, we invented a possibility of a geometric visualization of the correlation of two related markets at selected points. In particular, at this point, it is not clear whether or not our method can anyhow be related to the hypothesis of efficient markets (see Section 5 for more details).

## 2. Method for Intermarket Analysis

Suppose we want to compare two financial instruments, namely market $A$ and market $B$, for lead and lag. First, we take one chart for each market with the same bar size, e.g., a 60 min chart, depending on our interest. Then, we want to decide whether these two charts are correlated and show lead or lag. Of course, if both financial instruments are fully uncorrelated, we do not expect a reasonable relation and thus it makes no sense to compare them. Therefore, let us assume that there is a connection between these two charts.

Since a geometrical ansatz is preferred, the points in time of relevant local extreme values are needed. If each maximum occurs for both charts at the exact same time and the same holds true for the minimal values, it can be said that both price developments run perfectly synchronous. If the maximum of chart $B$ occurs shortly after the maximum of chart $A$, then a lag of market $B$ compared to market $A$ is observed.

Such a comparison could easily be done by hand in a very intuitive way. Assume two markets have a lead-lag relationship, e.g., market $A$ leads $B$, then a direct benefit would result because right
after a reversal point in market $A$, there most likely would occur a reversal point in market $B$. This can be very useful for several strategies (for position entries and also for exits).

Of course, doing an extensive study by hand would be very time consuming and not objective. For an automatic approach, an appropriate method to identify local extrema for both time series is needed first. The MinMax algorithm introduced by Maier-Paape [24] is a method which yields such a series of alternating relevant local extrema (called MinMax process) and will therefore be used in the following. This method uses a so called SAR (stop and reverse) process as input. This is an indicator that only has two values, "up" and "down", to identify up and down movements in the price chart. Simply speaking, if an up movement is detected by the SAR process, the MinMax algorithm searches for a maximum and fixes this local maximal value once the movement phase, indicated by the SAR process, reverses to a down movement. Analogously, minimal values are searched during down movement phases. The exact algorithm, however, is much more involved because of so called "exceptional situations" (see (Definition 2.9 [24])). In any case, the SAR process controls the frequency of the by the MinMax process detected local extreme values.

The underlying SAR process can e.g., be derived from the well known MACD (moving average convergence/divergence) indicator of [25]. The MACD indicator consists of two lines, the "MACD line" and the "signal line". Whereas the MACD line is the difference of a fast exponential moving average (EMA; standard setting is 12 periods) and a slow EMA (standard is 26 periods), the signal line is the EMA (standard is nine periods) of the MACD line. To construct the related SAR process, we use the MACD indicator not with default parameters, but scale all three values $(12,26,9)$ by a common factor, called "timescale". Since the MACD line is "faster" than the signal line, the SAR process is defined as value "up" (value 1), if the MACD line is above the signal line, and as value "down" (value -1) in the opposite case. See [24] for the details and Figure 1 for an example.


Figure 1. Two examples showing for the MinMax series and the underlying SAR (stop and reverse) process derived from the MACD (moving average convergence/divergence) indicator for two different choices of "timescale": parameter (12,26,9), i.e., timescale $=1$ (left) and parameter $(30,65,22.5)$, i.e., timescale $=2.5$ (right). Both examples show the exact same time frame of the S\&P 500 .

In this paper, we will always use the MACD indicator induced SAR process, although there would be other reasonable choices possible. Increasing the timescale leads to less detected extreme values while decreasing the timescale leads to more extreme values, i.e., a finer resolution.

Note that the MACD series can oscillate quickly around the signal line which leads to many small and insignificant local extreme values. To avoid this problem, we require a change of the direction of the SAR process such that the distance of the MACD line and its signal line needs to exceed some
minimal threshold of $\delta=0.3 \cdot \operatorname{ATR}(100)$, where ATR means the average true range of the price chart (see (Subsection 2.1 [24]) for the details), i.e., at time point $\tau_{i}$ of the $i$ th candle of the chart, it is

$$
\operatorname{MACD}-\operatorname{SAR}\left(\tau_{i}\right):= \begin{cases}1, & \text { if MACD line } \geq \text { signal line }+\delta \\ -1, & \text { if MACD line } \leq \text { signal line }-\delta \\ \operatorname{MACD}-\operatorname{SAR}\left(\tau_{i-1}\right), & \text { otherwise }\end{cases}
$$

In the following, this MinMax algorithm is used because this is a very flexible tool to identify local extreme values in price charts. As far as we know, this method is the only one that identifies local extreme values exactly and is continuously adjustable. Since a financial time series always has some noise, there is no unique objective choice for relevant local extrema of a financial time series. Therefore, this process needs to be parameter dependent to adjust the resolution of the minima and maxima.

One question is how to choose the "right" parameter. This will be discussed at the end of this section. For the moment, let us assume that "good" parameters for market $A$ are known. The MinMax process then yields consecutive minima and maxima denoted by $\left(t_{i}, X_{i}\right)_{i=1, \ldots, N}$ with points in time $t_{1} \leq \ldots \leq t_{N}$ and consecutive price values $X_{i}$. To be able to compare these points, the time in seconds since 1st January 1970 is measured. For this wavelike time series, the mean wavelength can be computed by

$$
\begin{equation*}
\lambda:=\frac{1}{N-1} \sum_{i=1}^{N-1} 2\left(t_{i+1}-t_{i}\right)=2 \frac{t_{N}-t_{1}}{N-1} . \tag{1}
\end{equation*}
$$

Note that $\lambda$ depends on the parameters used in the MinMax algorithm since the minima and maxima depend on the used parameters.

Choosing these parameters for the second market gives us the extreme values $\left(\tilde{t}_{i}, \tilde{X}_{i}\right)_{i=1, \ldots, \tilde{N}}$ with mean wavelength $\tilde{\lambda}$. In general, $\lambda \neq \tilde{\lambda}$ will hold. In the following, the parameters of the MinMax process for market $B$ are adjusted, so that $\tilde{\lambda}=\lambda$ holds true, in order to obtain two series of extreme values that hopefully oscillate similarly not only globally but also locally. With this at hand, we have a unique selection criterion for the parameters for market $B$. Clearly, there are different possibilities, but this question is left open for future research.

Remark 1. Note that, in general, the wavelength is not expected to be constant, but to be time dependent and able to vary a lot. To see this, Figure 2 shows the averages of wavelengths over a window containing 49 half periods of the MinMax process, i.e., $\frac{1}{49} \sum_{i=s-49}^{s-1} 2\left(t_{i+1}-t_{i}\right)$ for $s=50,51, \ldots, N$. Therefore, matching the mean wavelength for both markets means just matching the level of refinement and not the position of the extreme values themselves.


Figure 2. Moving average of wavelengths over $N-1=49$ half periods for S\&P 500 on a 60 min chart, where the $y$-axis shows the mean number of candles between two maxima (and also between two minima).

Since we are interested in the lead-lag relationship between market $A$ and $B$, we only need to find the relationship of points in time of the extrema by finding the relative positions of $\left(\tilde{t}_{i}\right)_{i=1, \ldots, \tilde{N}}$
within $\left(t_{j}\right)_{j=1, \ldots, N}$. In this case, market $A$ is called the primary market and market $B$ the secondary market. The overall procedure is as follows:

1. Fix the desired mean wavelength $\lambda^{*}>0$.
2. Find all local extreme values $\left(t_{i}, X_{i}\right)_{i=1, \ldots, N}$ and $\left(\tilde{t}_{j}, \tilde{X}_{j}\right)_{j=1, \ldots, \tilde{N}}$ for the primary and the secondary market, respectively, such that the mean wavelengths (1) for both markets on the full data base matches $\lambda^{*}$, i.e., such that $2 \frac{t_{N}-t_{1}}{N-1} \approx \lambda^{*} \approx 2 \frac{\tilde{t}_{N}-\tilde{t}_{1}}{\tilde{N}-1}$.
3. Find $j_{1}, j_{2} \in\{1, \ldots, \tilde{N}\}$ such that $\tilde{t}_{j_{1}}=\min \left\{\tilde{t}_{j}: \tilde{t}_{j} \geq t_{1}\right\}$ and $\tilde{t}_{j_{2}}=\max \left\{\tilde{t}_{j}: \tilde{t}_{j}<t_{N}\right\}$. For each $j \in\left\{j_{1}, \ldots, j_{2}\right\}$, do the following:
(a) Find $i \in\{1, \ldots, N-1\}$ such that $t_{i} \leq \tilde{t}_{j}<t_{i+1}$.
(b) Define the phase shift of extreme value $\left(\tilde{t}_{j}, \tilde{X}_{j}\right)$ regarding the extreme values $\left(t_{i}, X_{i}\right)$ and $\left(t_{i+1}, X_{i+1}\right)$. Here, the linear relative distance between the corresponding extrema values, measured as an angle, is used. We set

$$
\begin{equation*}
\alpha_{j}^{\lambda^{*}}:=\frac{\tilde{t}_{j}-s_{j}}{t_{i+1}-t_{i}} \cdot \pi \in[-\pi, \pi) \tag{2}
\end{equation*}
$$

where

$$
s_{j}:= \begin{cases}t_{i}, & \text { if } X_{i} \text { and } \tilde{X}_{j} \text { are both maxima or both minima, }  \tag{3}\\ t_{i+1}, & \text { if } X_{i+1} \text { and } \tilde{X}_{j} \text { are both maxima or both minima. }\end{cases}
$$

Figure 3 shows some examples for the position of a maximum of the secondary market relative to some extreme values of the primary market.
4. We end up with the empirical circular distribution $\left(\alpha_{j}^{\lambda^{*}}\right)_{j=j_{1}, \ldots, j_{2}} \subset[-\pi, \pi)$ depending on the mean wavelength $\lambda^{*}$.

Negative $\alpha$ resemble a front-running (lead) of the secondary market, positive $\alpha$ resemble a time lag of the secondary market. The result can be interpreted on the unit sphere $S^{1}=\{(\sin \alpha, \cos \alpha) \in$ $\left.\mathbb{R}^{2}: \alpha \in[-\pi, \pi)\right\}$ and gives us all observations of local phase shifts between two markets.


Figure 3. Computation of $\alpha$ in (2): The upper chart shows an idealized price movement of the primary market with two minima and one maximum; the lower part shows five different possibilities for the position of a maximum of the second market, where $\alpha \in[-\pi, \pi)$ measures their positions relative to the extreme values of the primary market.

Remark 2. This approach is independent of the openings of the stock exchange for market $A$ and market $B$. Since the points in time $t_{i}$ and $\tilde{t}_{j}$ are measured in seconds since 1st January 1970, we just put these values into (2), and the machinery continues working unchanged.

Note that the different timezones for the price data need to be considered because some stock exchanges are in the United States while others are in Europe. To avoid any problems regarding the timezones and also daylight saving times, the Greenwich Mean Time (GMT) is used.

Remark 3. The above method has only one parameter, namely the mean wavelength $\lambda^{*}$ (see step 1 ). Therefore, different distributions for different wavelengths can be computed. It turns out that the results in most cases do not depend on the wavelength. Therefore, we compute $\left(\alpha_{i}^{\lambda}\right)_{i=1, \ldots, n(\lambda)}$ for many values of the mean wavelength $\lambda$. For each $\lambda$, a histogram or rather a bar plot can be generated, and, at the end, the average of all bars including standard deviation can be computed.

Remark 4. Note that the extreme values cannot be determined in real time. There is always at least a small time lag. Therefore, such an empirical distribution can also be identified, if we use the point in time when the extreme value is confirmed by the MinMax algorithm instead of the point in time of the extreme value itself.

## 3. Directional Statistics

Since we work with circular distributions, the mean and variance must be computed in an appropriate way (see e.g., [26,27]). This can be used to identify a possible phase shift. We introduce the basic statistical quantities in Subsection 3.1. For a deeper analysis, some interesting statistical tests are listed in Subsection 3.2 and an approximation of the lead or lag is given in Subsection 3.3.

### 3.1. Basic Quantities

Now, we will discuss how to calculate estimators, e.g. for the mean angular direction. Details on computations for a general distribution with a $2 \pi$ periodic probability density function $f$ can be found in (Section 3.2 [26]).

The first step is to identify the angles by vectors on the unit sphere $S^{1}$. Let $\left(\alpha_{j}\right)_{j=1, \ldots, N} \subset[-\pi, \pi)$ be the outcomes of a discrete distribution for the phase shift of two markets of interest. We can identify each angle $\alpha_{j}$ with a point on the unit sphere

$$
\mathbf{r}_{j}:=\binom{\sin \alpha_{j}}{\cos \alpha_{j}} \in S^{1}
$$

for $j=1, \ldots, N$. In this two-dimensional space, the mean resultant vector can be computed by

$$
\hat{\mathbf{r}}:=\frac{1}{N} \sum_{j=1}^{N} \mathbf{r}_{j}
$$

Note that $\|\hat{\mathbf{r}}\|_{2} \leq 1$ because it is a convex combination of vectors in $S^{1}$. If $\hat{\mathbf{r}} \neq 0$, choose the mean angular direction $\hat{\alpha} \in[-\pi, \pi)$ such that

$$
\begin{equation*}
\binom{\sin \hat{\alpha}}{\cos \hat{\alpha}}=\frac{1}{\|\hat{\mathbf{r}}\|_{2}} \hat{\mathbf{r}} . \tag{4}
\end{equation*}
$$

Of course, $\hat{\mathbf{r}}$ could be zero and thus no unique mean angular direction would exist. This is the case, e.g., if the angles are uniformly distributed all around $S^{1}$. If this is the case for the phase shifts between two markets, then there is no connection between them and the analysis of the results would already be finished. Since we are interested in at least slightly correlated markets, we do not expect this behavior.

Nevertheless, even in the case where $\|\hat{\mathbf{r}}\|_{2}>0$, the length of $\hat{\mathbf{r}}$ could be small. This happens if the outcomes of the distribution have a large variance. In contrast, a length of $\hat{\mathbf{r}}$ near 1 indicates a small variance and a high concentration of the outcomes close to its mean angular direction. Therefore, we need to consider the circular variance (cf. Section 2.3.1, Equation (2.11) [26]) which can be defined by

$$
\hat{S}:=1-\|\hat{\mathbf{r}}\|_{2} \in[0,1] .
$$

To be able to also measure the skewness and the peakedness, we define the circular skewness by

$$
\hat{b}:=\frac{1}{N} \sum_{j=1}^{N} \sin \left(2\left(\alpha_{j}-\hat{\alpha}\right)\right) \in[-1,1],
$$

and the circular kurtosis by

$$
\hat{k}:=\frac{1}{N} \sum_{j=1}^{N} \cos \left(2\left(\alpha_{j}-\hat{\alpha}\right)\right) \in[-1,1] .
$$

The circular standard error can be defined by

$$
\hat{\sigma}:=\frac{1}{\|\hat{\mathbf{r}}\|_{2}} \sqrt{\frac{1-\hat{k}}{2 N}}
$$

and for more information, see (Section 4.4.4, Equation (4.21) [26]).
Since we are interested in the possible lead or lag between two markets, we want to reduce the influence of outliers that are far away from the mean angular direction. For this reason, a hat function on $S^{1}$ is used to weight the empirical distribution with the hat near the position of the highest peak of the distribution. Then, all reasonable data near the peak get high weights and thus more influence in our statistics, while less important data, i.e., the outliers, obtain small weights. We expect that the peaks of the distributions are near zero up to some lead or lag, i.e., the two markets are positive correlated. Therefore, we use the hat function which has its hat (maximum) at zero and is zero (minimum) at $\pm \pi$. The first two plots of Figure 4 show an example for an observed distribution and its weighted counterpart, respectively. From the weighted distribution, the weighted mean angular direction $\hat{\alpha}^{(w)}$ can be computed as in (4).


Figure 4. (first): example of a possible distribution of phase shifts and a hat function on $S^{1}$; (second): corresponding weighted version of the example distribution from first plot; (third): plot of the probability density functions of von Mises distributions mean location parameter $\mu=0$ and concentration parameters $\kappa=50$; (fourth): same as third but with $\kappa=1$.

### 3.2. Statistical Tests

Most of the statistical tests require an underlying von Mises distribution (see e.g., (Section 3.3.6 [26])), which is often used as an analogon to normal distribution on the unit sphere. The distribution we get for our application is not exactly a von Mises distribution but has a similar shape (see Figure 4). In this figure, the distribution of phase shifts has a similar shape to two superposed von Mises distributions, one with a large and one with a small concentration parameter $\kappa$. Thus, it is possible that the phase shifts correspond to a von Mises distribution plus noise, e.g., white noise. Nevertheless, we use the following statistical tests in order to be able to classify the results even if they are designed for von Mises distributions.

Since we do not know the underlying distribution for the phase shifts, we only get some realizations. Computing the quantities in Section 3.1 using the formulas by putting in our observations will give us the estimators that will be denoted by $\hat{\alpha}, \hat{\alpha}^{(w)}, \hat{S}, \hat{b}$ and $\hat{k}$, respectively.

Next, we want to verify the quality of our mean angular direction. Therefore, the $(1-\delta) \%$-confidence intervals for the population mean is computed, such that $L_{1}:=\hat{\alpha}-d$ and $L_{2}:=\hat{\alpha}+d$ are the lower and upper confidence limits of the mean angular direction, respectively (see (Section 26.7 [28])). For the weighted mean $\hat{\alpha}^{(w)}$, the confidence interval is denoted by $d^{(w)}$. We always use $\delta=5 \%$.

To test for zero mean, which would imply that there is no lead or lag relationship, the one sample test for mean angle can be performed, which is similar to the one sample $t$-test on a linear scale. Let $\alpha_{0} \in[-\pi, \pi)$ be the mean angular direction for which we want to test and $\bar{\alpha}$ the mean angular direction of the underlying (unknown) distribution. We test for

$$
\begin{aligned}
& H_{0}: \bar{\alpha}=\alpha_{0} \\
& H_{1}: \bar{\alpha} \neq \alpha_{0}
\end{aligned}
$$

by checking whether $\alpha_{0} \in\left[L_{1}, L_{2}\right]$ using our estimator $\hat{\alpha}$ and its $95 \%$ confidence interval (see (Section 27.1 (c) [28])). In our case, we will set $\alpha_{0}=0$. The result of this test is then given by

$$
h_{m}:= \begin{cases}0, & \text { if } H_{0} \text { cannot be rejected, i.e., } \alpha_{0}=0 \in\left[L_{1}, L_{2}\right] \\ 1, & \text { otherwise }\end{cases}
$$

As noted in Remark 3, empirical distributions for different mean wavelengths will be generated, with, say, $n \in \mathbb{N}$ different values. To compare all these distributions for the same pair of markets, the one-factor ANOVA or Watson-Williams test (multi-sample test) can be used. It assesses the question whether the mean directions of two or more groups are identical or not, i.e., it tests for

$$
\begin{aligned}
& H_{0}: \text { All of } n \text { groups share a common mean direction, i.e., } \bar{\alpha}^{(1)}=\ldots=\bar{\alpha}^{(n)} \\
& H_{1}: \text { Not all groups have a common mean direction, }
\end{aligned}
$$

(see (Section 27.4 (b) [28])). The output of this test is a $p$-value, i.e., the probability of getting results which are at least as extreme as our observation assuming the null hypothesis is true. Thus, a large $p$-value indicates that the null hypothesis holds true. We denote this value by $p_{w w} \in[0,1]$.

### 3.3. Lead or Lag

Using the mean angular direction $\hat{\alpha}$ and its confidence interval, we can roughly approximate the lead or lag. Assume the mean wavelength on a 10 min chart is 600 candles. The mean wavelength
would then be approximately $6000 \mathrm{~min}=100 \mathrm{~h}$. This value equates $2 \pi$. Thus the mean of the lead or lag $\ell$ can be approximated by

$$
\ell \approx \frac{\hat{\alpha}}{2 \pi} \cdot 6000 \mathrm{~min}
$$

and the corresponding confidence interval is approximated by $\left[\ell-d_{\ell}, \ell+d_{\ell}\right]$, where

$$
d_{\ell} \approx \frac{d}{2 \pi} \cdot 6000 \mathrm{~min}
$$

Analogously, we can compute the lead or lag using the weighted mean angular direction that is denoted by $\ell^{(w)}$ and $d_{\ell}^{(w)}$, respectively, i.e. $\ell^{(w)} \approx \frac{\hat{\alpha}^{(w)}}{2 \pi} \cdot 6000 \mathrm{~min}$ and $d_{\ell}^{(w)} \approx \frac{d^{(w)}}{2 \pi} \cdot 6000 \mathrm{~min}$. Note that a positive value for $\ell$ and $\ell^{(w)}$ means that the primary market leads the secondary and vice versa for a negative value.

To answer the question of which market is ahead, if any, we make the following definition:
Definition 1. For positive correlated markets, i.e., $\left|\hat{\alpha}^{(w)}\right| \leq \frac{\pi}{2}$, we say one market leads the other if $\hat{\alpha}^{(w)}$ is significantly different from zero, i.e.

$$
\begin{aligned}
& \text { if } \hat{\alpha}^{(w)}-d^{(w)}>0 \quad \rightsquigarrow \quad \text { primary market leads, } \\
& \text { if } \hat{\alpha}^{(w)}+d^{(w)}<0 \quad \rightsquigarrow \quad \text { secondary market leads. }
\end{aligned}
$$

## 4. Empirical Study

Now, we study different markets from commodities to foreign exchanges. In Subsection 4.1, we explain the setting and give some details on the choice of parameters. The angular histograms and the statistical results are then shown in Subsection 4.2.

### 4.1. Settings

In this paper, we focus on the 10 min chart. The wavelengths used to adjust the MinMax process for the primary market (see Remark 3) are of sizes

$$
\lambda^{*}(k):=1000 \min +k \cdot 500 \mathrm{~min}, \quad \text { for } k=0,1, \ldots, 58
$$

i.e., between 1000 min and $30,000 \mathrm{~min}$. For the Watson-Williams test (see Section 3.2), this leads to $n=59$ groups. For each $\lambda^{*}(k), k=0,1, \ldots, 58$, we then perform steps 1 to 4 from Section 2.

Remark 5. Note that we do not measure the wavelength in number of candles or number of candles multiplied by its time span. We always use the differences in seconds from our timestamps measured in the universal GMT. Therefore, we always consider the time when the stock exchange is closed.

For most computations of the directional statistics, the MATLAB library CircStat [29] has been used and all angles are measured in radian.

The markets that are examined including the period of time for the available candle data are listed in Table 1. Note that the start date is not the same for all markets. For a combination of markets with different initial dates, the smaller period of time is used for both markets.

Table 1. Examined markets and the period of time of the used candle data of the 10 min chart (whereas the initial date depends on the financial instrument, the terminal date is always 31 December 2015). The Forex data are from HistData.com while the rest of the historical data are from TaiPan RT from Lenz und Partner AG (Dortmund, Germany).

| Stock Exchange | Financial Instrument | Short Name | Initial Date |
| :---: | :---: | :---: | :---: |
| CME eMini | S\&P 500 E-mini Futures | S\&P 500 | 1 January 2007 |
| CME eMini | NASDAQ 100 E-mini Futures | NASDAQ 100 | 1 January 2007 |
| ICE US | Russell 2000 Mini Futures | Russell 2000 | 8 February 2008 |
| Eurex | DAX Futures | DAX | 1 January 2007 |
| Eurex | EuroSTOXX 50 Futures | EuroSTOXX 50 | 1 January 2007 |
| Eurex | BUND Futures | BUND | 1 January 2007 |
| CBOT | 30Y U.S. Treasury Bond Futures | 30y T-Bonds | 1 January 2007 |
| COMEX | Gold Futures | Gold | 1 January 2007 |
| COMEX | Silver Futures | Silver | 1 January 2007 |
| NYMEX | Crude Oil (WTI) Future | Oil (WTI) | 1 January 2007 |
| NYMEX | Natural Gas Futures | Natural Gas | 1 January 2007 |
| Forex | EUR-USD | EUR-USD | 1 January 2007 |
| Forex | JPY-USD | JPY-USD | 1 January 2007 |
| Forex | GBP-USD | GBP-USD | 1 January 2007 |
| Forex | CHF-USD | CHF-USD | 1 January 2007 |

### 4.2. Results

Now, we look at the results for several futures, indexes and foreign exchanges. The statistical quantities for the phase shift of the extreme values are shown in Table 2 and for the points in time of the confirmation of the extreme values in Table 3. The corresponding empirical distributions are given, according to the following remark, by Figures 5 to 22.

Remark 6. (Notes on figures)
The label of each of the following figures states " $A$ versus $B$ " and each figure shows the following four distributions (in same order):

1. Time of extrema: $A$ as primary and $B$ as secondary market.
2. Time of extrema: $B$ as primary and $A$ as secondary market.
3. Time of extrema confirmed (see Remark 4): $A$ as primary and $B$ as secondary market.
4. Time of extrema confirmed (see Remark 4): $B$ as primary and $A$ as secondary market.

All plots also contain the mean angular direction and the mean angular direction of the weighted distribution (weighted with the hat function, see Figure 4). These directions are the green and red lines inside the circle, respectively.

Additionally, each bin of the histograms contains information of the single distributions for each wavelength: it shows that the largest value of this bin occurred within the 59 single distributions, the smallest value and the bin value of the combined distribution plus and minus the standard deviation.

Now, we discuss the results for the time of extrema and afterwards the results for the confirmation time of the extrema.

## Time of Extrema

First, we note that the results are mostly independent of the mean wavelength, which we can see from the additional information of each bin, i.e., the minimal and maximal value for this bin and the standard deviation. Next, we see a very weak correlation between combinations of commodities with itself, except Gold vs. Silver, commodities vs. stock markets, commodities vs. foreign exchanges and EUR-USD vs. JPY-USD, i.e., Figures 13 to 20. The pairs of markets also have a relatively large standard deviation $\hat{S}$ and small concentration around its mean indicated by the small kurtosis $\hat{k}$.

In addition, the combination between stock markets and bond futures (see Figures 10 and 11) have only a small correlation. However, there is a notable peak at $\pm \pi$ that indicates a negative correlation.

All other combinations of markets illustrated in Table 2 and Figures 5 to 9 and Figures 12, 21 and 22 show a large peak near the mean angular direction between $20 \%$ up to $53 \%$. This means that the probability is significantly high that extreme values for both markets are shaped in almost the exact time. Of course, this leads to smaller standard deviations and higher kurtosis.

## Confirmation Time of Extrema

Since the point in time of confirming an extreme value by the MinMax process is more sensitive to the price development than the very fixed point in time of the extreme value itself, we already expect scattered observations. However, even here, we can see a peak in the mean angular direction of about half of the size of the peak for the time of extrema of the strongly correlated pairs of markets. The values in Table 3 are approximately of the same order as in Table 2.

## All Together

We see strong correlations for extrema and confirmed extrema between combinations of DAX, BUND, EuroSTOXX 50, S\&P 500, 30y T-Bonds, NASDAQ 100, Russell 2000 and between the foreign exchanges, except EUR-USD versus JPY-USD. Additionally, Gold and Silver have a strong correlation, whereas all other combinations with at least one market from commodities seem to be weakly correlated or even nearly uncorrelated. Thus, from the point of view of local extreme values, the commodities are separated from other markets.

The lead-lag $\ell^{(w)}$ (see Section 3.3) is between 5 min and 10 min for the point in time of the extrema for the indexes and foreign exchanges, and also for Gold versus Silver. Note that this is just at most the duration of one single period of the 10 min chart. Even the points in time of the extrema are just the time stamp of a candle and not the exact time of the extreme value itself, i.e., these points in time have an uncertainty of $\pm 5 \mathrm{~min}$. Therefore, we cannot view the value $\ell^{(w)}$ as an absolute value but more as a tendency of the lead or lag for the candles in which the extreme values occur.

Remark 7. In most of the cases, our investigations of the correlation of two markets yields one market leading and one market following, e.g., DAX Futures leads S\&P 500 E-mini Futures, no matter which one is considered the primary or secondary market. Note, however, that, in some cases, our calculation cannot decide which market is leading.

Table 2. Results on 10 min chart (time of extrema). * This market leads the other one.

| prime | sec | $\hat{\alpha} \pm d$ | $\hat{\sigma}$ | $\hat{\alpha}^{(w)} \pm d^{(w)}$ | $\hat{\sigma}^{(w)}$ | $\ell^{(w)} \pm d_{\ell}^{(w)} / \mathrm{min}$ | $\hat{S}$ | $\hat{b}$ | $\hat{k}$ | $p_{w w}$ | $h_{m}$ | $N$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| S\&P 500 | DAX* | $0.001 \pm 0.010$ | 0.0044 | $-0.021 \pm 0.004$ | 0.0023 | $-20.316 \pm 3.680$ | 0.526 | -0.061 | 0.409 | 0.000 | 0 | 68999 |
| DAX* | S\&P 500 | $0.026 \pm 0.011$ | 0.0043 | $0.026 \pm 0.004$ | 0.0023 | $24.571 \pm 3.671$ | 0.528 | 0.022 | 0.425 | 0.324 | 1 | 68582 |
| S\&P 500 | NASDAQ 100* | $-0.008 \pm 0.008$ | 0.0028 | $-0.007 \pm 0.003$ | 0.0017 | $-6.768 \pm 2.977$ | 0.389 | -0.002 | 0.581 | 0.813 | 1 | 70686 |
| NASDAQ 100* | S\&P 500 | $0.021 \pm 0.008$ | 0.0029 | $0.006 \pm 0.003$ | 0.0017 | $6.153 \pm 3.024$ | 0.382 | -0.034 | 0.573 | 0.916 | 1 | 68408 |
| S\&P 500 | Russell 2000* | $-0.019 \pm 0.009$ | 0.0035 | $-0.013 \pm 0.004$ | 0.0020 | $-11.978 \pm 3.386$ | 0.442 | 0.007 | 0.528 | 1.000 | 1 | 62104 |
| Russell 2000* | S\&P 500 | $0.018 \pm 0.009$ | 0.0035 | $0.005 \pm 0.004$ | 0.0020 | $4.552 \pm 3.426$ | 0.429 | -0.029 | 0.529 | 1.000 | 1 | 59627 |
| DAX* | EuroSTOXX 50 | $0.029 \pm 0.007$ | 0.0023 | $0.025 \pm 0.003$ | 0.0014 | $23.733 \pm 2.761$ | 0.329 | 0.005 | 0.650 | 0.003 | 1 | 70865 |
| EuroSTOXX 50 | DAX* | $-0.024 \pm 0.007$ | 0.0023 | $-0.020 \pm 0.003$ | 0.0014 | $-19.222 \pm 2.794$ | 0.311 | 0.001 | 0.666 | 0.737 | 1 | 66871 |
| BUND* | 30y T-Bonds | $0.021 \pm 0.014$ | 0.0059 | $0.023 \pm 0.005$ | 0.0028 | $21.723 \pm 4.425$ | 0.599 | 0.021 | 0.365 | 1.000 | 1 | 57067 |
| 30y T-Bonds | BUND* | $-0.007 \pm 0.013$ | 0.0057 | $-0.027 \pm 0.005$ | 0.0028 | $-25.496 \pm 4.411$ | 0.578 | -0.058 | 0.350 | 1.000 | 0 | 56435 |
| S\&P 500 | 30y T-Bonds | $3.108 \pm 0.021$ | 0.0095 | $3.125 \pm 0.005$ | 0.0034 | $2984.247 \pm 5.153$ | 0.750 | 0.007 | 0.249 | 0.000 | 1 | 66307 |
| 30y T-Bonds | S\&P 500 | $-3.078 \pm 0.021$ | 0.0096 | $-3.133 \pm 0.005$ | 0.0034 | $-2991.735 \pm 5.123$ | 0.754 | -0.057 | 0.253 | 0.000 | 1 | 66842 |
| DAX | BUND | $3.125 \pm 0.022$ | 0.0095 | $-3.138 \pm 0.005$ | 0.0033 | $-2996.903 \pm 5.249$ | 0.741 | 0.032 | 0.313 | 0.000 | 0 | 56556 |
| BUND | DAX | $-3.071 \pm 0.024$ | 0.0106 | $-3.126 \pm 0.006$ | 0.0035 | $-2984.998 \pm 5.417$ | 0.765 | -0.054 | 0.299 | 0.000 | 1 | 56563 |
| Gold* | Silver | $0.059 \pm 0.011$ | 0.0046 | $0.021 \pm 0.004$ | 0.0023 | $20.084 \pm 3.730$ | 0.555 | -0.059 | 0.403 | 1.000 | 1 | 69975 |
| Silver | Gold* | $-0.014 \pm 0.011$ | 0.0045 | $-0.010 \pm 0.004$ | 0.0023 | $-9.975 \pm 3.693$ | 0.545 | -0.002 | 0.410 | 1.000 | 1 | 69799 |
| Gold* | Oil (WTI) | $0.138 \pm 0.031$ | 0.0143 | $0.039 \pm 0.006$ | 0.0037 | $37.007 \pm 5.658$ | 0.835 | -0.053 | 0.214 | 0.000 | 1 | 70429 |
| Oil (WTI) | Gold* | $-0.076 \pm 0.030$ | 0.0136 | $-0.049 \pm 0.006$ | 0.0038 | $-46.888 \pm 5.698$ | 0.825 | -0.023 | 0.205 | 0.000 | 1 | 69620 |
| Oil (WTI) | Natural Gas* | $-0.057 \pm 0.054$ | 0.0250 | $-0.026 \pm 0.007$ | 0.0043 | $-24.436 \pm 6.461$ | 0.904 | -0.005 | 0.176 | 0.000 | 1 | 70594 |
| Natural Gas | Oil (WTI) | $0.032 \pm 0.055$ | 0.0254 | $0.000 \pm 0.007$ | 0.0043 | $0.204 \pm 6.541$ | 0.904 | -0.021 | 0.178 | 0.001 | 0 | 68257 |
| Gold* | S\&P 500 | $0.234 \pm 0.076$ | 0.0347 | $0.036 \pm 0.007$ | 0.0042 | $34.619 \pm 6.494$ | 0.931 | -0.085 | 0.195 | 0.000 | 1 | 70164 |
| S\&P 500 | Gold* | $-0.142 \pm 0.069$ | 0.0314 | $-0.046 \pm 0.007$ | 0.0043 | $-43.797 \pm 6.560$ | 0.923 | 0.015 | 0.196 | 0.259 | 1 | 69463 |
| Gold | DAX* | $0.057 \pm 0.078$ | 0.0355 | $-0.008 \pm 0.007$ | 0.0043 | $-7.804 \pm 6.644$ | 0.932 | -0.046 | 0.195 | 0.000 | 0 | 69162 |
| DAX | Gold* | $-0.070 \pm 0.069$ | 0.0313 | $-0.009 \pm 0.007$ | 0.0043 | $-8.626 \pm 6.513$ | 0.924 | 0.030 | 0.202 | 0.000 | 1 | 69644 |
| Oil (WTI) | DAX* | $0.017 \pm 0.031$ | 0.0142 | $-0.025 \pm 0.006$ | 0.0038 | $-23.802 \pm 5.720$ | 0.831 | -0.060 | 0.215 | 0.001 | 0 | 68837 |
| DAX* | Oil (WTI) | $0.028 \pm 0.032$ | 0.0142 | $0.034 \pm 0.006$ | 0.0037 | $32.047 \pm 5.672$ | 0.834 | 0.035 | 0.232 | 0.763 | 0 | 69082 |
| Gold* | EUR-USD | $0.269 \pm 0.030$ | 0.0141 | $0.073 \pm 0.006$ | 0.0039 | $69.348 \pm 5.840$ | 0.823 | -0.099 | 0.177 | 0.000 | 1 | 66762 |
| EUR-USD | Gold* | $-0.199 \pm 0.030$ | 0.0137 | $-0.078 \pm 0.006$ | 0.0038 | $-74.451 \pm 5.771$ | 0.823 | 0.038 | 0.217 | 0.000 | 1 | 66701 |
| Oil (WTI)* | EUR-USD | $0.163 \pm 0.031$ | 0.0148 | $0.022 \pm 0.006$ | 0.0041 | $21.205 \pm 6.004$ | 0.831 | -0.090 | 0.162 | 0.000 | 1 | 66722 |
| EUR-USD | Oil (WTI)* | $-0.094 \pm 0.034$ | 0.0156 | $-0.015 \pm 0.006$ | 0.0041 | $-13.854 \pm 6.053$ | 0.841 | 0.049 | 0.189 | 0.000 | 1 | 65848 |
| EUR-USD | JPY-USD* | $-0.096 \pm 0.063$ | 0.0285 | $-0.022 \pm 0.007$ | 0.0042 | $-21.063 \pm 6.491$ | 0.914 | 0.027 | 0.209 | 0.236 | 1 | 66559 |
| JPY-USD* | EUR-USD | $0.116 \pm 0.061$ | 0.0283 | $0.012 \pm 0.007$ | 0.0043 | $11.000 \pm 6.594$ | 0.912 | -0.053 | 0.185 | 0.000 | 1 | 66373 |
| EUR-USD | GBP-USD* | $-0.005 \pm 0.014$ | 0.0061 | $-0.011 \pm 0.005$ | 0.0029 | $-10.962 \pm 4.376$ | 0.626 | -0.021 | 0.319 | 0.993 | 0 | 64905 |
| GBP-USD* | EUR-USD | $0.039 \pm 0.015$ | 0.0064 | $0.013 \pm 0.005$ | 0.0029 | $12.064 \pm 4.435$ | 0.640 | -0.031 | 0.313 | 0.998 | 1 | 65248 |
| EUR-USD | CHF-USD* | $-0.013 \pm 0.009$ | 0.0036 | $-0.008 \pm 0.003$ | 0.0020 | $-7.268 \pm 3.332$ | 0.466 | 0.006 | 0.508 | 1.000 | 1 | 67828 |
| CHF-USD | EUR-USD | $0.014 \pm 0.009$ | 0.0035 | $0.001 \pm 0.003$ | 0.0020 | $0.697 \pm 3.340$ | 0.447 | -0.031 | 0.511 | 1.000 | 1 | 65479 |

Table 3. Results on 10 min chart (time of extrema confirmed). * This market leads the other one.

| Prime | sec | $\hat{\alpha} \pm d$ | $\hat{\sigma}$ | $\hat{\alpha}^{(w)} \pm d^{(w)}$ | $\hat{\sigma}^{(w)}$ | $\ell^{(w)} \pm d_{\ell}^{(w)} / \mathrm{min}$ | $\hat{S}$ | $\hat{b}$ | $\hat{k}$ | $p_{w w}$ | $h_{m}$ | $N$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| S\&P 500 | DAX* | $-0.007 \pm 0.011$ | 0.0046 | $-0.023 \pm 0.004$ | 0.0025 | $-21.881 \pm 3.839$ | 0.532 | -0.048 | 0.360 | 0.000 | 0 | 69063 |
| DAX* | S\&P 500 | $0.035 \pm 0.011$ | 0.0046 | $0.023 \pm 0.004$ | 0.0025 | $22.165 \pm 3.838$ | 0.536 | -0.007 | 0.376 | 0.000 | 1 | 68421 |
| S\&P 500 | NASDAQ 100 | $0.003 \pm 0.008$ | 0.0030 | $0.003 \pm 0.003$ | 0.0019 | $2.573 \pm 3.092$ | 0.388 | 0.000 | 0.532 | 0.000 | 0 | 70605 |
| NASDAQ 100* | S\&P 500 | $0.028 \pm 0.007$ | 0.0029 | $0.014 \pm 0.003$ | 0.0018 | $13.732 \pm 3.085$ | 0.366 | -0.024 | 0.538 | 0.270 | 1 | 68514 |
| S\&P 500 | Russell 2000* | $-0.055 \pm 0.009$ | 0.0038 | $-0.042 \pm 0.004$ | 0.0022 | $-40.415 \pm 3.570$ | 0.455 | 0.001 | 0.471 | 0.089 | 1 | 62015 |
| Russell 2000* | S\&P 500 | $0.061 \pm 0.009$ | 0.0039 | $0.041 \pm 0.004$ | 0.0023 | $38.690 \pm 3.676$ | 0.442 | -0.018 | 0.444 | 0.001 | 1 | 59406 |
| DAX | EuroSTOXX 50 | $-0.002 \pm 0.007$ | 0.0023 | $0.002 \pm 0.003$ | 0.0015 | $2.008 \pm 2.783$ | 0.322 | 0.015 | 0.642 | 0.000 | 0 | 70889 |
| EuroSTOXX 50 | DAX | $0.006 \pm 0.007$ | 0.0023 | $-0.000 \pm 0.003$ | 0.0015 | $-0.031 \pm 2.803$ | 0.294 | -0.019 | 0.654 | 0.001 | 0 | 66896 |
| BUND* | 30y T-Bonds | $0.131 \pm 0.014$ | 0.0061 | $0.070 \pm 0.005$ | 0.0030 | $66.725 \pm 4.584$ | 0.599 | -0.047 | 0.320 | 0.119 | 1 | 57092 |
| 30 y T-Bonds | BUND* | $-0.013 \pm 0.013$ | 0.0059 | $-0.026 \pm 0.005$ | 0.0030 | $-24.679 \pm 4.570$ | 0.585 | -0.041 | 0.318 | 0.000 | 0 | 56367 |
| S\&P 500 | 30y T-Bonds | $3.108 \pm 0.020$ | 0.0093 | $3.114 \pm 0.005$ | 0.0035 | $2973.299 \pm 5.217$ | 0.740 | -0.018 | 0.230 | 0.000 | 1 | 66303 |
| 30y T-Bonds | S\&P 500 | $-3.050 \pm 0.021$ | 0.0097 | $-3.102 \pm 0.006$ | 0.0035 | $-2962.254 \pm 5.280$ | 0.753 | -0.023 | 0.226 | 0.228 | 1 | 66801 |
| DAX | BUND | $3.050 \pm 0.025$ | 0.0109 | $3.095 \pm 0.006$ | 0.0036 | $2955.419 \pm 5.578$ | 0.770 | 0.012 | 0.283 | 0.000 | 1 | 56509 |
| BUND | DAX | $-2.910 \pm 0.026$ | 0.0118 | $-3.058 \pm 0.006$ | 0.0037 | $-2920.359 \pm 5.739$ | 0.782 | -0.090 | 0.252 | 0.979 | 1 | 56632 |
| Gold* | Silver | $0.049 \pm 0.010$ | 0.0043 | $0.023 \pm 0.004$ | 0.0024 | $22.400 \pm 3.717$ | 0.515 | -0.034 | 0.379 | 0.285 | 1 | 69916 |
| Silver | Gold* | $-0.022 \pm 0.010$ | 0.0043 | $-0.020 \pm 0.004$ | 0.0024 | $-19.139 \pm 3.686$ | 0.509 | -0.011 | 0.389 | 0.000 | 1 | 69793 |
| Gold* | Oil (WTI) | $0.143 \pm 0.031$ | 0.0143 | $0.048 \pm 0.006$ | 0.0040 | $45.772 \pm 5.909$ | 0.831 | -0.030 | 0.173 | 0.000 | 1 | 70334 |
| Oil (WTI) | Gold* | $-0.112 \pm 0.029$ | 0.0138 | $-0.049 \pm 0.006$ | 0.0040 | $-47.119 \pm 5.871$ | 0.823 | 0.006 | 0.178 | 0.132 | 1 | 69636 |
| Oil (WTI)* | Natural Gas | $0.028 \pm 0.054$ | 0.0254 | $0.008 \pm 0.007$ | 0.0045 | $7.972 \pm 6.680$ | 0.903 | -0.002 | 0.146 | 0.000 | 0 | 70613 |
| Natural Gas | Oil (WTI)* | $0.003 \pm 0.054$ | 0.0253 | $-0.009 \pm 0.007$ | 0.0045 | $-9.027 \pm 6.709$ | 0.902 | -0.017 | 0.156 | 0.000 | 0 | 68277 |
| Gold* | S\&P 500 | $0.089 \pm 0.081$ | 0.0379 | $0.022 \pm 0.007$ | 0.0046 | $20.652 \pm 6.962$ | 0.935 | -0.013 | 0.158 | 0.000 | 1 | 70108 |
| S\&P 500 | Gold* | $-0.098 \pm 0.078$ | 0.0362 | $-0.032 \pm 0.007$ | 0.0046 | $-30.546 \pm 6.917$ | 0.932 | 0.004 | 0.165 | 0.000 | 1 | 69458 |
| Gold | DAX | $0.029 \pm 0.102$ | 0.0475 | $0.007 \pm 0.007$ | 0.0047 | $6.780 \pm 7.091$ | 0.948 | -0.004 | 0.167 | 0.000 | 0 | 69101 |
| DAX | Gold* | $-0.004 \pm 0.109$ | 0.0505 | $-0.024 \pm 0.007$ | 0.0046 | $-22.558 \pm 7.016$ | 0.952 | -0.031 | 0.178 | 0.000 | 0 | 69600 |
| Oil (WTI) | DAX* | $-0.116 \pm 0.032$ | 0.0150 | $-0.038 \pm 0.006$ | 0.0040 | $-36.403 \pm 5.987$ | 0.836 | 0.026 | 0.176 | 0.000 | 1 | 68821 |
| DAX* | Oil (WTI) | $0.115 \pm 0.031$ | 0.0145 | $0.030 \pm 0.006$ | 0.0039 | $28.735 \pm 5.827$ | 0.834 | -0.043 | 0.199 | 0.000 | 1 | 69034 |
| Gold* | EUR-USD | $0.102 \pm 0.027$ | 0.0125 | $0.028 \pm 0.006$ | 0.0039 | $26.270 \pm 5.770$ | 0.802 | -0.041 | 0.185 | 0.000 | 1 | 66695 |
| EUR-USD | Gold* | $-0.066 \pm 0.026$ | 0.0118 | $-0.032 \pm 0.006$ | 0.0038 | $-30.852 \pm 5.674$ | 0.793 | 0.001 | 0.197 | 0.000 | 1 | 66672 |
| Oil (WTI) | EUR-USD* | $-0.054 \pm 0.033$ | 0.0154 | $-0.030 \pm 0.007$ | 0.0043 | $-29.008 \pm 6.227$ | 0.837 | -0.012 | 0.154 | 0.000 | 1 | 66745 |
| EUR-USD* | Oil (WTI) | $0.171 \pm 0.036$ | 0.0169 | $0.051 \pm 0.007$ | 0.0043 | $48.591 \pm 6.393$ | 0.850 | -0.035 | 0.150 | 0.343 | 1 | 65812 |
| EUR-USD | JPY-USD* | $-0.106 \pm 0.049$ | 0.0228 | $-0.029 \pm 0.007$ | 0.0043 | $-27.384 \pm 6.504$ | 0.892 | 0.023 | 0.185 | 0.000 | 1 | 66509 |
| JPY-USD* | EUR-USD | $0.088 \pm 0.049$ | 0.0227 | $0.014 \pm 0.007$ | 0.0044 | $13.781 \pm 6.561$ | 0.890 | -0.034 | 0.173 | 0.000 | 1 | 66345 |
| EUR-USD | GBP-USD* | $-0.027 \pm 0.014$ | 0.0062 | $-0.021 \pm 0.005$ | 0.0030 | $-19.992 \pm 4.482$ | 0.622 | -0.009 | 0.288 | 0.009 | 1 | 64963 |
| GBP-USD* | EUR-USD | $0.073 \pm 0.014$ | 0.0065 | $0.032 \pm 0.005$ | 0.0031 | $30.463 \pm 4.586$ | 0.632 | -0.032 | 0.265 | 0.000 | 1 | 65228 |
| EUR-USD | CHF-USD* | $-0.022 \pm 0.009$ | 0.0035 | $-0.011 \pm 0.004$ | 0.0020 | $-10.077 \pm 3.351$ | 0.447 | 0.021 | 0.488 | 1.000 | 1 | 67831 |
| CHF-USD* | EUR-USD | $0.040 \pm 0.009$ | 0.0035 | $0.020 \pm 0.004$ | 0.0020 | $18.867 \pm 3.365$ | 0.429 | -0.035 | 0.491 | 0.990 | 1 | 65457 |



Figure 5. S\&P 500 versus DAX.


Figure 6. S\&P 500 versus NASDAQ 100.


Figure 7. S\&P 500 versus Russell 2000.


Figure 8. DAX versus EuroSTOXX 50.


Figure 9. BUND versus 30y T-Bonds.


Figure 10. S\&P 500 versus 30y T-Bonds.


Figure 11. DAX versus BUND.


Figure 12. Gold versus Silver.


Figure 13. Gold versus Oil (WTI).


Figure 14. Oil (WTI) versus Natural Gas.


Figure 15. Gold versus S\&P 500.


Figure 16. Gold versus DAX.


Figure 17. Oil (WTI) versus DAX.


Figure 18. Gold versus EUR-USD.


Figure 19. Oil (WTI) versus EUR-USD.


Figure 20. EUR-USD versus JPY-USD.


Figure 21. EUR-USD versus GBP-USD.


Figure 22. EUR-USD versus CHF-USD.

Remark 8. For the Swiss franc currency, it is more common to analyze USD-CHF instead of CHF-USD, as we do in the above discussion. The reason we focus on CHF-USD is to see the positive correlation to EUR-USD and thus to have a more natural interpretation for lead and lag as in Definition 1.

However, it is also possible to compare (strongly) negative correlated markets as EUR-USD versus USD-CHF. In Figure 23, we see the results for this combination. The results are expected to be the same as for the combination EUR-USD versus CHF-USD but shifted by $\pi$. A comparison of Figures 22 and 23 shows this connection perfectly. This is also the case for the Japanese yen.


Figure 23. EUR-USD versus USD-CHF (cf. Figure 22).

## 5. Conclusions

We introduced the notion of lead-lag relationship from a market technical point of view. Using the local extreme values of the markets, we get an empirical distribution of their phase shifts on the unit sphere. The directional statistics help us to illustrate and quantify the results.

Many strongly correlated pairs of markets are observed with respect to their extreme values, while, of course, there are combinations with a very weak connection. Combinations of indices show the highest correlation and also a measurable lead or lag. Since we use a geometrical approach based on the actual local extreme values of the chart, i.e., on some kind of reversal points, the results can directly be used for trading strategies. For instance, the period where the reversal points are recognized could be used as entry or exit signal of such a trading strategy.

This, however, was not the theme of this paper. Nevertheless, having designed such trading signals, it could be an interesting research approach to test the efficient market hypothesis (EMH) with such kind of signals. Clearly, this would be way beyond the tasks of this paper. Note that, although the EMH basically implies that one cannot make profits with ideas of technical analysis or quantitative methods in the long run, newer interpretations like the adaptive market hypothesis of Lo [30] concede the existence of pattern-like trends in real markets. With the observed lead-lag pattern here, this could be similar.

Further interesting research effort could be the localization using this method to shorter time intervals so that we obtain even more meaningful results for live/real time data.
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