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Abstract:

 As we move into the big data era, data grows not just in size, but also in complexity, containing a rich set of attributes, including location and time information, such as data from mobile devices (e.g., smart phones), natural disasters (e.g., earthquake and hurricane), epidemic spread, etc. We are motivated by the rising challenge and build a visualization tool for exploring generic spatiotemporal data, i.e., records containing time location information and numeric attribute values. Since the values often evolve over time and across geographic regions, we are particularly interested in detecting and analyzing the anomalous changes over time/space. Our analytic tool is based on geographic information system and is combined with spatiotemporal data mining algorithms, as well as various data visualization techniques, such as anomaly grids and anomaly bars superimposed on the map. We study how effective the tool may guide users to find potential anomalies through demonstrating and evaluating over publicly available spatiotemporal datasets. The tool for spatiotemporal anomaly analysis and visualization is useful in many domains, such as security investigation and monitoring, situation awareness, etc.
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1. Introduction

Data that contains location and time information exists everywhere. As we move to the internet of things (IoT), many devices (smart phones and sensors) may report data back with the most recent value at a specific location and time. Stationary spots (such as weather station) record multidimensional data at a time interval. Others, like computer servers and data centers, may log their performance data (e.g., number of traffic flows, system load, intrusion alerts, etc.) with time/location information. Even more challenging, the locations may change over time. For example, natural disasters, like hurricane, tornado and earthquake, may move along a path, while diseases may spread across regions over time carried by the movement of water, air and people.

Monitoring and understanding spatiotemporal data is nevertheless challenging, because the data not only grows quickly in size, but also becomes more complex in nature. This is further complicated by the fact that the data values are usually very dynamic, meaning they usually change not only across regions, but over time, as well. It is difficult for humans to understand the dynamics and correlation of events between time and space.

While data mining and machine learning approaches on spatiotemporal data [1,2,3,4,5,6,7] are useful, there is a gap between the data mining results and the interpretation of results, particularly in the domain of anomaly detection and situation awareness, where users usually want a more intuitive interface to view these relationships. In addition, the possible combinations of attributes grow exponentially, thus the computational complexity for the data mining approach may become infeasible to examine large and complex datasets. Having a visual interface may help to greatly reduce the computation space and allow human operators to make a decision in a shorter time.

Analyzing spatial data, such as geographic visualization [8], is a good starting point. However, visualizing the spatial information alone does not take into consideration the causal relationships among events. Spatiotemporal visualization [9,10,11,12,13] has been proven useful in analyzing such data. Nevertheless, some spatiotemporal visualization is quite complex and requires a fairly steep learning curve. Some visual designs only work on specific types of data. Many visualizations focus on aesthetics rather than being geared towards analyzing the anomalies and simplicity. Since investigators under situation awareness scenarios are most interested in detecting the areas where changes of values are abnormal compared to the past and their neighbors, existing solutions are less effective to complete the task.

To that end, we developed a general visualization tool to analyze the spatiotemporal anomalies. This work is motivated by a simple task, i.e., given only a longitude/latitude (or x/y) location and a timestamped value at that location, can we find which location is abnormal without much a priori knowledge? To make it more challenging, there could be multiple attributes, or vectors, of values. How can we relate the value at each location to its neighbor’s value (spatial), and how does the value change over time (temporal)?

While the design principle of the tool is to make it general enough for many types of spatiotemporal data, one particular scenario of the possible application of the tool is network management. A network manager or system administrator can use the tool to gain a quick look at the current network health and find any place (data centers, servers, routers, hosts, etc.) exhibiting abnormal usage patterns, possibly due to malicious attacks, misconfiguration or hardware fault. Besides security investigation, the tool may also be useful for troubleshooting and debugging purposes. The visual analytic tool (Figure 1) allows investigators to interactively explore spatiotemporal datasets and analyze their anomalous changes. The system is built on top of a popular geographic information system (GIS), i.e., Google Earth (GE), and utilizes a generic data format, i.e., Keyhole Markup Language (KML).

Figure 1. An overview of the spatiotemporal anomaly analytic tool. The filter (black box) and time slider (white box) allow interactive exploration of the evolution of multi-dimensional attributes. The map supports drag, spin, zoom and pan. Anomalous activities can be visually canalized through 2D grids (a) and 3D bars (b). (a) The main visualization on spatiotemporal anomalous analysis; (b) zoomed-in view with anomaly bars in regions.
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Our contribution lies in spatiotemporal anomaly detection by studying the effectiveness of various combinations of 2D/3D visual objects and spatiotemporal data analysis (clustering) using an interactive system. Unlike traditional geographic visualization, we introduce visual cues that can help users understand the correlation of anomalous events. In particular, we adopt visual schemes, such as 3D anomaly bars of different color and size, for representing the value dynamics at different locations. Bars are intuitive to users and can effectively utilize the unused space above the map. Depending on the ways to construct the bars, one can calculate the anomalous scores that can be used to encode the properties of bars. Colors of bars may represent different attributes/dimensions of data. Users can drag, spin, zoom and pan, click for queries or adjust time sliders to investigate events within a particular time window.

In addition, in order to bring some level of automation into visual analysis, we allow the tool to take outputs from spatiotemporal data mining techniques, in particular detecting significant spatiotemporal changing patterns (over-density and/or under-density clusters) through GridScan [14]. The irregularly-shaped clusters are encoded as 2D anomaly grids superimposed on the cartographic layer of the map to guide users to interesting areas that can potentially be anomalous. Such anomaly grids and bars can be used together for better understanding of spatiotemporal anomalies. The interactive nature of the tool allows users to work on different levels of granularity during the investigation process. Through case studies on publicly available dataset of a large enterprise network and Air Quality Index data, we demonstrate the potential usefulness of the visualization tool. Due to its generality, the proposed spatiotemporal anomaly analytic system may be applied to other domains related to situation awareness.

The rest of this paper is organized as follows. Section 2 discusses the related work. Section 3 describes the architecture of the system, data processing, analysis and visualization design. Specifically, algorithms for encoding and analyzing anomalies are discussed. Section 4 evaluates the proposed visualization over publicly available datasets. Finally, Section 5 concludes our work.



2. Related Work

Visual analytics [15] has been valuable in exploring and analyzing general data. Many complex datasets contain spatial information, as pointed out by [16], which stresses the need for the closer integration of three largely disparate technologies: geographic visualization, knowledge discovery and geo-computation. Part of this work is related to geographic visualization [8], which focuses on the visualization on spatial data. Many real-world spatial data also have time attributes associated with them, i.e., spatiotemporal data. We try to create an interactive environment for users to analyze anomalies in spatiotemporal data.

Spatial-temporal data has become increasingly popular and challenging to understand and analyze. Spatiotemporal visualization [9,10,11,12,13] is becoming an important research topic. Among them, Whisper [11] examines information diffusion in social media and microblogging for spatiotemporal patterns through the structure of a sunflower. GeoSTAT [10] is a web-based tool for visual analysis of spatiotemporal data over a map layer. In addition, spatio-temporal visualization can be achieved through time wheels, a space-time cube or a time-series graph linked to a map [9]. As in a survey [17] on the techniques and tools for visual exploratory analysis of spatiotemporal data, spatiotemporal data can be categorized according to the types of changes over time, e.g., existential (appearance/disappearance), spatial properties (locations) and the values of attributes (increase/decrease). A hybrid particle and texture-based approach [18] was proposed for the visualization of time-dependent vector fields. In addition, a web-based cartographic system [19] was designed for the interactive spatial analysis of social data using the potential smoothing method. Visual analysis on spatiotemporal data has been applied to social media content [20]. Visualization for analyzing movement and trajectory data has been proposed by using clustering and classification [21] and stacking trajectory bands [22]. Parallel coordinates were applied in geographic context to visualize categoric spatiotemporal data [1].

Many visualization techniques for complex event analysis are restricted to one single dimension, e.g., time, geography or network connectivity. To counter that, GeoTime [23] visualizes the spatial inter-connectedness over time and geography in an interactive 3D view with 3D timelines imposed on the geographic map. While well-designed 2D displays may be sufficient to present an extra dimension of information [24], benefits have been proposed for moving from 2D to 3D geographical visualization [25], e.g., using 3D arc maps [26] and 3D heat maps [27]. The benefits include additional display space, data variables and a familiar view of the world. When a flat 3D map and spinning/interaction are possible, 3D can perform better than 2D with a space time cube [28]. 3D pencil and helix icons [13] over maps have been adopted for visualizing spatio-temporal data, in which the icons are used to show the temporal attributes of data. Furthermore, stacking dots and lines in 3D [12] have shown usefulness in adjunct to 2D visualization. In exploring possible visual solution to the IEEE Conference on Visual Analytics Science and Technology (VAST 2012) challenge, M-Sieve [29] combines a map view, attribute explorer and treemap views. While a spatially ordered treemap layout [30] may be used to visualize the spatiotemporal data, the treemap view may be less intuitive for geographic data. This work is based on our previous VAST challenge work [31] by studying the effect of combining 2D spatiotemporal anomaly grids in addition to 3D anomaly bars.

There has been research on data mining on spatial, temporal and spatial-temporal data [2]. Spatiotemporal datasets capture changing values of spatial and thematic attributes over a period of time. An event is usually defined as a spatial and temporal phenomenon that happens at a certain time and a certain location, e.g., an earthquake, hurricane or disease outbreak, etc. Spatiotemporal data mining [3] may involve analyzing spatiotemporal topological relationship patterns, neighborhood, association rules, clustering, movement patterns and outlier analysis. One way to mine spatiotemporal patterns is to find the most frequently occurred sequences of events [4] and to use a depth-first-search-like approach for the fast discovery of long sequential patterns in spatiotemporal datasets. In addition, association rule mining [6] may be applied to spatio-temporal data.

In particular, Compieta et al. [7] analyzed the large spatiotemporal data using spatial association rules based on a priori algorithms and then displayed the mining outcomes combined with a Google Earth map. Their main objective was to predict hurricane Isabel (IEEE Visualization 2004 contest). Algorithms have been developed for discovering moving clusters in spatiotemporal trajectory data [21,32,33,34]. Some objects’ movement obeys periodic patterns over regular time intervals. Spatiotemporal periodic pattern mining [5] is used to retrieve maximal periodic patterns using a specialized index structure for pruning purposes. Therefore, time range queries can be answered efficiently. Spatiotemporal clustering methods, such as SaTScan [35] and GridScan [14], have also been developed to analyze such data. A discretized spatiotemporal scan [36] considers anomalous spatiotemporal windows as a set of contiguous spatial points across various temporal points that are unusual. In spatiotemporal scan statistics [37], the window shape is cylindrical.



3. Spatiotemporal Data Analysis and Visualization

In this section, we begin by describing our visual analytic system, and then, we discuss how data is normalized and analyzed using anomaly bars and different construction methods of bars. We illustrate how spatiotemporal clustering algorithms may be integrated to make the anomaly analysis process more efficient. Particularly, how color function is defined based on user selection of time window is presented. Finally, a user interaction work flow is summarized for the general spatiotemporal anomaly detection.


3.1. System Overview

An overview of the data processing, analyzing and visualization modules in the system is illustrated in Figure 2. Data is handled with various processing methods, such as scanning, aggregation and normalization. The result will be parsed by a KML generator, which writes all parsed data into files with a KML format. 2D and 3D rendering solution will be used separately to deal with grids and bar information results together with attached timestamp. The processed KML files will then be read by a GIS, such as Google Earth, for visualization.

Figure 2. System architecture of spatiotemporal data process, analysis and visualization.
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3.2. Anomaly Bars Visualization

We simplify visual representations of situation/status data through bars, which are well understood, robust and, thus, have a less steep learning curve for ordinary users. Since most maps are 2D and, therefore, the third dimension is not well utilized, we adopt 3D bars to take advantage of both geographic locations and extra dimensions of attribute values. Data measurements could be seen directly and accurately on their geographic positions. We note that since many geographic systems, such as Google Earth, are interactive, i.e., users can drag and move the map from any arbitrary angles, and the system can perform zoom-and-pan operations, the visual complexity associated with 3D objects is likely to be alleviated due to the spinning/interactive nature of the visualization system.

There can be multiple ways to construct and interpret 3D bars, as illustrated in Figure 3. Bars indicate visualized items’ three main dimensions: longitude, latitude and altitude (height). The surface polygon is a square with equal length and width. The center of the square is the latitude and longitude (x,y)-based location of each data point. The model has flexibility in terms of what and how to construct anomaly bars. The heights of bars, i.e., the altitudes of 3D polygons, can be directly derived from the actual values of the attributes or dimensions of spatiotemporal data. These actual values may further be normalized to limit the height of each individual bar. Besides actual values, summary statistical values may also be included to encode the bar heights, such as summation, min/max, average, etc. Particularly interesting, the temporal changes of attribute values, or Δ, may be used as bar heights to allow users to quickly see how many changes their systems have evolved from a previous timestamp.

Figure 3. Utilizing the upper space of a 2D map to encode additional attribute dimensions of spatiotemporal data. The center of the square surface is the latitude and longitude (x,y)-based location of each data point. The altitude or height of the 3D polygon represents the attribute value. Colors may represent the severity of anomalies in a region. (a) 3D bar model; (b) bars representing data dimensions.
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Besides the heights of bars, the sizes may be used to denote the granularity levels of interactive visualization. For example, when zoomed into the most detailed level on a map, the smallest bars represent values of each individual data point. When zoomed out, the larger bars may represent aggregate values of multiple data points in a region.



Colors may be used to reinforce the severity (or abnormality) level of a region. The color mappings follow the cold/warm color spectrum, i.e., cold (e.g., blue) means good, while warm (e.g., orange) means bad. The color spectrum function is illustrated in Equation (1). For example, we can let [image: there is no content] if we want to equally divide the values into 10 bins, where each bin contains the same number of values. Notice that the value range of each bin is not fixed, but dynamically decided based on the actual value distribution. Performing the simple k-means clustering will achieve a similar result as the binning process. The benefit of this method is that we do not need to have a priori domain knowledge on the value range of each bin, except to decide the number of bins. We use this method in the Case I study.

Alternatively, we can also discretize the values into several predefined categories, each of which is mapped to one unique color. The category method is intuitive in many domains. For example, in network and system administration, depending on the syslog urgency levels, if the system load is above 80%, show red (critical); if it is between 50% and 80%, show yellow (warning); else, show green (normal). In environmental protection, depending on the air quality index, if above 250, show red (hazardous); if above 150, show yellow (unhealthy); if below 50, show green (good), etc. We use this method in the Case II study. Generally speaking, the higher and warmer the bars, the more anomalous is a region.



3.3. Normalization of Bar Heights

There are primarily two motivations for the normalization of bar heights. The first one is the suitability for the investigator to observe. For example, when some values of an attribute are extremely small and we use a non-normalized bar height, it is possible for the investigator to miss the bar at the overview level. Another reason is for robustness. The non-normalized values could be, to an extent, too large for an underlying GIS system to create a 3D module. Thereby, normalization is used to control the bar heights at controllable level.

We modify a min-max normalization method for a bars’ height generating solution, which is shown in Algorithm 1. The return value of the normalized bar height can be either positive or negative. While the absolute values are used to construct bars, signs can be utilized for additional visualization. For example, negative bars may be encoded with red color and positive bars may be encoded with green color to distinguish them.




	Algorithm 1 Bar height normalization using min-max (L).



	Require: [image: there is no content]: list of raw data records; includes longitudes, latitudes and values



	Ensure: [image: there is no content]: list of normalized bar heights.



	   



	 [image: there is no content]



	 [image: there is no content](L)



	 for [image: there is no content]do



	  if [image: there is no content]then



	   [image: there is no content]×[image: there is no content]



	  else



	   [image: there is no content]×[image: there is no content]



	  end if



	 end for



	 return N







3.4. GridScan

Direct visualization of spatiotemporal data may fall short sometimes. One limitation for understanding large-scale spatiotemporal data with solely 3D bars lies in the degree of human perception, which is usually challenged by observing a large amount of information concurrently. In order to detect and analyze interesting areas, there must be a starting place for a human to look. To bring intelligence into the visualization, we consider using spatiotemporal data mining in a way that is as general as possible. While there have been space-time clustering algorithms, e.g., SaTScan [35], often, they are not geared towards the anomaly detection or have incompatible data format requirements. For example, while SaTScan has wide applications in health and epidemic domains, it may require strictly integers for total populations and control groups, which is not general enough for all applications. An alternative method may be needed for detecting temporal anomalies in general (x,y,z,t) data records, where x,y are geographic locations, z is the floating point dimension value and t is time.

We need a clustering method that serves the purpose well for detecting areas where values change significantly over time, as well as over neighbors. GridScan [14] is an alternative spatiotemporal cluster detection algorithm recently proposed in the data mining field. Given baseline information, it can be applied for detecting two types of clusters indicating anomalies, i.e., under-density and over-density. Specifically, an under-density cluster indicates that an observation of the data count in an area is significantly lower than expected considering the baseline. On the other hand, an over-density cluster indicates that an observation of data count in an area is significantly larger than expected. The mentioned area’s boundary defines the location and the extent of a cluster. In addition to locating potential anomalies, GridScan also gives statistical evidence of the detected anomalies by their p-values. If the p-value of a detected cluster is smaller than a statistical level, say, 0.05, then the cluster is regarded as statistically significant, which means that the anomaly observed is an unusual event that can barely happen. An important feature of GridScan is that, as a grid-based approach, it is capable of detecting irregularly-shaped clusters while having a time complexity linear to the number of grids. When applied to spatiotemporal datasets, GridScan can be used for detecting data changes over time. By comparing two adjacent temporally aggregated data slices, [image: there is no content] and [image: there is no content], and treating [image: there is no content] as the baseline, GridScan can detect clusters in [image: there is no content], which reflects the significant change between time t and [image: there is no content].

The main steps of GridScan are as follows. As a first step, GridScan aggregates all the spatiotemporal data into regular grids of a given scale. Then, aiming at maximizing an objective function, the algorithm employs a greedy search to grow and determine the boundary of a potential cluster. The effect of baseline data is considered in the objective function, so that the over-density and/or under-density are defined. To obtain the p-value of a potential cluster, Monte Carlo simulation is adopted. Finally, those significant clusters with a p-value smaller than a given statistical level are outputted. Because a cluster is represented by a set of grids, it can approximate any irregular shape at the given spatial granularity. By integrating GridScan results into the visualization tool, we can make the task of analyzing spatiotemporal anomalies more time effective.



3.5. Anomaly Grids Visualization

We choose 2D grids as the supplement solution in our visualization system to represent interesting zones derived from the GridScan algorithms. Like 3D anomaly bars, 2D anomaly grids are also intuitive to use for ordinary users, who can instantly visualize the regions on the map at which they should look. Another benefit is that by viewing the grid’s distributions, users may quickly understand the changing trend by considering another important data dimension: temporal dynamics. An example of the anomaly grids visualization can be seen in Figure 4. The highlighted regions represent the interesting or anomalous areas that are worth further investigation, because they have unusual spatiotemporal changing patterns. The overlapping grids in Figure 4a are due to the multiple clustering results. Since the time slider bar (upper left) indicates a time range, all clusters derived during the selected time range will be automatically plotted. If we drag the start and end buttons on the time slider bar and make them overlap, which means we only examine one particular time slice, then there will be no overlapping grids. The sizes of 2D anomaly grids adjust in response to the zoom levels (Figure 4a vs. Figure 4b). Both anomaly bars and grids are designed to support interactive analysis by dynamically adjusting the granularity levels, as discussed in the next section.

Figure 4. Interactive 2D anomaly grid visualization at multi-level granularity. Highlighted areas represent interesting/anomalous areas that are worth further investigation. Grid sizes may be adjusted depending on zoom levels or the underlying data spatio-temporal prosperities. (a) Level 1; (b) Level 2.
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3.6. Interaction and Trend Presentation

Important features of the visualization tool include interaction and trend presentation. The design of user interaction is two-fold, i.e., the granularity of data values based on zoom-in/out levels and the granularity of colors based on start-end time slider selection by users, as explained below.

In order to keep the quantity of information at an appropriate level during the investigation process, we create different scanning results by modifying grid sizes. After loading the data into the system, the investigator could perform zoom-in/out and pan operation and view anomaly grids in different sizes (Figure 4). The analysis transits smoothly between overview and detail-on-demand. The sizes of the grids may not only depend on the zoom levels, but ideally depend on the underlying data properties. For example, larger grids may be more suitable for one particular dataset, while smaller grids may be ideal for another dataset. Finding a good balance for the granularity of grid sizes for different datasets and incorporating them into user interaction are our ongoing work and will be included in the future version of the tool. A similar interaction is also possible with the anomaly bar visualization (Figure 5) by controlling the number of bars based on different aggregation and zoom levels. In addition, users may simply click any bar to get further information, such as the original values, normalized values, heights, clusters, etc.

Figure 5. Interactive 3D anomaly bar visualization at multi-level granularity. Higher and warmer-colored bars likely indicate anomalous locations. In this example, each region contains many branches in a multinational financial corporation. (a) Region level; (b) branch level.
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The ability to analyze the trend of status changes in the setting of situation awareness is another feature of the tool. While an overview of the entire time range of the dataset is useful and a good starting point, by setting a time range between a beginning and an ending time, the tool provides detail-on-demand investigation over a specified time window of interest events. Sometime, a potential issue may be too subtle to be identified in the overview. The common way to analyze a trend is to visualize pictures frame-by-frame, according to the timestamps. By dragging the time slider, the visualization system will dynamically generate an updated view at that specific time, creating an animation-like effect. This function is supported in our system.



One shortcoming of the above approach is that a human usually performs poorly in remembering things. Memorizing and comparing by shifting images back and forth might be difficult. We try to provide an alternative view, i.e., how can we present temporal dynamics and trends within a static view without requiring users to remember previous images, like in an animation? One useful feature (and novelty) of our tool is that the system will dynamically change the colors of anomaly grids and bars according to our color spectrum model (see Equation (1) in Section 3.7) based on the start and end time values of the slider, which controls the time window of investigation. Figure 6 shows such comparisons. Typically, a static image could sufficiently lower the challenges for human perception and memory limitation.

Figure 6. Examples derived from the dynamic color spectrum model (Equation (1)) on anomaly grids (and possibly bars) through interaction. Colors are dynamically defined based on users’ selection of the start and end time. The static views allow much easier visual analysis of the temporal trend of status changes without forcing users to remember images during an animation. (a) Larger time window; (b) smaller time window; (c) anomaly grids within (a); (d) anomaly grids within (b).
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For trend presentation, we have two solutions: one is we animate the moving trend and view the data temporal variation in either bars or grids. Animated visualization is used in this case to connect the dots between timelines. The function is achieved through a time control panel in the upper-left corner of Google Earth, as discussed above. An alternative solution to animation is to observe the dynamic trend through one static visualization, as discussed below.



3.7. Color Encoding Model

As discussed earlier, in order to show the overall trend and dynamics of the value in one static view in addition to animation, we apply color encoding algorithms to represent 3D bars and 2D grids. The color spectrum is defined in Equation (1):



[image: there is no content]



(1)




where [image: there is no content] is a three-tuple containing values of red, green and blue. [image: there is no content] and [image: there is no content] represent the start time and end time respectively, thus defining the color spectrum. In our case, [image: there is no content] = blue and [image: there is no content] = orange. n depends on temporal data size, i.e., the number of total time slices. i is the order number for ascending time series. The above color spectrum model is used for calculating [image: there is no content] of anomaly grids in order to show the temporal trend, evolution and dynamics of the status value changes in a static view without requiring animation.




3.8. Spatiotemporal Anomaly Analysis

The procedure of detecting and analyzing the general spatiotemporal anomalies and their causes using the visualization tool can be summarized in Figure 7. The chart shows the repetition of analysis between two main levels. Investigators find and analyze all interesting areas by switching visualization scales. Conclusion may be reached through clear observation from both static overview pictures and dynamic moving trends. The amount of details are adjusted based on both zoom levels and time window selection, as described in Section 3.6.

Figure 7. The general procedure and flow chart of detecting and analyzing the spatiotemporal anomalies using the visualization interface.
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The analyzing process includes two parts. One is spatiotemporal clustering algorithms and the other is the normalization of aggregated statistics over each geographic location. In the case where the anomaly scores are directly encoded into the bar heights, the investigator could detect anomaly regions easily by observing the bars’ heights. Results from the data mining, such as spatiotemporal clustering (e.g., GridScan), are reflected in anomaly grids, in which case, the investigator can easily detect anomaly regions by observing the highlighted areas (grids) on a 2D map.

The above two analytic methods focus on the data at different scales. The functionalities of two algorithms are partially different during the overall data processing. Clustering is used in finding the “interesting area” by presenting the grids’ geographic distribution and moving trend. This is a good starting point. After coming up with the interesting areas, we use the second algorithm to measure the value changing trend in a detailed scenario and find out the particular reason for the phenomenon.




4. Evaluation

In this section, we evaluate the spatiotemporal anomalies visualization tool by analyzing two publicly available datasets, i.e., VAST 2012 mini-challenge and Beijing air quality data.


4.1. Case Study: Corporate Computer Networks

The VAST 2012 mini-challenge 1 data embodies a large-scale enterprise network with a network traffic log and geographic information. The log data come from locations all over the fictitious Bank of Money (BoM) facilities that contain close to one million IP addresses. The main challenge on our visualization solution is to detect noteworthy (anomalous) events and their possibly underlying causes from such a big data corpus. This is especially useful for large-scale cyber-situation-awareness purpose.

In this case, two types of information may be critical to detect operational changes outside of the normal activities. First, geographic factors may help to detect anomalies among different branches and regions; and second, the time dynamics could also be important for analysis by considering the branch operation hours. Therefore, how to represent anomalous network behavior with the geographic information is the critical part of the task. In addition, the big volume of data could be another challenge for visual analysis. Straightforward visualization of 900,000 IP addresses and over 4,000 physical locations is not scalable. What and how to represent these large data dominate the efficiency of analyzing anomaly in such an enormous network.


4.1.1. Data Process and Analysis

For the normalization of summary statistics, we mainly use regions and branches as the aggregation points. While rendering at finer granularity is useful during detailed investigation tasks, using branches, for example, will generate more than 4,000 bars for the whole BoM world, which will hardly be displayed and recognized by human beings. On the other hand, grouping by branches will be an appropriate way to represent more details when studying only a few regions. By using time as another dimension, we obtain a time series of status distributions, one per every 15 min.

We first show one bar per region, corresponding to one of each of the attributes. The calculations for the four attributes (the number of online machines, the number of connections, policyStatus, activityFlag) are as follows. Then number of machines will be a summation from each branch, then normalized into the value range of (0, 1). A mean numConnection is used by dividing the sum value by the regions’ machine number. The policyStatus has five values, which indicate how serious is the policy violation undergoing at the machine, from one (normal) to five (severe). In order to emphasize the abnormalities, the policyStatus value is subtracted by one before being summed together, so that the normal machine policy (1) will not be counted. The activityFlag attribute has five values, as well. Value 1 means working normally; Values 2–4 mean different abnormal activities on a machine. While the 2–4 values are worth investigating, they have no priority over others. Therefore, the value of one is counted as zero and all the other values as one. After this calculation, the summed value will let us know how many abnormal machines are in the region.



4.1.2. Number of Online Machines

The visual analytic process develops by the following work flow. After receiving the results from both summary statistics and spatiotemporal clustering algorithms, KML files are generated. In Figure 1a, users could select one or multiple KML or zipped KML (KMZ) files for filtering the other information (highlighted in the black box). Selecting multiple files together may generate a visualization combining both regions and branches. A time slider (highlighted in the white box) will be automatically enabled and sets a start and end time according to the entire time range of the datasets. By dragging start and end buttons together (when they overlap), users can view the situation status during that specific time point. By separating the two start/end icons on the time slider, users will be able to view the status spanning the time window. The grids in Figure 1a are anomalous regions based on the GridScan algorithm. The different colors represent the time slices during the selected time window. After narrowing down by simply selecting the machines’ functional types, we could find some interesting distributions among different types of machines.

Figure 8 shows a variety of clustering distributions by function types, i.e., workstation (teller), workstation (loan), workstation (office), server (web), server (email), server (file), server (compute), server (multiple) and ATM. The popup text boxes are used to highlight existing clusters, which might not be easily viewed in snapshots, due to the graph size. Figure 8h could be viewed as a snapshot of a cluster distribution of multiple servers. In Figure 8l, the highlighted box shows multiple clusters’ distributions in detail by zooming into one “interesting region”. Figure 8i and Figure 8e could be viewed as snapshots of the distribution of ATMs at two different time points. Figure 8j and Figure 8k are snapshots of the distribution of computer servers at two different times.

Figure 8. Anomaly grid (clusters) distributions of the number of online machines by different types of machines show trends over both time and space. (a) Workstation (teller); (b) workstation (loan); (c) workstation (office); (d) server (web); (e) server (email); (f) server (file); (g) server (computer); (h) server (multiple); (i) ATM; (j) computer (Time 1); (k) computer (Time 2); (l) interesting area.
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It can be observed that workstations have clusters all around the BoM world. Servers and ATMs only have clusters in one interesting area. Within the category of servers, computer server anomaly grids differ from other types of servers. Another special approach at this level’s visualization is that we use the colors’ gradual changes to represent a status’s moving trend within a static view. On the other hand, the animation of machines representing the same moving tendency of all types of workstation machines helps us make another important observation: anomaly clusters of one type of machine, i.e., workstation, change in a trend by time series, as shown in Figure 9. Meanwhile, other types of machines show a tendency that is significantly different from the workstations. With both the gradual color change and the animation of each machine type, the tendency of changing values can be easily detected.

Figure 9. Animation effect to visualize the spatiotemporal trend of anomaly regions by dragging the time slider. (a) Time 1; (b) Time 2; (c) Time 3; (d) Time 4; (e) Time 5.
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Another conclusion that can be drawn from the observation is that most servers and ATMs have no clusters, except one in an interesting area. In contrast to others, the type of compute servers has a considerable number of anomaly clusters at a particular time point (after 18:00 on the second day). At this time, we have done the visual analysis at a general level through anomaly grids. For the next level, we apply the second algorithm and visually show bars of three dimensions on the discovered “interesting area” (Figure 8l). Figure 3b shows that with a different tendency in the interesting area (‘Region 25’), an anomaly can be observed in this area. In the graph, the bigger red bar contains the aggregation result for each region. The red bars’ heights are directly related to the branch’s status changes in terms of the number of online machines. A possible explanation for such an anomaly of changes in online machines is that some incidents happened in that area, including a power outage due to natural disasters, such as a hurricane, or malicious hacking/virus, etc.







4.1.3. Number of Connections

Besides “number of online machines”, another attribute “number of connections” can be used for situation awareness visualization. Using the machine type of “workstation teller” as the study example, we find over-density clusters spread all over the BoM world during the two days of time. In Figure 10, we find that clusters are primarily in two colors, making the geographical distribution uneven. There might be some relationship between the clusters and chronological orders.

Figure 10. Clusters of the number of connections are found during the entire data time range. Colors from blue to orange represent different time points in an increasing order.
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In order to study with further inference, we reduce the length of the present display time window. By setting a 2 h time window and taking snapshots during the same time window for each day, we could easily discover a trend of cluster generation, which is similar to the one of the moving trend by the number of machines discussed in the previous section. Figure 11 compares the cluster distribution over two consecutive days (2–3 February 2012). The almost consistent distributions prove the conjecture we made earlier, except a distinct difference from 8:00 am to 10:00 am.

Figure 11. Over-density anomaly cluster distribution of two-hour windows for the machine type of “workstation teller” and the attribute “number of connections”. The moving trend across different zones by an increasing order during the first and the second days is clear. (a) 2 February 2012; (b) 3 February 2012.
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The significant inconformity is suggested by Figure 12, in which a particular cluster is shown in the right part of the figure (highlighted in black box). The clusters are in different regions on the first day, while the clusters are concentrated in one area on the second day. We observe numerous over-density grids, which suggests an abnormal increasing of values of the selected attribute, i.e., the number of connections, during the two morning hours of the second day. Furthermore, the abnormality happens only in a large region. It is clearly abnormal and suspicious that such a huge number of connections happens during that time.

Figure 12. The left picture shows that clusters are in different regions on the first day, while the right picture shows that grids are all concentrated in one region on the second day.
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Supplementary anomaly bars can be superimposed on the map by selecting the option on the left control panel, as shown in Figure 13. By comparing the “interesting area” (region-10) between the first and the second day, we find that the number of connections in Region 1 grows by 5,150 while the number of connections in Region 10 grows by 46,032. This suggests that the number of connections in the suspicious Region 10 grows nine times faster than the neighboring region. Further investigation verifies that the suspicious event is indeed caused by the increased use of teller machines during off hours in affected Region 10.

Figure 13. Aggregation values of the attribute “number of connections” in two neighboring regions (1 and 10) during the same time of day. Region 10 grows nine times more than Region 1. (a) First day; (b) Second day.
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4.1.4. Policy Status

Lastly, we examine the attribute “policy status”, which indicates how well the machine complies with the security policy. The values of the policyStatus are: healthy (1); moderate policy deviation (2); serious policy deviation and non-critical patches failing (3); critical and patches failing (4); and possible infection or questionable files found (5). Anomaly bars can be easily visualized to observe the change of the system status, as shown in Figure 14. The heights of the policy status bars represent how severe a policy violation issue of machines is, e.g., perhaps caused by malicious users and applications under cyber attacks. The rising patterns and moving trend of the policy status can be critical indicators of the network health for enterprise networks, like BoM, especially when the policy status anomaly happens in the company’s headquarters. It seems that most policy deviation warnings consistently exist over time, while the sum of policyStatus keeps rising. Another possibility might be that the increase of policyStatus happens in all large regional offices, because the large regional offices are common targets for various intrusion attempts.

Figure 14. Bank of Money’s (BoM) policy status changes. A few regions have significantly higher bars, indicating severe policy violations, possibly caused by malicious attack activities. (a) February 2, 2012, 8:15 am; (b) 3 February, 2012, 1:00 pm.
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4.2. Case Study: Environmental Quality

Nowadays, people are more concerned about living quality and environmental factors around their places. For this case study, we use the developed visualization tool to analyze the air quality data.


4.2.1. Data Process and Visualization

In the field of environmental protection, the Air Quality Index (AQI) is a common and comprehensive measurement to judge air quality by counting various sub-measures, such as PM2.5, PM10, sulfur dioxide index, etc. These data measure particular particles that might be especially dangerous and can easily penetrate human’s lung and bloodstream. The air pollution problem in developing countries, such as China, becomes increasingly challenging. We collect the AQI data from more than 34 sensor stations in Beijing provided on the web site of the Beijing Municipal Environmental Protection Bureau from January to March of 2013 and combine them with the relative sensor stations’ location information. The sensors’ locations are distributed in the main hubs of communication, the urban area and the surrounding suburbs.

One main challenge of this case from the previous one is that each data item itself represents a measuring result for its local area, which could be viewed as zone data. Since there is only one data value in the entire zone, detecting significant spatiotemporal changes may be challenging with clustering. In addition, missing or a lack of sufficient measurement data is another challenge for investigators to analyze. We set multiple anomaly grid sizes for different view levels. When the investigator zooms out for an overview, the larger size of grids with the relative scanning result will be shown. When zooming in, grids in the smaller size will take the place of the larger grids to visualize with appropriate information contents. In addition, anomaly bars are used to indicate the AQI dynamics at different sensor stations’ locations.

We assign different colors to each AQI category to make it easier for investigators to understand quickly whether air pollution is reaching unhealthy levels in the communities. There are six levels describing air quality status based on the PM2.5 AQI standard from the best to the worst, as shown in Table 1. The heights of bars are based on the values’ min-max normalization. By clicking on a bar, detailed information, such as the AQI value and current status, will be illustrated.

Table 1. The PM2.5 air quality Air Quality Index (AQI) standard based on the WHO’s recommendations.


	PM 2.5 (China) μg/m3 24 h Average
	Level Description
	Bar Color





	0–35
	Excellent
	Dark blue



	35–75
	Good
	Blue



	75–115
	Slightly polluted
	Green



	115–150
	Lightly Polluted
	Yellow



	150–250
	Moderately polluted
	Orange



	250+
	Heavily polluted
	Red












4.2.2. Analysis

First, we have a general overview picture by studying the grids’ movement trend; then, we zoom in and observe the grids’ distribution in more detail, as in Figure 4. After these steps, we should have a general conclusion that the AQI value changes more significantly in the urban area (within the sixth ring road).

As the next step, we focus on the changing trend of all sensors’ AQI values in the urban area, as illustrated in Figure 15. Higher bars are signs of air pollution, which usually causes a fog and haze, because smog in the air reaches a critical level. By setting the time window in January, viewing the changing trend of bar heights and colors, as well as combining the knowledge with the underlying anomaly grid distribution information, we estimate that the city’s urban area has a high probability of fog and haze from the 11th to the 14th and from the 18th to the 30th, which indeed happened. There are three main candidates for the smog: coal-based heating, automotive tail gas pollution and unusual weather.

Figure 15. Anomaly grids and bars of the Air Quality Index (AQI) in Beijing during January and February, 2013. (a) January 9; (b) January 11; (c) January 13; (d) January 18; (e) January 27; (f) February 9; (g) February 11; (h) February 13; (i) February 18; (j) February 27.
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We further narrow down the candidates and possible reasons by comparing the situation at other times, e.g., February. Through observing the grid distribution, fog and haze starts mainly after 21 February and is located in the same urban area. The exact dates are matched: 9th, 13th, 21st, 24th and 28th. In comparison with January, the cold temperature is the same, which means the city remains under the same coal-based heating level. Therefore, we could infer that the main reason for the abating smog is perhaps not weather related, but possibly due to fewer vehicles with less tail gas release. The flowing or migrating population of Beijing usually starts to cut down at the beginning of February because of so-called spring transportation. People will travel back to their hometown to celebrate the traditional Chinese New Year from the 9th to the 17th. An estimated more than nine million people left the city temporarily during the festival term. Interestingly, the anomaly of special fog and haze on the 9th could be an exception, due to the fireworks, as a convention of celebration. The increasing trend of AQI from the 21st till the end of February also could be a demonstration, as urban transportation pressure returns after the 21st, as people come back from the holiday.





5. Conclusions and Further Work

Data with additional important dimensions, such as time and space, have become common. In order to understand and analyze the abnormal changing patterns from these spatiotemporal data, we develop an interactive visual analytic tool that adopts an overview plus detail investigation flow. The multiple-level anomaly grids and bars derived from spatiotemporal mining allow fast and effective visual analysis of the status changing trend, both in terms of time and geographic regions. While spatiotemporal data analysis gains increasing attention among researchers, it is nevertheless challenging and requires further research studies. It is our hope that the demonstration of this work may be general enough to detect and analyze anomalies or abnormal activities in many other spatiotemporal datasets for better situation awareness. Future work includes developing methods for analyzing zones with very different spatial scales, as well as developing more useful functions and increasing the level of the user interactions of such an analytic system.
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