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Abstract: With the development of economy and the improvement of architectural aesthetics, civil
structure buildings show a trend of diversification and complexity, which brings great challenges
to the Structural Health Monitoring (SHM) of civil structure buildings. In order to optimise the
structural health monitoring effect of civil structures, reduce monitoring costs, and improve the
ability of civil structures to deal with risks, a civil structure health monitoring method combining
Variational Modal Decomposition (VMD) and the Gated Recurrent Unit (GRU) is proposed. The
gated neural network algorithm of modal decomposition is used, and then a wireless sensor network
(WSN) civil structure health monitoring model is constructed on this basis. Finally, the application
effect of the model is tested and analysed. The results show that the network energy consumption of
this model can reach a minimum of 0.05 J, which is 0.05 J less than that of the Gate Recurrent Unit
(GRU) model. The minimum loss value is 0.08. Its Mean Absolute Error (MAE), Root-Mean-Square
Error (RMSE), and Mean Absolute Percent Error (MAPE) are 0.03, 0.04, and 0.06, respectively; the
prediction error is the smallest, the overall amplitude difference monitored by the model remains
at a low level of less than 0.01, and the changes are closest to the real situation. This shows that the
model improves the operation efficiency, improves the accuracy of health monitoring, enhances the
adaptability of building structural health monitoring to complex structures, provides a new way for
the development of building structural health monitoring technology, and is conducive to enhancing
civil structures. The safety and stability of buildings promote the high-quality development of civil
and structural buildings.

Keywords: wireless sensor networks; building structural; modal decomposition; gated neural net-
works; civil engineering structures

1. Introduction

Because of its advantages such as easy access to building materials, civil structure
buildings have become one of the building categories with a wide range of applications [1].
However, in practice, civil engineering buildings are subject to high levels of wear and
tear, damage and degradation, low loads and structural fragility, as well as being less
resilient to risk and more severely damaged than other structures in the face of natural
disasters such as earthquakes and typhoons. The environmental impact of civil engineering
buildings is one of the obstacles to their development [2–5]. With the advancement of
internet technology, structural health monitoring (SHM) is also developing in the direction
of intelligence and informatisation. Wireless sensor networks (WSN) have the advantages
of strong collaboration and rapid transmission, which can provide real-time and reliable
monitoring data for SHM and improve the traditional detection of time-consuming and
labour-intensive problems, and the combination of WSN and SHM is gradually becoming a
basic technology in this field [6–9]. However, when faced with complex building structures
with large spans, WSN-based SHM has limitations such as inaccurate monitoring results
and high time costs, and cannot play a reliable role in the subsequent assessment of
building health levels and the determination of rational management plans [10–14]. In
order to optimise the WSN-based SHM method, this study proposes a civil structural
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health monitoring method combining Variational Modal Decomposition (VMD) and the
Gated Neural Network, which improves the performance of SHM, improves the detection
effect, and provides more reference values for the management of civil and structural
buildings. This paper aims to provide a better reference value for the management of civil
and structural buildings and to promote the modernisation of civil and structural buildings.

2. Related Work

Building structural health monitoring (SHM) detects building structures through
network technology for the purpose of effective building management. Guo et al. designed
a CBNN structure for automatic crack damage classification to improve the value of
crack damage classification in SHM, reducing operational difficulties by transforming the
connection structure of the classifier into a multi-level cascade. Experiments on multiple
datasets demonstrated that this method improves classification accuracy and operational
efficiency compared to traditional classification methods [15]. Wang et al. analysed the
building performance of recycled coarse aggregate concrete buildings by using SHM
based on artificial neural networks as a research object. Experimental comparisons with
natural aggregate concrete showed that recycled coarse aggregate concrete buildings change
their dynamic behaviour in response to changes in the environment and have better
resilience compared to natural aggregate concrete buildings [16]. The destructive power of
earthquakes on buildings and the impact of damaged buildings on human society were
illustrated by Carratù et al. [17]. To improve buildings’ resilience to earthquakes, they
proposed the use of IEEE1451 sensing network triggers for the collection and storage of
building health information before and after earthquakes. Experiments demonstrated that
the method has significant advantages in predicting building safety levels, etc. Zhang et al.
proposed the combination of Lamb wave damage localisation with SHM, using probes to
detect damage in thin-slab structures and forming a dictionary matrix based on scattered
signals [18]. The dictionary data were updated while the damage in the building was
formed into an image using the BPDN algorithm. The method was proven to be effective
and feasible through experiments. Wu et al. addressed the problems of ice structures in
terms of appearance construction and health monitoring, and proposed an ice composite
shell material using an inflatable formwork as a design basis to achieve the free design of
the ice shell form and to improve structural safety [19]. Experiments demonstrated the
effectiveness of the method in the construction of ice shells at scale and facilitated the health
monitoring capability.

As one of the common building structures, civil engineering plays a major role in the
construction of infrastructure such as bridges, houses, and roads. Peckens et al. proposed a
bionic control algorithm to improve the ability of civil engineering buildings to cope with
risks such as natural disasters and the environment, and compared three control methods
such as artificial neural networks and particle swarm algorithms experimentally [20].
The results showed that the control technique based on the particle swarm algorithm
performs best, greatly reducing the number of operations and improving operational
efficiency. Shen et al. aimed to investigate the seismic protection capability of civil and
wooden buildings and proposed the use of parameters to optimise the TID, reduce the
response rate in short cycles, and improve the stability of the vibration damping device.
Experimental data showed that this method can effectively control the seismic response
compared to conventional dampers and is applicable to multi-freedom building structures,
which is of value in earthquake engineering [21]. Li et al. dissected the specificity and
importance of modal parameter identification in civil and wooden structural buildings [22].
To improve the effectiveness of parameter identification, they used random subspace
identification as a modal identification method to take advantage of its ability to identify
the intrinsic frequency. The modal parameters were determined through the system matrix.
A comparison experiment with other methods demonstrated that this method improves
the recognition performance. Raffaele and Bruno focused on the impact of wind and sand
prediction on civil and wooden structures in coastal and desert areas [23]. For the variability
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in wind and sand occurrence, they proposed the application of a probabilistic approach to
assess wind and sand activity, which specifically includes sand action eigenvalues as well
as failure eigentimes. The feasibility of this method was demonstrated by applying it to a
desert railway. De-La-Colina et al. aimed to investigate the effect of noise on the response
displacements of civil buildings in the case of earthquakes [24]. Linear and nonlinear
systems were used as the object of study, with signal-to-noise ratios entered at the noise
locations and the building responses observed. The results showed that the linear system is
less affected by noise and that the displacement estimates for both are within acceptable
limits, improving the application of this method in the field of civil construction buildings.

From these findings, it is clear that SHM is important in improving the safety of
buildings and their ability to cope with natural disasters by monitoring the health indicators
of buildings. Civil engineering buildings are subject to environmental and other factors
and require the use of technology to optimise the parameters within them to improve their
stability. Therefore, the study proposes a WSN civil structural SHM model incorporating
VMD-GRU in order to improve the effectiveness of SHM in civil structural buildings,
extend building life, and provide technical support for the development of civil structural
buildings

3. Methodology
3.1. VMD-GRU Optimisation Algorithm

In the WSN civil structure building health monitoring method integrated into VMD-
GRU, VMD and GRU are the core parts, in which VMD is responsible for improving the
quality of building structure data, and GRU adjusts the gated structure by updating and
resetting the gates’data input and retention, to improve forecast accuracy and efficiency.
First, the collected data of civil structures and buildings are standardised to improve the
standardisation and uniformity of the data; then, VMD is used to divide the original data
time series and remove signal noise, and the decomposed intrinsic modal components are
input into the GRU. In the model, the GRU model completes the prediction of the health
state of the building structure through training and learning.

VMD is a variational and signal processing method for nonstationary sequences,
which can reduce the signal processing errors caused by factors such as the number of
sampling points and noise size, improve the quality of original data, accurately extract data
features, and achieve the decomposition of time series signals. GRU is mainly used to solve
problems such as the disappearance of gradients in back propagation in neural networks,
which can reduce the difficulty of network operations and improve the training speed
and prediction effect [25]. The combination of VMD and GRU is beneficial to improve
the sensitivity to data features, and continuously adjust the error in the iterative process
through back-propagation, to improve the prediction accuracy. At the same time, by
eliminating redundant data and invalid data, the complexity of calculation is reduced,
which is conducive to improving operation efficiency, accelerating convergence speed,
realising real-time capture of various index data of civil structures and buildings, and
accurately predicting them, providing a reliable reference for SHM opinion [26]. VMD
revolves around the variational problem of a time series and aims to provide an optimal
solution to it. The input time series is set as f , which is decomposed into m IMFs; the first
m modal function is um; the intrinsic modal component consists of several modal functions,
i.e., {um} = {u1, u2, .., uM}; the total number of intrinsic modal components is M. In order
to improve the modulation efficiency and save the frequency band, the finite bandwidth of
each modal component is obtained quickly and efficiently, and each of the decomposed um
needs to be analysed for the signal time–frequency properties using the Hilbert transform
to obtain the one-sided spectrum; please see Formula (1).

(
δ(t) + j

πt

)
∗ um(t)

δ(t) =
{

0, t 6= 0
∞, t = 0

(1)
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where t is the current moment; δ(t) is the pulse function describing the physical quantities
of the signal at different moments in time; ∗ is the convolution operation; j is the imaginary
unit. The spectrum of um is adjusted to correspond to and combine with the “baseband”
by adjusting each centre frequency in the finite bandwidth of the modal function. The
calculation is as shown in Formula (2).[(

δ(t) +
j

πt

)
∗ uM(t)

]
e−jwMt (2)

where wm denotes the centre frequency corresponding to the mode, the centre frequency
used for the IMF pair is denoted as {wm} = {w1, w2, .., wM}; e−jwMt denotes the exponential
signal. The modulated signal H is manipulated by Gaussian blur to estimate the bandwidth
of each mode and construct a constrained variational problem; see Formula (3).

min
{um},{wm}

{
∑
m
||∂t

[(
δ(t) + j

πt

)
∗ um(t)

]
e−jwMt||22

}
s.t.

M
∑
m

um = f
(3)

where ∂t denotes the partial derivative operation on t. In order to better search for the
optimal solution and solve the variational problem, it is necessary to construct the aug-
mented Lagrangian function L, which transforms the constrained variational problem into
an unconstrained variational problem. The expression of L is shown in Formula (4).

L{{um}, {wm}, λ} = α∑
m
||∂t

[(
δ(t) + j

πt

)
∗ um(t)

]
e−jwMt||22

+|| f (t)−∑
m

um(t)||22 +
〈

λ(t), f (t)−∑
m

um(t)
〉 (4)

where α denotes the quadratic penalty factor, which is responsible for convergence and
enables the signal to recover and maintain high accuracy in various noisy environments
with a Gaussian distribution; λ(t) denotes the L function penalty factor, which has good
constraint capability. f (t), λ(t), ui(t), and un+1

m (t) are optimised by Fourier transformation
to obtain f (w), λ̂(w), ui(w), and un+1

m (w), respectively. The saddle points of the L function
are searched by alternating direction multipliers to update the modal spectrum ûn+1

m (w),
the modal centre frequency wn+1

m , and the Lagrangian factor λ. The parameters a and
τ are used to balance the data fidelity and to update λ, respectively. After continuous
iterative optimisation, the minimum value of the modal function and the central frequency
is obtained by satisfying the convergence condition, i.e., the optimal value. The expression
is shown in Formula (5).

ûn+1
m (w) =

f̂ (w)− ∑
i 6=k

ûi(w)+ λ̂(w)
2

1+2a(w−wm)2

wn+1
m =

∫ ∞
0 w|ûm(w)|2dw∫ ∞
0 |ûm(w)|2dw

λ̂n+1(w) = λ̂n(w) + τ

(
f̂ (w)−∑

m
ûn+1

m (w)

)
∑
m

||ûn+1
m −ûn

m ||2
||ûn

m ||2
< ε

(5)

where d denotes the offset parameter, ε denotes the convergence error line, and ε satis-
fies the condition of being greater than 0. The calculation flow of the variational mode
decomposition is shown in Figure 1.
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Figure 1. The calculation flow of the variational mode decomposition.

Figure 1 shows that the VMD decomposes the time series into a number of stable IMFs
by removing noise and dividing the input signal in the frequency domain. Based on the
finite bandwidth of each IMF, each IMF is predicted using its different centre frequencies,
and the minimum value of the sum of the bandwidths is determined as the solution to the
variational problem.

There are two gating units in the GRU, the update gate (z) and the reset gate (r), which
are used to control the input of the function by adjusting the parameters, thus preserving
the information of the useable value and eliminating useless and redundant data, which
are good solutions for the problems of large fluctuations, slow convergence, and instability
of the neural network caused by gradient disappearance and gradient explosion during
operation. After the VMD decomposes the IMF, it is used as the input to the GRU, which is
set at the time of xtt, and the output of the hidden layer is ht, which forms the candidate
value ĥt. The weights of the update gate are composed of Wzh and Wzx; the weight matrix
of the reset gate is composed of Wrh and Wrx ; the weight matrix of the hidden layer output
candidate ĥt is Whh and Whx; the output candidate value is obtained through these element
operations (see Formula (6) for details).

zt = σ(Wzhht−1 + Wzxxt)

rt = σ(Wrhht−1 + Wrxxt)

ĥt = tanh(Whh(rt � ht−1) + Whxxt)

ht = (1− zt)� ht−1 + ĥt � zt

(6)

where σ denotes the sigmoid function, σ ∈ (0, 1), which is responsible for activating
the network; tanh denotes the hyperbolic tangent function, which belongs to (−1, 1);
� denotes the element product operation on the weight matrix. GRU uses the error
between the input IMF value and the output value to adjust the weight parameters of
the update gate, reset gate, and hidden layer, i.e., Wz, Wr, and Wh, respectively, in the
process of continuous forward propagation to gradually obtain the optimal parameters,
thus achieving the optimal prediction. By setting the input yi

t to Wvh and the output yv
t to

σ(yi
t), each weight parameter is calculated according to Formula (7).

Wr = Wrz + Wrh
Wz = Wzx + Wzh
Wh̃ = Wh̃x + Wh̃h

(7)
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The weight matrix is combined to form the parameter weights. The loss function of
the moment t is set to Et = 0.5(yd − yv

t )
2 and the loss function is used to converge the loss

of the sample by performing a bias operation on each parameter weight. The update of
each parameter after the convergence operation is shown in Formula (8).

∂E
∂Wzx

= δz,txt

∂E
∂Wzh

= δz,tht−1

∂E
∂Wĥx

= δtxt

(8)

where E denotes the loss of the sample. The GRU network reaches the optimum after
training each parameter. The structure of the GRU gated recurrent unit is shown in
Figure 2.
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Figure 2 shows that the structure of the GRU consists of an update gate and a reset
gate. In the update gate, the input at the moment determines the amount of information
transferred between the upper and lower hidden layers through the sigmoid function,
which reflects the GRU’s attention to historical data. In the gate, the activation function is
used to determine the amount of information forgotten in the input at the moment, which
reflects the update status of the information in the GRU network. Based on the gating
unit and hidden layer, the analysis of information at each moment is realised, focusing on
important information and ensuring the delivery of effective information. The short-term
prediction process of the VMD-GRU algorithm is shown in Figure 3.

Figure 3 shows thatVMD-GRU prediction first requires the application of VMD to
decompose the signal to reduce the complexity of the time series, and the resulting IMF
is fed into the GRU network to make predictions after training parameters to achieve the
monitoring of the health of civil and structural buildings.
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3.2. WSN Civil Structural SHM Model Incorporating VMD-GRU

SHM can timely understand the health level of buildings by obtaining the durability
and bearing capacity of current civil building structures. The incorporation of VMD-GRU
in SHM provides risk prediction for the management of building structures, enabling
problems to be identified and improved in a timely manner before hazards occur, which
contributes to the sustainability of civil engineering buildings. Before VMD-GRU can make
predictions, WSNs need to be used to distribute wireless sensor nodes in the monitoring
area, enabling communication between the nodes so that information related to the health of
the civil and structural building can be collected and processed. The sensor node coverage
of the WSN is, thus, related to the comprehensiveness and accuracy of data collection and
the efficiency of information transfer, which directly affects the assessment of the final
building health level. Probabilistic sensing is used to understand the sensing range and
sensing intensity of each node of the sensor, and this is used to adjust the node distribution
to ensure comprehensive coverage. Assuming a target monitoring area of S, K sensor nodes
are randomly deployed within S. To ensure accuracy, the performance parameters of each
node are set uniformly, and the coordinates of each node are (xn, yn). Assuming that the
node transmission range is a circle, with the sensor node’s own position as the centre, a
circle for the effective sensing radius is drawn to obtain the coverage area of the sensor node
rcn; then, cn = (xn, yn, r). The coverage area of each sensor node is aggregated to form the
set of sensor nodes C = {c1, c2, c3, . . . , cN}. Assuming that the S area consists of multiple
equal pixels, each with an area of a× b, the coordinates of each pixel point are (x, y). The
probability that each pixel point is within the coverage of the sensor node is P{rn}, which
can also be expressed as Pcov(x, y, cn), where rn represents the pixel-point-covered event
P{rn}. See Formula (9) for the calculation.

P{rn} = Pcov(x, y, cn) =

{
1, d(cn, q) < r
0, otherwise

(9)

where d(cn, q) represents the distance between the node, S is any point in the region, and
its calculation is Q(xq, yq), detailed in Formula (10).

d(cn, q) =
√
(xn − xq)

2 + (yn − yq)
2 (10)

The distance between the node n and the node q is the Euclidean distance, λ1 and λ2,
obtaining the sensor node characteristics. Its calculation is shown in Formula (11).{

λ1 = re − r + d(cn, p)
λ2 = re + r + d(cn, p)

(11)
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where re indicates the fluctuation range of sensor node monitoring, re ∈ (0, r). Considering
the actual monitoring environment of civil and structural buildings, it can be affected by
the environment and interference from factors such as noise and high-frequency signals,
which affect the accuracy of sensor node coverage. Probabilistic sensing is able to adjust
the probability according to the changes in the environment and is highly adaptable, and
the probability is calculated according to Formula (12).

Pcov(x, y, cn) =


1 d(cn, q) ≤ r− re

e
−α1λ1

β1

λ2
β2+α2 |d(cn, q)− r| ≤ re

0 d(cn, q) ≥ r + re

(12)

The parameters α1, α2, β1, and β2 represent the probability of a node sensing a mon-
itored target when the monitored target lies within the fluctuating range of the node’s
monitoring. During the monitoring process, the sensing capability of the sensor node
decreases with time and task, so it is often necessary to set a maximum value of target
sensing probability Pmin to limit the sensing behaviour of the node in order to improve
the sensing accuracy of the node and maximise the role of the node. A monitored target is
considered to be within range of a sensor node when its detection probability is greater
than or equal to Pmin; otherwise, it means that the target is not sensed by the sensor node,
i.e., the target is not included in the monitoring. To improve the quality of sensing, sensor
nodes need to collaborate with each other to complete the sensing task in the monitoring
area, so in the actual monitoring process, there will be multiple sensor nodes detecting the
same target; probabilistic sensing needs to fuse the sensing probability of multiple nodes to
determine the joint sensing probability, which is calculated according to Formula (13).

Pcov(Cov) = 1−
K

∏
n=1

(1− Pcov(x, y, cn)) (13)

where n is an integer in the range of [1, K]. The node coverage Pcov(x, y, c) determines
whether the sensor nodes are within the coverage range, then the calculation of the coverage
rate of the node set Rarea(C) refers to Formula (14).

Rarea(C) =
Aarea(C)

As
=

a
∑
x

b
∑
y

Pcov(x, y, c)

a× b
(14)

where Aarea(C) represents the coverage area of the node set C; As represents the area of
the monitoring area. The optimal scheme of node deployment is based on the selection of
the best node. The best node needs to be determined by the ratio of the coverage area of
the node set to the total area of the detection target area. The ratio is the largest, indicating
that this node is the optimal node. The layout and coverage of wireless sensor nodes under
probabilistic perception are shown in Figure 4.

Figure 4 shows thatunder probabilistic sensing, the distribution of wireless sensing
nodes is more uniform, and their coverage is extensive, covering all areas without any
loophole areas, so the wireless sensor network maintains a high coverage level in the
monitoring area and achieves accurate positioning and real-time tracking of monitoring
targets.

As the collected building structure data are numerous and complex, in order to
improve the data quality and reduce the prediction error caused by the redundant data,
it is necessary to normalise the data. On the premise of ensuring the integrity of the
original information, abnormal and invalid data, including data with incorrect format, non-
architectural structure data, and redundant data, are excluded. Dimensionality reduction
operations are performed on all data information to reduce the amount of data as much
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as possible. Linear transformation is performed on the original data and mapped into the
a [0, 1] interval, and its calculation is detailed in Formula (15).

a′ =
a− amin

amax − amin
(15)

where amax denotes the maximum value of the linearly transformed data; amin denotes the
minimum value of the linearly transformed data. The structure of the WSN civil structural
SHM model incorporating VMD-GRU is shown in Figure 5.
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Figure 5. WSN civil structure SHM prediction model structure integrated with VMD-GRU.

Figure 5 shows that the WSN civil structure SHM model incorporated into VMD-
GRU consists of three layers: sensing layer, communication layer, and management layer.
The WSN reasonably deploys sensor nodes to collect building structure data and form a
building structure information database. High-quality information is obtained through
data pre-processing and decomposed using VMD to obtain multiple IMFs before inputting
them into the GRU model for prediction, and the obtained prediction results are used as a
reference for assessing the assessment of the health level of the building structure.

4. Application of WSN Civil and SHM Models Incorporating VMD-GRU
4.1. Performance Analysis of the VMD-GRU Algorithm

The experiments were conducted with the Windows 10 operating system as the
running condition and its hardware was an Intel Core i5-7300 CPU at 2.50 GHz with
DDR48GB of memory. The signal was decomposed and the model was trained in a
MATLAB 2020a environment. Two datasets, A and B, were selected to train and test the
model. The A dataset and the B dataset contained 7548 and 7490 data samples, respectively.
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In both datasets, 80% were randomly selected as the training set, 10% as the test set, and
10% as the validation set. During the experiment, common intelligent algorithms for
building structural health monitoring were added as experimental comparison, including
the BP neural network (Back propagation neural network, BPNN) [27], GRU [28], and
Support Vector Regression (SVR) [29]. The three algorithm models took the loss value
and network consumption as the evaluation indicators of the model and evaluated the
prediction error of the model and the network energy usage of the model. The parameter
K directly affects the accuracy and speed of VMD decomposition, so the optimal K value
needs to be determined experimentally to complete the construction of the VMD-GRU
algorithm model. In the experiments of the A and B datasets, the comparison of the
prediction errors of the VMD-GRU algorithm model under different K values is shown in
Figure 6.
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Figure 6. Comparison of prediction errors of VMD-GRU algorithm models under different K values.

Figure 6 shows that in the experiments on the two datasets, when K was 6, the mean
absolute error (MAE), root-mean-square error (RMSE), and mean absolute percent error
(MAPE) were all the smallest, and the prediction accuracy was the highest. In Figure 6a,
the MAE, RMSE, and MAPE for a value of 6 at K were 0.03, 0.04, and 0.07 compared to 0.06,
0.04, and 0.08 for a value of 4 at K, respectively. In Figure 6b, the MAE, RMSE, and MAPE
for a value of 6 at K had the smallest values of 0.04, 0.05, and 0.07, respectively. MAE,
RMSE, and MAPE reached the highest values of 0.07, 0.08, and 0.13, respectively. It can be
seen that only when the parameter value was taken as 6, the gap between the predicted
and real values was smallest and the prediction results closest to the real situation, which
is conducive to giving full play to the advantages of VMD and laying the foundation for
obtaining good prediction results.

The parameter K for VMD in the VMD-GRU algorithm model was set to 6. The models
were trained together with the comparison algorithm and the performance of each model
was compared and analysed. The energy consumption of the network under different
algorithm models in the A and B datasets is shown in Figure 7.

Figure 7 shows that the energy consumed by the VMD-GRU model network remained
in the 0.05–1.0 Joule range during training in dataset A. The energy consumption was
higher in the 20th, 80th, 130th, 200th, and 240th training rounds, exceeding 0.3 J overall,
with high variability. The remaining energy consumption was all concentrated in the
low-level range of 0–0.1 Joules. The GRU model had the largest fluctuation in energy
consumption, with a minimum of less than 0.1 J and a maximum of up to 1.2 J, with a faster
rate of energy change per round. The BPNN model and SVR model had higher levels of
energy consumption, concentrated in the range of 0.6–1.0 Joules. In the training of dataset
B, the energy consumed by the VMD-GRU model network was concentrated in the range of
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0.1–0.5 Joules. The energy consumption of the remaining three models was concentrated in
the range of 0.4–1.0 Joule sand fluctuated widely. It can be seen that the VMD-GRU model
simplified the operational process, greatly reduced the network energy consumption, and
was able to maintain a low and stable level of consumption. The comparison of the loss
values of different algorithm models in the A and B datasets is shown in Figure 8.
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Figure 8 shows that the loss value of the VMD-GRU model was lowest in both datasets
of training. In dataset A, the VMD-GRU model maintained a stable loss value of 0.08 after
70 iterations, while in dataset B, the VMD-GRU model tended to have a loss value of 0.15
after 60 iterations. The BPNN was better trained in dataset B, with a stable loss value of
0.3 after 150 iterations. The loss value of GRU in dataset B improved by 0.2 compared to
dataset A, and the number of iterations decreased by 70. This shows that the VMD-GRU
model was able to achieve convergence at a faster rate and reach a low loss state, optimising
the performance of the model.
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4.2. Analysis of SHM Results for Civil Structures

A certain house building in a tourist attraction was used as a model application,
and due to the training error, the study used 4 weeks to adjust the model parameters.
Considering the influence of the sensor type and the number of sensor nodes on the model
monitoring effect, the study selected three types, and 250, 260, and 270 sensors were selected
for experiments at the same time. The prediction accuracy of the VMD-GRU model under
different sensor types and number of sensor nodes is shown in Figure 9.
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Figure 9. Prediction accuracy of VMD-GRU model under different sensor types and number of sensor
nodes.

Figure 9 shows that under different sensor types, the prediction accuracy of the VMD-
GRU model did not change much, the prediction accuracy of the three types of sensors
basically remained in the range of 0.7, 0.85. The overall prediction accuracy of sensor type 1,
sensor type 2 and sensor type 3 is about 0.8, 0.78 and 0.75 respectively, and the prediction
accuracy difference between the three. If it did not exceed 0.1, the difference in prediction
effect was not significant. At the same time, when the number of sensor nodes was 250, the
prediction accuracy of the model was about 0.65. When the number of sensor nodes was
260 and 270, the prediction effect of the model was similar, and the accuracy was basically
the same, about 0.85. Considering the equipment cost, we decided to use 260 sensor nodes
to complete the monitoring of civil structures in an efficient and economical way.

A total of 260 sensors were used to monitor the building, of which 130 sensors were
placed on the first and second floors; 13 sensors were placed on each civil structure truss;
a 50 mm × 100 mm wire trough was used for the collection of wires and protection;
shielded lines, water pipes, and load lines were laid under the truss monitoring points;
the arrangement of sensor nodes was completed; the sample data collection time interval
was set to 1.5 h; the collected building structure data were transmitted to the management
through the base station and network. The management adopted an IoT-level structure,
which consisted of the internet, wired and wireless communication networks, and cloud
computing platforms to monitor the health of the civil and structural buildings, including
the deformation and aging of materials, the degree of building corrosion, and the cracks
and fractures of materials. A total of 8500 building structure data points were collected
between June and September 2020 using showroom sensors, after data pre-processing as
the final sample set. Three algorithmic models, BPNN [30], GRU [31] and SVR [32], were
still used as experimental comparisons to analyse and test the monitoring performance
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of the models. The difference between the predicted value and the actual value under
different algorithm models is shown in Figure 10.
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Figure 10. Comparison of the difference between the predicted value and the real value under
different algorithm models.

Figure 10 shows that the overall predicted values of the VMD-GRU model for the
health level of the building structure were closest to the real situation and had the highest
prediction accuracy. The overall magnitude difference remained low at less than 0.01,
except for the sample series of 70, where the magnitude difference reached a maximum
level of 0.05. The SVR model produced a large magnitude difference in the prediction
process, with the overall difference remaining in the range of 0.05–0.2. The SVR model
produced magnitude values that differed significantly from the true values in the prediction
of each sample series. The BPNN model had the lowest prediction accuracy, with predicted
values differing significantly from the true values, both overall and for each sample series.
The maximum difference in magnitude was 0.23, an improvement of 0.18 compared to the
VMD-GRU model, and the smallest magnitude was 0.1, still at a high level. This shows
that the VMD-GRU model was able to make full use of the advantages of VMD and GRU
to achieve a high level of accuracy in predicting the health levels of civil and structural
buildings. The comparison of MAE, RMSE, and MAPE values under different algorithm
models is shown in Figure 11.

Figure 11 shows that the MAE, RMSE, and MAPE values of the VMD-GRU model
were significantly different from the other models. In Figure 10a, the GRU model had the
highest MAE value of approximately 0.08; the VMD-GRU model had the smallest MAE
value of approximately 0.03, which was 0.02 and 0.04 lower compared to the BPNN and
SVR models, respectively. In Figure 10b, the RMSE value was the lowest among the VMD-
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GRU models at 0.04, followed by the BPNN model with an RMSE value of approximately
0.05, and the SVR model had the highest RMSE value of over 0.08. In Figure 10c, the
VMD-GRU model achieved the lowest MAPE value of 0.06, which was 0.05, 0.07, and 0.06
lower than the BPNN, GRU, and SVR models, respectively, and overall, the VMD-GRU
model had the smallest average magnitude of error, which indicates that its predicted value
was closest to the true value. Thus, the VMD-GRU model optimises the prediction effect
and improves the model performance, which can improve a reliable reference for civil
construction assessment.
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5. Conclusions

SHM is the basis for improving the durability and safety of building structures, which
is conducive to maintaining building structures and reducing engineering accidents. In
order to optimise the effect of SHM in civil and structural buildings, the study proposed
the improvementof the WSN-based SHM model using the VMD-GRU algorithm, and the
accuracy of the constructed index system model was verified. In the training process of
the model, the improved model achieved the minimum value levels of 0.03, 0.04, and
0.07 for MAE, RMSE, and MAPE, respectively, when the value of VMD parameter K was
6, with the smallest error and the best prediction results. In the decomposition method
of VMD, the K value determines the number of IMFs and has an important influence
on the decomposition effect. If the K value is too small, it is easy to cause insufficient
decomposition, inherent modal confusion, and overlap, which increases the complexity
of the data; K data redundancy reduces data availability. It can be seen that whether the
K value is too large or too small, it reduces the quality of the original data to a certain
extent, adversely affects the subsequent prediction, and causes prediction errors. Therefore,
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choosing an appropriate K value is the guarantee to improve the prediction effect of the
VMD-GRU model.

In the training in dataset A, the energy consumed by the VMD-GRU model network
remained in the range of 0.05–1.0; in the training in dataset B, the energy consumed by the
VMD-GRU model network was concentrated in the range of 0.1–0.5. The energy consump-
tion was reduced by 0.05–0.2 and 0.1–0.5 for datasets A and B, respectively, compared to the
GRU model. The number of iterations was stable around 60 and the loss value remained
stable at 0.1. It can be seen that the VMD-GRU model had a faster convergence speed and
higher network resource utilisation. VMD uses iterative search to find the optimal solution
of modal decomposition, which reduces the complexity of the original data, improves
the convenience of data utilisation, and realises the effective decomposition of time series.
GRU simplifies the gate mechanism structure, reduces the parameters that need to be used
by removing the output gate, improves the scalability of the GRU network, and reduces
the risk of overfitting. At the same time, GRU converts the continuous multiplication
operation of the activation function derivative into an addition operation, which reduces
the complexity and difficulty of the calculation, which is conducive to speeding up the
convergence speed of the model, reducing the number of iterations, and improving the
operating efficiency of the model.

In the practical application of the model, the overall predicted values of the VMD-GRU
model building structure health level were closest to the real situation and had the highest
prediction accuracy. The MAE, RMSE, and MAPE were 0.03, 0.04, and 0.06, which were
0.06, 0.02, and 0.07 lower than those of the GRU model, respectively. The VMD-GRU model
used VMD decomposition to reduce data errors caused by factors such as noise and outliers,
improved the standardisation and availability of building structure data, and provided a
good foundation for VMD-GRU model prediction; the VMD-GRU model usedthe GRU
method for prediction of civil structure buildings, feature filtering was realised through
the update gate and reset gate of GRU, invalid data were eliminated, and important and
valuable information was retained. This research helps to understand the global search
ability of the optimal solution, further enhances the prediction ability of the model, and
provides technical support for the structural health monitoring of buildings.

To sum up, the VMD-GRU model improves the efficiency of health monitoring of
civil structure buildings, reduces the prediction error, optimises the monitoring effect, is
beneficial to the management and utilisation of civil structure buildings, and improves its
social and economic value. Although the research has achieved certain results, there is still
the limitation of a small sample data size. In future research, it is necessary to expand the
sample size to further verify the results of this research.
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