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Abstract: Health monitoring and fault diagnosis of liquid rocket engine (LRE) are the most important
concerning issue for the safety of rocket’s flying, especially for the man-carried aerospace engineering.
Based on the sensor measurement signals of a certain type of hydrogen-oxygen rocket engine, this
paper proposed a real-time fault detection approach using a genetic algorithm-based least squares
support vector regression (GA-LSSVR) algorithm for the real-time fault detection of the rocket engine.
In order to obtain effective training samples, the data is normalized in this paper. Then, the GA-
LSSVR algorithm is derived through comprehensive considerations of the advantages of the Support
Vector Regression (SVR) algorithm and Least Square Support Vector Regression (LSSVR). What is
more, this paper provided the genetic algorithm to search for the optimal LSSVR parameters. In the
end, the computational results of the suggested approach using the rocket practical experimental
data are given out. Through the analysis of the results, the effectiveness and the detection accuracy
of this presented real-time fault detection method using LSSVR GA-optimized is verified. The
experiment results show that this method can effectively diagnose this hydrogen-oxygen rocket
engine in real-time, and the method has engineering application value.

Keywords: optimized LSSVR; LRE fault detection; liquid rocket engine; GA-LSSVR; genetic algorithm

1. Introduction

Health monitoring and fault diagnosis of liquid rocket engine (LRE), which can
effectively improve the reliability and safety of launch vehicle power system, and relevant
technologies have important engineering application value [1]. Anomaly detection can
find the defects of LRE in development in time, which provides support for designers
to locate and analyze the faults. After the flight, researchers evaluated the state of LRE
based on the anomaly detection results, and provided direction for engine optimization and
improvement in order to improve the safety and reliability of the launch system [2,3]. At the
same time, it is beneficial for researchers to improve the engine structure and performance,
and further reduce the cost of rocket launch and operation. The history of fault detection on
LRE can be traced back to Apollo Moon-landing Project in 1967. To reduce engine failures,
the U.S. Naval Research Laboratory began to research health monitoring technology of
LRE [4]. Since the 1970s, the United States has developed various LRE fault detection and
diagnosis systems, which are widely used in the Space Shuttle Main Engine (SSME) [5,6].
This mainly includes Redline System, System for Anomaly and Failure Detection (SAFD) [7],
Health Management System for Rocket Engine (HMSRE) [8], Integrated Vehicle Health
Management System (IVHMS), Real-time Turbine Engine Diagnostic System (RTTEDS) [9],
Real-time Vibration Monitoring System (RTVMS) [10], Post-test Diagnostic System (PTDS),
Health Monitoring System (HMS) [11], Intelligent Integrated Vehicle Management System
(IIVMS), etc. [12,13]. In the 21st century, Stennis Space Center, Ames Research Center, and
Rocketdyne proposed Integrated System Health Management (ISHM) for the A-1 test bed
and J-2X engine [14,15]. Moonis developed an Expert System for Fault Diagnosis [16].
Gupta designed a real-time fault diagnosis expert system named LEADER for SSME [17].
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The fault detection approach based on an expert system is subject to expert knowledge and
is more dependent on past experience, so it is difficult to find more faults. It is generally
used for offline analysis of engine working status.

The structure of LRE is extremely complicated, with many uncertainties in the fault
detection. On the other hand, some failures occur only once in a long period of time, and
are unlikely to reappear. At the same time, the LRE fault samples are reduced, and those
that can cover the sample model are also reduced. The research of fault detection is faced
with the problem of fewer samples.

In 1995, Vapnik proposed Support Vector Machine (SVM) based on statistical learning
theory, which is a machine learning approach specifically for finite sample processing
that transforms the original problem into a quadratic global optimization problem with
strong generalizability [18]. The fault detection using SVM has been widely studied in
the field of fault diagnosis. Fault detection using the approach of neural network tend
to fall into local optimal values, and SVM avoids this problem to a certain extent, so it
has received certain attention and research. Aiswarya researched the SVM fault detection
algorithm based on time domain and frequency domain features [19]. Tao proposed an
adaptive fault detection algorithm based on wavelet transform and SVM for real-time fault
detection of LRE turbopump [20]. Tao proposed a fault detection algorithm based on root
mean square of protrusion frequency component and SVM for real-time fault detection of
LRE turbopump [21]. Yuan applied SVM based on boundary samples to real-time fault
detection of LRE turbopump [22]. Heng researched fault prediction of aircraft engine
based on SVM [23]. Hu used One-Class Support Vector Machine (OCSVM) to analyze the
historical vibration signals of turbopump, and proposed an approach that was used for
detecting and diagnosing faults online, separating sensor faults from actual faults of the
turbopump [24]. Zhu [25] and Zhang [26] established LRE fault prediction model based
on SVM. Although the development of LRE fault detection using artificial intelligence
has made a lot of research achievements so far, it is still mainly affected by the scale and
quality of sensor data. The data samples of rocket engines, especially new engines, are
few, and relevant fault characteristics cannot be fully grasped. In addition, the collection,
classification, and processing of engine sensor data are not standardized and unified, which
limits the training of fault detection model [27].

From the development of LRE health monitoring system, it was seen that the ap-
proach of rocket engine fault detection has shifted from single algorithm detection to
multi-algorithm fusion detection [28], and from traditional sensor-based diagnosis to fault
prediction based on intelligent approaches [29,30]. However, most of the relevant research
is based on the classification for fault diagnosis of LRE. For a certain type of hydrogen-
oxygen rocket engine, its fault type and fault characteristics have not been completely
understood, and the fault detection approach based on classification may not be able to
detect the fault correctly. Therefore, this research proposes a genetic algorithm-based
least squares support vector regression (LSSVR) algorithm for real-time fault detection
of hydrogen-oxygen rocket engine, which provides technical support for the engineering
application of online fault detection of rocket engine.

The rest of the paper is organized as follows. Section 2 introduces LRE model, LRE
fault composition, threshold setting and data preparation. Section 3 introduces SVR and
LSSVR algorithms in detail. Section 4 describes the parameter selection of LSSVR. Section 5
is the simulation verification of the proposed method. Section 6 draws the conclusion.

2. Problem Background
2.1. Description of Liquid Rocket Engine

Figure 1 shows the main structures of a large liquid hydrogen-oxygen rocket engine.
The LRE is mainly composed of gas generator, thrust chamber, hydrogen main valve,
oxygen main valve, hydrogen turbopump, oxygen turbopump and feedlines. During the
normal operation, a small amount of the propellant is fed into the gas generator and burnt
into high-temperature and high-pressure gas, driving both the fuel and oxygen turbopump
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components to pressurize the propellant main feedlines. Most of the propellant enters the
thrust chamber to burn and generate thrust. LRE components and subsystems are coupled
to form a complex dynamic system.
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Figure 1. Main structures of the LRE.

LRE has three main working states during operation, namely starting stage, steady
stage and shutdown stage, as shown in Figure 2.

• Starting Stage: LRE receives the boot instruction and starts to work until various
operating indicators of the system enter the main working condition. The starting
process of LRE is a nonlinear time-varying random process. It is necessary to complete
the opening and closing of valve and the sudden rise of turbine and pump speed in a
very short time. Various physical parameters vary widely and at a large rate.

• Steady Stage: At this stage, the relevant parameters of LRE are in a preset state, and
the relevant measurement data are generally in a stable state. If the engine working
condition is adjusted, the relevant sensor measurement data will fluctuate.

• Shutdown Stage: LRE receives shutdown instructions, various valves are closed, and
relevant propellant connections are disconnected until the engine thrust is reduced to
zero, completing engine shutdown.

2.2. LRE Fault Process

For the fault development of LRE, there is generally a process in which the liquid
rocket engine itself is affected by the fault and its working state changes from normal
to fault, which is called the fault process and can generally be divided into two stages:
abnormal occurrence and fault development. Abnormal occurrence is referring to the
function index of the engine compared to the initial value is set or physical parameters
appeared a certain deviation, the engine still can complete the task in this stage. Fault
development is referring to the state of the engine failed but not invalidation, the function
index of the engine or physical parameters appeared unacceptable deviation, the engine
in this state cannot complete its work, as shown in Figure 3. The purpose of LRE fault
detection in this paper is to detect the failure of the LRE system before the abnormal
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performance to failure, in order to carry out subsequent fault diagnosis, fault isolation and
fault treatment.
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2.3. Fault Detection Logic

In this paper, the idea of regression is used to detect the fault of LRE. The corresponding
regression problem can be expressed as: T = {(x1, y1), (x2, y2), · · · , (xm, ym)} ⊆ Rn ×R
for training data, including training input is xi ∈ Rn(i = 1, 2, · · · , m), training output to
yi ∈ R(i = 1, 2, · · · , m), according to the decision function on the training set T looking for
Rn. The decision function is then used to infer the output yi corresponding to any given
input xi. The deduced yi was compared with the measured ŷi, and the difference (yi − ŷi)
was used as the basis for fault evaluation.

The basic idea of LRE intelligent fault detection method is as follows: Firstly, the sensor
parameters to be used are separated from the measured engine data and preprocessed; Then,
from the normal historical test data, an appropriate parameter prediction method is selected
to establish a fault prediction model for the corresponding sensor parameters. Furthermore,
based on the sensor parameters monitored by LRE and the detection algorithm model
established, the output estimate of the current state of the system is obtained. Finally, the
output of the fault detection method is compared with the actual output of the current
system to get the residual value, and then the residual value is compared with the preset
threshold value to get the judgment of the current LRE system working state.

The y is the fitting output of the selected key sensor parameter to predict, and ŷ is
the actual measured output of the sensor parameters. And the residual vector e is defined
as Equation (1):

e = y− ŷ (1)

When the residual vector e exceeds the preset threshold δ, the fault detection system
outputs a fault warning, indicating that the system determines the current engine state as
failure. Figure 4 shows the related flowchart.
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During the normal operation of the LRE, the sensor we need to pay attention to
may have random disturbances that lead to data exceeding the set threshold, which often
happens during the engine starting stage. In order to ensure the correctness of fault
diagnosis, it is commonly used to consider engine failure when relevant data exceed the set
threshold within five sampling periods.

2.4. Set the Threshold for Fault Detection

It is assumed that ŷ is the parameter that is measured by a sensor during the normal
operation of the LRE. In sensor data measurement, ŷ is a random variable, and according
to Chebyshev’s inequality as Equation (2):

P(|ŷ− µ| ≥ nσ) ≤ 1
n2 (2)
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where µ is the mean value of sensor parameters at different moments under normal test
conditions, σ is the standard deviation of sensor parameters at different moments under
normal test conditions. For the parameter ŷ, the mathematical expectation is E(ŷ) = µ < ∞,
and the variance is D(ŷ) = σ2 < ∞.

According to Equation (2), the error probability α is a specified value, and the value
range of parameter ŷ as shown in Equation (3).

[µ− nσ, µ + nσ] (3)

where n = 1√
a , the fault prediction parameters that follow the normal distribution, the

probability of their values is 99.74% at [µ− 3σ, µ + 3σ]. Therefore, in the fault detection
method of this paper, the value of n is 3.

Based on the above theoretical analysis and actual test data, the fault detection thresh-
old interval in this paper is set as [−0.35,+0.35].

2.5. Data Preparation

The basis of fault detection for LRE is signal measurement from a sensor. When a rocket
engine is working, its sensors measure a large number of different types of parameters
about the engine, and the researchers analyze the engine’s working state based on the
relevant sensor data. Generally, the data measured by sensors include information reflecting
the working state of the engine, such as pressure, temperature, flow rate, etc., information
reflecting engine working mechanism, such as frequency, spectrum, etc., and information
that reflects the mechanical properties of an engine, such as stiffness, damping, etc. Note
that vibration, pressure, temperature, flow rate, and other information are usually used for
fault detection of LRE.

In this paper, based on the sensor measurement signals of a new type of hydrogen-
oxygen rocket engine, a real-time fault detection approach suitable for the engine is de-
signed, and the LRE fault detection approach is verified and analyzed. The article uses
the fault monitoring parameters of the pump with hydrogen temperature (S1), oxygen
pump after temperature (S2), the temperature of the gas generator (S3), generator hydrogen
injection pressure (S4), oxygen generator before injection pressure (S5), hydrogen pump
inlet pressure before (S6), hydrogen pump outlet pressure (S7), oxygen pump inlet pres-
sure (S8), oxygen pump outlet pressure (S9), combustion chamber pressure (S10), and gas
generator pressure (S11). The sensor monitoring parameters shown in Table 1, which the
hydrogen-oxygen rocket engine uses for fault detection simulation analysis.

Table 1. Sensor monitoring parameters.

Sensor Number Parameters (Unit)

S1 Post hydrogen pump temperature (K)
S2 Post oxygen pump temperature (K)
S3 Gas generator temperature (K)
S4 Generator pressure before hydrogen injection (MPa)
S5 Pressure before oxygen injection of generator (MPa)
S6 Inlet pressure of hydrogen pump (MPa)
S7 Oxygen pump outlet pressure (MPa)
S8 Oxygen pump inlet pressure (MPa)
S9 Outlet pressure of hydrogen pump (MPa)

S10 Combustion chamber pressure (MPa)
S11 Gas generator pressure (MPa)

In order to obtain effective training samples, it is necessary to normalize the data,
which collected in the steady state of LRE. Firstly, the sample parameters of LRE during
normal test run are screened. After the outliers are removed, the maximum value xmax and
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minimum value xmin corresponding to each sensor are determined within the whole data
range. The values collected by each sensor are scaled as Equation (4):

x′i =
xi − xmin

xmax − xmin
(4)

where xi is the input or output sensor parameters, xmin is the minimum value of the sensor
data for the entire normal test cycle, and xmax is the maximum value of the sensor data for
the entire normal test cycle.

The normalized parameters of S1, S2, S3, S4, S5, S6, S7, S8, S9, and S10 sensors are
selected as the input parameters of the neural network, and the gas generator pressure
(S11) is taken as the output parameters of the neural network. The input vector of the fault
detection model is shown in Equation (5).

X =
[
S′1, S′2, S′3, S′4, S′5, S′6, S′7, S′8, S′9, S′10

]T (5)

The regression output is in Equation (6):

Y =
[
S′11

]
(6)

3. Introduction to SVR and LSSVR
3.1. Introduction to SVR

Support Vector Regression (SVR) refers to the SVM used to solve Regression prob-
lems [31]. SVR uses the training set for SVM training. After the regression model is
obtained, the model is used for regression prediction of the newly added data.

In SVM, the function κ(·, ·) is used to map the input space χ(χ ∈ Rn) where x is a
Hilbert space, and function κ(·, ·) is a kernel function defined as Equation (7):

Φ :
χ→ H

x → φ(x)
(7)

From Equation (7), the following Equation (8) can be derived:

κ
(
x, x′

)
= Φ(x) ·Φ

(
x′
)

(8)

Therefore, the function κ(x, x′) defined on χ× χ is called the kernel function, where
(·) is the inner product of H.

A few commonly used kernels are as follows:

1. Linear Kernel Function
κ
(

x, x′
)
=
(

x · x′
)

(9)

2. Polynomial Kernel Function

κ
(
x, x′

)
=
[(

x · x′
)
+ C

]d
(C ≥ 0) (10)

3. Gaussian Kernel Function (RBF Kernel Function)

κ
(
x, x′

)
= exp

(
− ||x− x′ ||2

2σ2

)
= exp

(
−g · ||x− x′ ||2

)
(11)

SVR can be described as:
For a given return to training set T = {(x1, y1), (x2, y2), · · · , (xl , yl)} ⊆ Rn × R, in-

cluding training input xi ∈ Rn(i = 1, 2, · · · , l), training output yi ∈ R(i = 1, 2, · · · , l). The
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kernel function κ(x, x′), penalty factor c, and insensitive loss parameter ε were selected to
construct and solve the optimization problem in Equation (12):

min
1
2

l
∑

i=1

l
∑

j=1
(ai − ai

∗)
(
aj − aj

∗)κ(xi, xj
)
+ ε

l
∑

i=1
(ai + ai

∗)−
l

∑
i=1

yi(ai − ai
∗)

s.t
l

∑
i=1

(ai − ai
∗) = 0, 0 ≤ ai, ai

∗ ≤ c, i = 1, 2, · · · , l
(12)

The optimal solution is a(∗) = (a1, a1
∗, · · · , al , al

∗)T , then select a positive component
of a(∗), where 0 ≤ aj ≤ c and 0 ≤ aj

∗ ≤ c, ai, ai
∗, aj and aj

∗ are Lagrange multipliers, these
are the parameters that need to be solved in the optimization problem, a is the parameter
of the sample point constraint at the upper bound, and a∗ is the parameter of the sample
point constraint at the lower bound and calculate the bias accordingly as in Equation (13):

b∗ = yi −
l

∑
i=1

(ai − ai
∗)κ(xi, xk) + ε

or b∗ = yi −
l

∑
i=1

(ai − ai
∗)κ
(
xi, xj

)
− ε

(13)

Construct the demarcated hyperplane [w∗ ·Φ(x)] + b∗ = 0, and obtain the regression
decision function as in Equation (14):

f (x) =
l

∑
i=1

(ai − ai
∗)κ(xi, x) + b∗ (14)

The above algorithm is also called ε-support vector regression algorithm (referred to
as ε-SVR).

3.2. Introduction to LSSVR

For a given training data set {(xi, di)}N
i=1, where xi ∈ Rn is the input of the system

and di ∈ R is the output of the system, by changing inequality constraints into equality
constraints, Suykens et al. proposed the mathematical model of Least Square Support
Vector Regression (LSSVR) as Equation (15):

min
w,e

J(w, e) = 1
2 wTw + c

2

N
∑

i=1
ei

2

s.t. di = wT ϕ(xi) + b + ei, i = 1, · · · , N
(15)

where c ∈ R+ is the penalty factor, error variables eiεR and e = [e1, · · · , eN ]
T , ϕ(·) is a non-

linear map. The constrained optimization is transformed into unconstrained optimization
by constructing Lagrange function as Equation (16):

L(w, b, e; α) = J(w, e)−
N

∑
i=1

αi

[
wT ϕ(xi) + b + ei − di

]
(16)

where α = [α1, · · · , αN ]
T is Lagrange multiplier. It is known from the Karush–Kuhn–Tucker

condition that the following Equation (17) can be derived:

∂L
∂w = 0→ w =

N
∑

i=1
αi ϕ(xi)

∂L
∂b = 0→

N
∑

i=1
αi = 0

∂L
∂ei

= 0→ αi = cei
∂L
∂αi

= 0→ wT ϕ(xi) + b + ei − di = 0

(17)
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Substituting w and ei into Equation (17), the following linear equations can be obtained
as Equation (18): [

Ω I
IT 0

][
α
b

]
=

[
d
0

]
(18)

where d = [d1, · · · , dN ]
T , I = [1, · · · , 1]T , Ωij = κ

(
xi, xj

)
+

δij
c , δij =

{
1 i = j
0 i 6= j

, κ
(

xi, xj
)

is

a kernel function. The regression model, as shown in Equation (19), can be obtained by
solving Equation (18):

y = f (x) = wTx + b =
N

∑
i=1

αiκ
(
xi, xj

)
+ b (19)

4. Determine Parameters of LSSVR

In the existing research, the vast majority of SVR algorithm adopt RBF as kernel
function. Some relevant research show that different types of kernel functions have little
impact on SVR performance, but parameters of kernel function have a great impact on
SVR performance.

For SVR, the main parameters to be determined are penalty factor c, RBF kernel
parameter g, and insensitive loss factor ε. Where c affects the generalization ability of
training, g affects the distribution of sample data after mapping to high-dimensional space,
and ε determines the number of support vectors in the regression model, which affects
the training accuracy and the convergence speed of the model. Common approaches to
determine parameters include empirical approach, grid search approach, and optimization
approach using intelligent algorithms. The empirical approach needs to set parameters ac-
cording to the user’s experience and put forward higher requirements to the user. The grid
search approach searches the parameters of SVR in a certain range, while the optimization
approach based on intelligent algorithms considers parameter setting as the problem of
seeking the optimal solution and obtains the optimal parameter setting value by solving
this problem. This section mainly optimizes penalty factor c and RBF kernel parameter g.
Firstly, the grid search approach was used to find the appropriate parameters, and then the
genetic algorithm was used to search for the optimal LSSVR parameters.

4.1. Grid Search

The grid search approach is to adjust the parameters according to the set step size
within the specified parameter range, and then use the parameters to train the model,
and find the parameters that make the model perform best among these parameters. In
this subsection, the search scope of c is set as

[
2−8, 28], and the search scope of g is set

as
[
2−8, 28]. The step size of iteration is 20.8, and the CV process is folded by 3. LSSVR

parameter selection results in this range are shown in Figure 5. It can be seen that under this
condition, the optimal parameters of LSSVR searched by using the grid search approach
are c = 0.32988 and g = 0.11842.

4.2. Optimization of LSSVR Using Genetic Algorithm

On the basis of Section 4.1, the optimal parameters of LSSVR were defined as
c : [0.30, 0.35], g : [0, 0.015]. In this range, genetic algorithm was used for parameter
optimization in order to obtain more suitable LSSVR parameters. The flow chart of LSSVR
optimization based on genetic algorithm is shown in Figure 6. The specific steps are
as follows:

• Step 1: The parameters that need to be optimized by LSSVR are binary coded to form
chromosomes and initialize the population.

• Step 2: The chromosome in the population was decoded to obtain the parameter value
of LSSVR, which was used to train the LSSVR model, calculate the fitness value of each
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chromosome, and record the best fitness obtained in the contemporary population
and the corresponding parameters.

• Step 3: Selection, crossover, and mutation were carried out on the population.
• Step 4: Decode the newly obtained population, calculate the fitness value, and judge

whether the termination condition is met. If not, continue to perform Step 3.
• Step 5: Output the optimal LSSVR parameters.
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The parameters of genetic algorithm are set as follows: maximum evolution algebra is
200, population number is 20, crossover probability is 0.9, and mutation probability is 0.1.
After optimization calculation, the optimal parameters of the current model are c = 0.34969,
g = 0.014954. Figure 7 shows the evolution curve of LSSVR parameters optimized by
genetic algorithm.
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5. Computations and Analysis
5.1. Real-Time Fault Detection

After the suitable parameters of LSSVR were obtained by genetic algorithm, a fault
detection model of LRE was established based on a genetic algorithm to optimize LSSVR
(GA-LSSVR). The principle for sensor information input will be an LRE real-time measure
trained GA-LSSVR model based on historical test data, with the engine of a sensor fore-
casting the output. This will get the output of the actual output of the engine which, at
the moment, is poor, residual value, and then the residual values and setting threshold
comparison, to judge the current working state of the engine. Figure 8 shows the LRE fault
detection process based on GA-LSSVR.
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5.2. Validation of Fault Detection Effect

The computational environment for the validation simulation is MATLAB R2020b. The
computer’s processor and memory used for the computations are, respectively, i7-10700
2.90 GHz and 64 GB. The test data of a certain type of hydrogen-oxygen rocket engine are
analyzed by using the trained model. Figure 9 shows the fitting of the GA-LSSVR fault
detection model to the data collected in a normal test cycle. It can be seen from Figure 9
that the GA-LSSVR fault detection model can fit the normal test state well.
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Figure 10 is the residual diagram of the fitting of normal test data. It can be seen that
there is a large fluctuation in the process from the starting stage to the stable stage. The
maximum value appears at the data point 1920 and the corresponding value is −0.159816,
but the corresponding data is far from reaching the fault warning. The residuals in the
whole normal test are ±0.2. It can be seen that for a GA-LSSVR based fitting of normal
engine test status, the threshold setting of 0.35 has a margin and is generally appropriate.
The fitting output of GA-LSSVR for failure test data is shown in Figure 11. Figure 12 shows
the corresponding residual output. As can be seen from Figure 12, under the current fault
detection threshold of 0.35, the GA-LSSVR fault detection model can accurately identify
the fault, and the data point of fault detection is 2281. At this time, the normalized output
of model prediction is 0.943933, and the ratio between the actual output value of fault
detection point and the predicted output of GA-LSSVR model is 0.6285. At data point 2707,
the maximum residual error is −0.538746.

According to the experimental results, the GA-LSSVR fault detection model can
effectively identify the normal working status of the liquid hydrogen-oxygen rocket engine,
effectively detect the engine faults in real time, and timely give fault warning.
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6. Conclusions

In this paper, LRE fault detection based on genetic algorithm optimized LSSVR is
established for a certain type of hydrogen-oxygen rocket engine. To solve the problem of
LSSVR’s difficulty in finding suitable parameters, the grid search method is used to search
parameters first, and then the genetic algorithm is used to search for optimization. After
obtaining the appropriate parameters, the LRE fault detection model was established based
on genetic algorithm to optimize LSSVR, and the model was used for fault detection of
a certain type of hydrogen-oxygen rocket engine. The simulation results show that the
LRE fault detection based on genetic algorithm optimized LSSVR can better identify the
working state of the hydrogen-oxygen rocket engine and accurately warn the fault state.
The proposed approach has engineering application value. It is worth noting that the
existing fault detection methods of rocket engine still have a lot of room for improvement
due to various limitations. In the future research, fusion detection of multiple fault detection
methods based on deep learning should be an important direction of its development.
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