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Abstract

:

The performance of time-critical systems depends heavily on time synchronization accuracy. Therefore, it is crucial to have a synchronization method that can achieve high time synchronization accuracy. In this paper, we propose a new underlying transmission architecture and new synchronization messages. On the basis of these, aiming at the time error problem of the slave clock, we propose an enhanced time synchronization method based on new synchronization messages. Furthermore, we evaluate the performance of the enhanced time synchronization method on the OMNeT++ simulator. In addition, we compare the impact of different crystal oscillator accuracies and different crystal oscillator frequencies on time synchronization accuracy, respectively. Simulation results show that the time offset is at most ±1 clock period using the enhanced time synchronization method. We realize the purpose of timing the master clock and the slave clock by counting the period of the clock signal. Therefore, we needed to round down the time count to an integer. This is the reason why −1 and 1 appear at the same time. When the crystal oscillator frequency used is 80 MHz, the system can achieve a time synchronization accuracy of ±12.5 ns; that is, a nanosecond-level time synchronization accuracy can be achieved. With the reduction of the crystal oscillator accuracy of the slave clock, the synchronization accuracy of ±1 clock period can still be achieved. With the increase in the crystal oscillator frequency, the time synchronization accuracy that can be achieved also improves. The method proposed in this paper provides a new way of thinking and has certain guiding significance for improving the time synchronization accuracy of time-critical systems.
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1. Introduction


In time-critical systems, tasks and messages meet their deadlines by applying Time Division Multiple Access (TDMA) or time-triggered scheduling. Each node is given an exclusive transmission time slot. It sends data within the allocated time slot, which can prevent collisions [1]. The nodes in the network use their local clocks to determine the position of the time slot. Even if these local clocks use crystal oscillators with the same frequency, the time error of the crystal oscillator will occur due to the instability of their own operating state and the influence of external environmental factors, which will also cause a time offset between their local clocks [2]. Therefore, a clock synchronization mechanism is necessary to make the time of each node the same. Time synchronization is important for time-critical systems because the performance of the system depends heavily on the time synchronization accuracy. Furthermore, if the synchronization accuracy between nodes becomes higher, the time slots are more precise. In this way, the utilization rate of the bandwidth is higher [3]. What time synchronization needs to do is to make the system have a reference clock and synchronize each node with this reference clock.



Currently, time synchronization technologies for wired networks mainly include Network Time Protocol (NTP) and IEEE 1588 Precision Time Protocol (PTP) [4]. NTP [5] is a communication protocol for time synchronization between the server and the client. The path delay and the time offset between the server and the client are calculated through the handshake mechanism. The client adjusts the local clock according to these two parameters to achieve time synchronization with the server. NTP is simple and easy to implement. It does not require additional hardware investment and can achieve time synchronization only by running NTP on the computer. NTP provides millisecond time synchronization accuracy. Therefore, it can only meet the needs of fields with low time accuracy requirements. IEEE 1588 PTP enables accurate and precise synchronization of the local clocks of nodes in networked distributed systems [6]. It provides sub-microsecond time synchronization accuracy [6,7]. Compared with NTP, IEEE 1588 PTP can achieve higher time synchronization accuracy through hardware-assisted timestamping and is suitable for time-critical systems that require high time accuracy. In addition, it has low overhead and can be applied in large distributed networks while consuming few resources. Therefore, this paper proposes an enhanced time synchronization method based on IEEE 1588 PTP to provide nanosecond time synchronization accuracy.



IEEE 1588 PTP is a packet-based two-way message exchange protocol that can achieve high-precision time synchronization. However, some factors such as the accuracy of timestamp acquisition, link asymmetry, and time error of the crystal oscillator affect the time synchronization accuracy [8,9,10]. Therefore, researchers have made some enhancements to IEEE 1588 PTP to solve the erroneous results produced by these factors. To the authors’ knowledge, currently, no researchers have made enhancements to the synchronization messages themself. Therefore, this paper proposes a new underlying transmission architecture and new synchronization messages. On the basis of these, aiming at the time error problem of the slave clock, an enhanced time synchronization method based on new synchronization messages is proposed. Furthermore, we build a simulation model on OMNeT++ simulator and evaluate the performance of the proposed method. In addition, we compare the impact of different crystal oscillator accuracies and different crystal oscillator frequencies on time synchronization accuracy, respectively. The enhanced time synchronization method is based on IEEE 1588 PTP, which provides a new way of thinking and has certain guiding significance for improving time synchronization accuracy.



Therefore, we summarize our main contributions, which are as follows:




	
New underlying transmission architecture and new synchronization messages are proposed, which not only reduce the transmission time of synchronization messages, but also improve bandwidth utilization.



	
Aiming at the time error problem of the slave clock, we propose an enhanced time synchronization method based on new synchronization messages.



	
The enhanced time synchronization method proposed in this paper is based on IEEE 1588 PTP, which improves the time synchronization accuracy. It provides a new way of thinking and has certain guiding significance for improving the time synchronization accuracy of time-critical systems.








The research content of this paper is arranged as follows. We present the background and related work in Section 2. We elaborate on the enhancements we have made based on IEEE 1588 PTP in Section 3. Simulation-based evaluation and analysis of the results for the enhanced time synchronization method are presented in Section 4. Finally, Section 5 concludes the paper.




2. Background and Related Work


2.1. IEEE 1588 PTP Clock Synchronization Mechanism


The IEEE 1588 PTP clock synchronization mechanism has two types: delay request-response mechanism and peer delay mechanism. Since this paper is an enhancement on the delay request-response mechanism, we describe this mechanism in detail below. The delay request-response mechanism, also known as the End-to-End (E2E) delay measurement mechanism, is implemented through the exchange of Sync message, Follow_Up message, Delay_Req message, and Delay_Resp message. IEEE 1588 PTP has two clock modes for a one-step method and a two-step method. The two-step clock mode requires a Follow_Up message to send the egress time of the Sync message to the slave clock, while the one-step clock mode does not require a Follow_Up message. Through the exchange of the above four synchronization messages, the slave clock knows four timestamps, and then calculates the path delay and the time offset between the master clock and the slave clock. According to the obtained time offset, the slave clock synchronizes its local clock to the master clock [11]. The specific synchronization process is demonstrated in Figure 1, which includes the following eight steps:



Step 1: The master clock sends a Sync message containing egress time tm1 of the Sync message to the slave clock periodically if the system uses the one-step clock mode. Otherwise, the master clock sends a Sync message to the slave clock periodically and records egress time tm1 of the Sync message.



Step 2: The slave clock receives the Sync message and records ingress time ts1 of the Sync message. At this time, the slave clock knows timestamps tm1 and ts1 if the system uses the one-step clock mode. Otherwise, the slave clock only knows timestamp ts1.



Step 3: Then, the master clock sends a Follow_Up message containing timestamp tm1 to the slave clock if the system uses the two-step clock mode. Otherwise, this step does not need to be performed.



Step 4: The slave clock receives the Follow_Up message if the system uses the two-step clock mode. At this time, the slave clock knows timestamps tm1 and ts1. Otherwise, this step does not need to be performed.



Step 5: Afterward, the slave clock sends a Delay_req message to the master clock and records egress time ts2 of the Delay_req message. At this time, the slave clock knows timestamps tm1, ts1, and ts2.



Step 6: The master clock receives the Delay_req message and records ingress time tm2 of the Delay_req message.



Step 7: Then, the master clock sends a Delay_resp message containing timestamp tm2 to the slave clock.



Step 8: The slave clock receives the Delay_resp message. At this time, the slave clock knows timestamps tm1, ts1, ts2, and tm2.



We assume that the path delay is symmetric, i.e., the path delay dms from the master clock to the slave clock is equal to path delay dsm from the slave clock to the master clock. Hence, according to the time offset calculated from Equations (1) and (2), the slave clock can synchronize its local clock to the master clock.


   d ms  =  d sm  =    t  s 1   −  t  m 1   +  t  m 2   −  t  s 2    2   



(1)




where dms represents the path delay between the master clock and the slave clock and dsm represents the path delay between the slave clock and the master clock.


   d offset  =  t  s 1   −  t  m 1   −  d ms   



(2)




where doffset is the time offset between the master clock and the slave clock and dms represents the path delay between the master clock and the slave clock.




2.2. Related Work


It is necessary to have a high time synchronization accuracy for time-critical systems. Therefore, improving time synchronization accuracy is a major concern for researchers. Since the asymmetry of paths would produce erroneous results for the calculation of the time offset, an improved method was proposed by Shuai Lv et al. [12]. They evaluated the performance of the proposed method through simulation and performed a comparative analysis with traditional methods. These results suggest that this method improves the accuracy of time synchronization. In the process of measuring peer delay and residence time, different rates of the master clock and the transparent clock may cause erroneous results. To solve the problem, Zongpeng Du et al. [13] improved the traditional mechanism by using a fixed delay ratio method. Giada Giorgi et al. [8] analyzed the impact of the clock instability, the synchronization message exchange rate, and the timestamping accuracy on the time synchronization accuracy and the relationships between these factors. At the same time, they proposed a Kalman-filter-based clock servo and analyzed its impact on the performance of time synchronization through simulation. After that, they proposed a composite algorithm consisting of two Kalman filter clock algorithms. These two algorithms run in parallel. This composite algorithm increases the robustness of the system and achieves better time synchronization accuracy [14]. Ryuichiro Maegawa et al. [15] built a discrete model of the system using the Proportional Integral (PI) clock servo in PTPd, a software-only implementation of IEEE 1588 PTP. In addition, they analyzed the stability of the entire system and investigated the impact of the parameters of the clock servo on the performance of the system. To estimate and correct the random delay’s bias, Mohammad Javad Hajikhani et al. [16] proposed a recursive method. They compared the proposed method with the boot-strap method. The results show that this method improves the time synchronization accuracy of IEEE 1588 PTP. Aiming at the problem of the path delay error of synchronization messages, Wei Yajun et al. [17] proposed a method based on the Diffserv-based Packets Scheduling Model (DPSM). In addition, they built the hardware platform. This method achieves a time synchronization accuracy of 500 ns under a crystal oscillator frequency of 100 MHz. To solve the problems of frequency drift of the crystal oscillator and quantization errors of the timestamps, Zhang Junhao et al. [10] designed the clock servo based on Linear Extended State Observer (LESO) in IEEE 1588 PTP networks. In addition, they compared the performance of the LESO-based clock servo with the Kalman-PI clock servo through numerical simulations. The LESO-based method achieves a time synchronization accuracy of ±50 ns under a crystal oscillator frequency of 50 MHz. Yin Hongtao et al. [18] presented a Field Programmable Gate Array (FPGA) implementation of IEEE 1588 PTP. It achieves 97.76% of the time offset within the range of ±40 ns. D. Pedretti et al. [19] described an FPGA implementation of IEEE 1588 PTP. This hardware implementation achieves a time synchronization accuracy of ±16 ns under a crystal oscillator frequency of 62.5 MHz. Aamir Sohail Nagra et al. [20] described an FPGA implementation of IEEE 1588 PTP. It achieves a time synchronization accuracy of 18 ns under a crystal oscillator frequency of 100 MHz. Since path asymmetry affects the time synchronization accuracy, Qi Wu et al. [21] proposed a method to solve this problem. This method achieves a time offset of less than 20 ns under a crystal oscillator frequency of 125 MHz. Aiming at the problem that a possible path asymmetry makes it difficult to estimate the clock skew and offset, Anantha K. Karthik et al. [9] presented a robust iterative clock skew and offset estimation scheme and verified it by numerical simulation. Xiaojiang Liu et al. [22] proposed an embedded clock skew estimation scheme in industrial networks. This scheme improves time synchronization accuracy without increasing bandwidth overhead. Yue Zuo et al. [23] modeled the clock deviation and the frequency deviation. In addition, they corrected the clock deviation. Finally, they verified the effectiveness of the method. To improve the time synchronization accuracy, Vinh Quang Nguyen et al. [24] proposed an adaptive Fuzzy-based Proportional–Integral (Fuzzy-PI) clock servo. In addition, a test bench was built to demonstrate the proposed method. Sascha Einspieler et al. [25] investigated the performance of software-based and hardware-supported time synchronization method over the Controller Area Network (CAN). It achieves sub-microsecond time synchronization accuracy, which outperforms traditional methods. In addition to focusing on time synchronization accuracy, energy consumption and computational complexity are also extremely important in the research of Wireless Sensor Network (WSN) time synchronization. Xintao Huan et al. [26] proposed a beaconless energy-efficient time synchronization scheme. This scheme can conserve up to 95% of energy consumption on the basis of achieving microsecond-level time synchronization accuracy. In WSNs, based on the Extended Kalman Filter (EKF), Heng Wang et al. [27] proposed a timestamp-free clock skew and time offset joint tracking algorithm. To improve the energy efficiency of the time synchronization, an EKF clock skew tracking algorithm was proposed. They verified the effectiveness of the proposed algorithms through simulations. To estimate the fluctuated delay, Zihan Fang et al. [28] proposed a Delay-Compensated Consensus Kalman-based Time Synchronization (DCCKTS) algorithm. This algorithm is superior to conventional algorithms. Researchers have made various enhancements targeting different influencing factors to improve the time synchronization accuracy. However, they are all based on IEEE 1588 PTP synchronization messages.



For the most demanding applications, the description of a new high-accuracy time synchronization profile for IEEE 1588-2019 [29], Ref. [30] has been recently approved in 2019, which is based on the White Rabbit (WR) technology. However, cost of FPGA implementation of WR technology is relatively high.



As far as we know, the existing literature compensates for the factors affecting the time synchronization accuracy without changing the underlying transmission architecture of synchronization messages and synchronization messages themselves. Therefore, we propose a new underlying transmission architecture and new synchronization messages. On the basis of these, aiming at the time error problem of the slave clock, we propose an enhanced time synchronization method based on new synchronization messages. Furthermore, we built a simulation model on the OMNeT++ simulator and performed an analysis for the performance of the proposed method. In addition, we compared the impact of different crystal oscillator accuracies and different crystal oscillator frequencies on time synchronization accuracy, respectively.





3. An Enhanced Time Synchronization Method


Shanxi Engineering Research Center for New Industrial Bus has developed a new generation of high real-time intelligent reconfigurability bus suitable for aerospace, industrial automation, and other fields. The practice shows that the bus technology has better high real-time, high determinism, and high reliability [31].



To improve the time synchronization accuracy, we propose new underlying transmission architecture, new synchronization messages, and—on these bases, to solve the time error problem of the slave clock—an enhanced time synchronization method based on new synchronization messages. Section 3.1, Section 3.2 and Section 3.3 describe these three aspects, respectively.



3.1. New Underlying Transmission Architecture


At present, synchronization messages of IEEE 1588 PTP are transmitted based on the Ethernet frame format at the physical layer. The length of an Ethernet frame ranges from 64 to 1518 bytes, of which the data field is at least 46 bytes. If the length of the transmitted data field is less than 46 bytes, the data field is padded. When the transmitted frame is a short frame, using the Ethernet frame format for transmission will cause a waste of the bandwidth and also increase the transmission time of the frame on the link.



A new underlying transmission architecture is proposed for this problem. It does not depend on Ethernet and has a completely new protocol architecture. Its frame structure is shown in Figure 2. The length of the frame is 80 bits, i.e., 10 bytes. The 1-byte MD field is the Mode Domain (MD) of the frame. It defines the type and the function of the frame and indicates the priority of the frame. The 2-byte SA field is the Source Address (SA) of the source terminal device. It is the identification number of the source terminal device. The 2-byte DA field is the Destination Address (DA) of the destination terminal device. It is the identification number of the destination terminal device. The SA field and the DA field are embedded in the frame when the frame is sent, and the frame is forwarded to the correct destination terminal device according to the DA field. All devices live on the network with a unified addressing scheme. Moreover, the identification numbers of all devices must be unique. The 1-byte PD1 field and the 2-byte PD2 field are the Parameter Domain (PD) of the frame. When a frame is transmitted, the attributes of the frame can be set in these two fields. The 1-byte CD field is the Control Domain (CD). The new bus developed by our center is a dynamic intelligent reconfigurability bus, which can select the optimal path for data transmission. This field is used to select the path for data transmission. When a data frame is transmitted, this field is used as the response-or-not field of the data start frame. The 1-byte VD field is the Verification Domain (VD) of the frame. The VD field of the new bus uses the Cyclic Redundancy Check (CRC) method. The length of the frame using the proposed underlying transmission architecture is 10 bytes, which is much smaller than the minimum length of an Ethernet frame, which is 64 bytes. Compared with synchronization messages using the Ethernet frame structure, the transmission time of synchronization messages using the proposed underlying transmission architecture on the link can be greatly reduced, and the utilization rate of the bandwidth can also be increased.




3.2. New Synchronization Messages


Based on the new underlying transmission architecture, we propose new synchronization messages for time synchronization. The new synchronization messages include A1 message, 51 message, and A2 message. The lengths of these three synchronization messages are all 10 bytes. The type of synchronization message is determined by the value of the 1-byte MD field. That is, the value of the MD field of an A1 message is 0xA1, the value of the MD field of a 51 message is 0x51, and the value of the MD field of an A2 message is 0xA2. The new clock synchronization mechanism is an enhancement based on the IEEE 1588 PTP clock synchronization mechanism. Its specific process is shown in Figure 3. Similar to the IEEE 1588 PTP clock synchronization mechanism, the new clock synchronization mechanism also obtains the time offset through the exchange of timestamps. According to the obtained time offset, the slave clock synchronizes its local clock to the master clock. To eliminate fluctuations caused by data processing and network protocol stacks, timestamps should be as close as possible to the physical layer. In this way, higher timestamp accuracy can be achieved, and the synchronization accuracy that the system can achieve is also higher. Therefore, this clock synchronization mechanism uses a hardware-assisted timestamp. Section 3.3 describes the specific time synchronization process in detail.




3.3. Enhanced Time Synchronization Method


The crystal oscillator frequency of the slave clock is not always the nominal frequency, and the time error will occur due to the instability of its own operating state and the influence of external environmental factors. Nodes can periodically synchronize with each other using IEEE 1588 PTP. However, due to the time error of the slave clock, there is a large gap time between the master clock and the slave clock during the interval between two synchronization processes, which will seriously affect the time synchronization accuracy. Therefore, we propose an enhanced time synchronization method to solve this problem. The specific synchronization process of the proposed new clock synchronization mechanism in Figure 3 includes the following 13 steps:



Step 1: The master clock sends an A1 message containing egress time count cm1 of the A1 message to the slave clock periodically.



Step 2: The slave clock receives the A1 message and records ingress time count cs1 of the A1 message. The slave clock knows timestamps cm1 and cs1 by this time.



Step 3: Afterward, the slave clock sends a 51 message to the master clock and records egress time count cs2 of the 51 message. At this time, the slave clock knows timestamps cm1, cs1, and cs2.



Step 4: The master clock receives the 51 message and records ingress time count cm2 of the 51 message.



Step 5: Then, the master clock sends an A2 message containing timestamp cm2 to the slave clock.



Step 6: The slave clock receives the A2 message. At this time, the slave clock knows timestamps cm1, cs1, cs2, and cm2. We assume that the path delay is symmetric; that is, path delay count dcms1 from the master clock to the slave clock is equal to path delay count dcsm1 from the slave clock to the master clock. Hence, according to the time offset calculated from Equation (3), the slave clock can synchronize its local clock to the master clock. So far, the first time synchronization round has completed.


    d c   o f f s e t   =    c  s 1   −  c  m 1   +  c  s 2   −  c  m 2    2   



(3)




where dcoffset is the time count offset between the master clock and the slave clock.



Step 7: The master clock sends an A1 message to the slave clock at a fixed interval. When the interval time arrives, the second time synchronization round starts. Similarly, the master clock sends an A1 message containing egress time count cm3 of the A1 message to the slave clock periodically.



Step 8: The slave clock receives the A1 message and records ingress time count cs3 of the A1 message. The slave clock knows timestamps cm3 and cs3 by this time.



Step 9: Afterward, the slave clock sends a 51 message to the master clock and records egress time count cs4 of the 51 message. At this time, the slave clock knows timestamps cm3, cs3, and cs4.



Step 10: The master clock receives the 51 message and records ingress time count cm4 of the 51 message.



Step 11: Then, the master clock sends an A2 message containing timestamp cm4 to the slave clock.



Step 12: The slave clock receives the A2 message. At this time, the slave clock knows timestamps cm3, cs3, cs4, and cm4. We still assume that the path delay is symmetric; that is, path delay count dcms2 from the master clock to the slave clock is equal to path delay count dcsm2 from the slave clock to the master clock. Hence, according to the time offset calculated from Equation (4), the slave clock can synchronize its local clock to the master clock. At this point, the time of the slave clock is exactly the same as that of the master clock. However, due to the time error of the crystal oscillator of the slave clock, the time offset becomes larger and larger as time goes on. Therefore, before the third time synchronization round, we need to use the enhanced time synchronization method to make the slave clock synchronize its local clock to the master clock. Corresponding to Figure 3, the time count offset calculated by Equation (4) is actually the time count offset generated by the slave clock during elapse period when it receives the A2 message. Therefore, we use Equation (5) to compensate for this time count offset. The slave clock increases or decreases by one clock period every cnt clock periods calculated by Equation (5). In this way, during the interval between two synchronization processes, the slave clock can also synchronize its local clock to the master clock, which can compensate the time offset caused by the time error of the crystal oscillator of the slave clock. So far, the second time synchronization round has completed.


    d c   o f f s e t   =    c  s 3   −  c  m 3   +  c  s 4   −  c  m 4    2   



(4)




where dcoffset is the time count offset between the master clock and the slave clock.


  c n t =    c  s 3   −  c  s 1       d c   o f f s e t     =   e l a p s e     d c   o f f s e t      



(5)




where cnt is the interval count between two successive compensation algorithm execution for the slave clock, dcoffset is the time count offset between the master clock and the slave clock, and elapse is the interval count between the ingress time count when the slave clock received the A1 message and the ingress time count when the slave clock received the last A1 message.



Step 13: When the sending interval of an A1 message arrives again, the third time synchronization round starts. Steps 7–12 are repeated. The only difference is that the time of the slave clock is based on the time corrected by using purely IEEE 1588 PTP clock synchronization mechanism when the slave clock received the last A2 message, instead of the time corrected by using the enhanced time synchronization method.



The master clock sends an A1 message containing the egress time count of the A1 message to the slave clock periodically. The master clock can directly send an A1 frame containing the timestamp to the slave clock. It does not need to additionally send a Follow_Up message containing the timestamp information to the slave clock like the two-step clock mode in IEEE 1588 PTP. The enhanced time synchronization method only needs three one-way transmissions of synchronization messages to achieve time synchronization. This can reduce the execution time of the enhanced time synchronization method. On the other hand, the enhanced time synchronization method is carried out on the port of the device. Unlike using the kernel to achieve time synchronization, it does not occupy the data exchange time of the kernel. The port and the kernel are two separate processes that handle tasks independently. Therefore, time synchronization on the port does not affect the data exchange performance of the kernel. For the new bus developed by our center, it has a port detection mechanism. The port detection mechanism periodically detects changes in port connections and dynamically constructs and updates the entire network. The time synchronization message is embedded in the communication packet of the port detection, and no additional communication packet is added. Through the above analysis, the enhanced time synchronization method itself does not additionally occupy the bandwidth of the bus and consume resources. In addition, when the enhanced time synchronization method is implemented in reality, users are allowed to modify the interval for sending an A1 message through the register according to the specific usage scenario. When the interval for sending an A1 message is longer, the proportion of time synchronization occupying the bus bandwidth is smaller. Therefore, the bandwidth can be better utilized by modifying the sending interval of an A1 message. This ensures the performance of the system in reality.



The time synchronization network is vulnerable to cyber-attacks [32,33,34]. This will reduce the time synchronization accuracy of the network. In more serious cases, it may even cause damage to the entire network [32,33,34]. The enhanced time synchronization method sends the A1 message, 51 message, and A2 message in sequence. If the slave clock receives an A2 message before receiving an A1 message, the slave clock does not process the A2 message and considers it to be an illegal packet. Furthermore, the master clock periodically sends an A1 message through the sending interval of the A1 message set by the register. That is, for the master clock, the difference between the time of sending an A1 message this time and the time of sending an A1 message the last time is fixed. The sending time of the last A1 message is known, and if the timestamp carried by a packet minus the sending time of the last A1 message is not equal to the fixed sending interval of the A1 message, then the packet is invalid. Sending an A1 message periodically provides a good barrier to security. In addition, the enhanced time synchronization method sets a threshold for the time count offset. If the time count offset calculated by the slave clock exceeds the threshold, it is considered that the time synchronization has been attacked, and the time synchronization will not be performed this time. When the network using the enhanced time synchronization method is subjected to cyber-attacks, the above mechanism ensures the normal operation of time synchronization.



Through the analysis of the proposed new underlying transmission architecture, new synchronization messages, and the enhanced time synchronization method, We can know that the slave clock can synchronize its local clock to the master clock in real-time. We analyze the performance of the proposed method based on new synchronization messages through concrete simulations in Section 4.





4. Simulation-Based Evaluation and Analysis of the Results


The crystal oscillator runs at the nominal frequency under ideal conditions, and the specific time is obtained by accumulating the number of clock periods running. However, due to the instability of its own operating state and the influence of external environmental factors, the crystal oscillator cannot run at the nominal frequency under normal conditions. The time error of the crystal oscillator mainly includes two parts: systematic error and random error [35,36]. The crystal oscillator may generate a systematic error due to aging, frequency drift, or being affected by different external environmental factors such as temperature and air pressure. It is internal and inherent deviation of the crystal oscillator. The systematic error of the crystal oscillator is generally expressed by its frequency error, including two parts: initial frequency error   Δ  f 0    and frequency drift coefficient D. The unit of the frequency error is Parts Per Million (PPM), which is a dimensionless unit. The total frequency error of the crystal oscillator corresponding to the ideal standard time t is shown in Equation (6).


  Δ f ( t ) = Δ  f 0  + D t  



(6)




where   Δ f ( t )   is the total frequency error of the crystal oscillator and   Δ  f 0    is the initial frequency error of the crystal oscillator, which is a fixed value. Different crystal oscillators have different   Δ  f 0    values. D is the frequency drift coefficient of the crystal oscillator. In practice, D usually changes in real-time due to the influence of external environmental factors [37]. The Dt item is a one-time item, indicating that it increases or decreases linearly with time.



The crystal oscillator may generate a random error   ε ( t )   due to the influence of uncertain factors such as noise and jitter during operation. The jitter error is related to the minimum resolution of the crystal oscillator. For example, a crystal oscillator with a frequency of 80 MHz has a jitter error of 12.5 ns. In fact, the random error has a limited impact on the time synchronization accuracy. Time error e(t) of the crystal oscillator can be calculated by Equation (7) according to the total frequency error of the crystal oscillator calculated by Equation (6).


  e ( t ) =  e 0  +    ∫ 0 t   Δ f ( t ) d t    + ε ( t ) =  e 0  + Δ  f 0  t +  1 2  D  t 2  + ε ( t )  



(7)




where e(t) is the time error of the crystal oscillator,    e 0    is the initial time error corresponding to initial time t = 0, and   ε ( t )   is the random error generated by the crystal oscillator during operation.



According to Equation (7), we can obtain the recursive form of the time error of the crystal oscillator shown in Equation (8).


  e ( t ) = e (  t ′  ) + Δ  f 0  ( t −  t ′  ) +  1 2  D   ( t −  t ′  )  2  + ε ( t ) − ε (  t ′  )  



(8)




where t is the current monitoring time and    t ′    is the previous monitoring time.



Therefore, corresponding to the ideal standard time t, the local time LocalTime(t) of the crystal oscillator is shown in Equation (9).


  L o c a l T i m e ( t ) = t + e ( t ) = t + e (  t ′  ) + Δ  f 0  ( t −  t ′  ) +  1 2  D   ( t −  t ′  )  2  + ε ( t ) − ε (  t ′  )  



(9)




where LocalTime(t) is the local time of the crystal oscillator corresponding to the ideal standard time t and e(t) is the time error of the crystal oscillator.



In practice, it is difficult to obtain an extremely accurate clock model because the model of the crystal oscillator is very complex [36,38]. Therefore, to simplify the clock model of the crystal oscillator, we assume that frequency drift coefficient D of the crystal oscillator is a fixed value [39].



We use the OMNeT++ simulator [40] to build the simulation model shown in Figure 4. The master clock is perfectly ticking at 80 MHz with no time error. The slave clock has a crystal oscillator with initial frequency error   Δ  f 0    of 80 PPM, frequency drift coefficient D of 10−10 PPM/s, jitter of 12.5 ns, and frequency of 80 MHz. TimeOffsetObserver is a module that monitors the time count offset at regular intervals. We set its monitoring interval to 0.15 ms in this paper. The master clock and the slave clock exchange messages through a 250-Mbps Low-Voltage Differential Signaling (LVDS) twisted pair cable.



The delay experienced by a message sent from the sending node (the master clock or the slave clock) to the receiving node (the slave clock or the master clock) is composed of three parts, namely, sending delay, propagation delay, and receiving delay, as shown in Figure 5. The sending delay is composed of processing delay and transmission delay. The specific meaning of each part of the delay is described in detail below.



Sending delay: This is defined as the duration between when the last bit of the data of an FPGA or a Micro Control Unit (MCU) is available to the communication services of the sending node and when the last bit of the corresponding frame is transmitted on the transmission medium. As can be seen from its definition, it is composed of two parts: processing delay and transmission delay. The processing delay is the time for the sending node to process the sent message, and it is generally a fixed value. For the new bus developed by our center, the processing delay of the sending node is 80 ns. The transmission delay is the time it takes for a frame to transmit on the transmission medium, which is equal to the length of the frame divided by the bandwidth of the transmission link. The frame length of the new synchronization message proposed in this paper is 10 bytes.



Propagation delay: This is defined as the time it takes for an electromagnetic signal or optical signal to travel a certain distance in a transmission medium. Specifically, it is equal to the length of the transmission channel divided by the propagation rate of the signal in the transmission medium. The propagation delay of the twisted pair cable is typically 5 ns per 1 m cable [41]. The transmission medium of Figure 4 uses a 2 m long twisted pair cable. Thus, the network has a propagation delay of 10 ns.



Receiving delay: This is defined as the duration between when the last bit of a frame is received on the transmission medium and when the last bit of the corresponding data is available to the FPGA or the MCU of the receiving node. It is also generally a fixed value. For the new bus developed by our center, the receiving delay of the receiving node is 80 ns.



Simulation environment configurations for Figure 4 are shown in Table 1 according to the specific description of the simulation model above.



First, we analyze the performance of purely IEEE 1588 PTP. The slave clock is set to synchronize with the master clock every 15.625 ms. We run 1000 time synchronization rounds, which is a total of 15,625 ms. Since the data points of the time count offset curve monitored by the TimeOffsetObserver module from 0 ms to 15,625 ms are too dense to see the trend of the curve clearly, we only show the time count offset curve from 0 ms to 2062.5 ms as shown in Figure 6. The time count offset curve after 2062.5 ms is exactly the same as the curve in Figure 6. Figure 7 shows a distribution histogram of the time count offset.



From Figure 6, we can see that it is a sawtooth-shaped curve. At initial moment t = 0, the time count offset is 0. This means that, at the initial moment, the time of the master clock is exactly the same as that of the slave clock. Afterward, with the progression of time, the time offset becomes larger and larger due to the time error of the slave clock, up to a maximum of 100 clock periods. This process corresponds to the first oblique line in Figure 6. The clock period is 12.5 ns under a crystal oscillator frequency of 80 MHz. Therefore, 100 clock periods correspond to 1.25 us. When the slave clock receives an A2 message in the first time synchronization round, the slave clock synchronizes with the master clock. At this point, the time of the slave clock is exactly the same as that of the master clock. Corresponding to Figure 6, the curve suddenly drops from the first highest point to the lowest point. This is a result of time synchronization in action. However, after that, with the progression of time, the time offset becomes larger and larger again due to the time error of the slave clock. This process corresponds to the second oblique line in Figure 6. When the slave clock receives an A2 message in the second time synchronization round, the slave clock synchronizes with the master clock. At this point, the time of the slave clock is again exactly the same as that of the master clock. Corresponding to Figure 6, the curve suddenly drops from the second highest point to the lowest point once again. This is still a result of time synchronization in action. The above process is repeated continuously. After 1000 time synchronization rounds are performed, a sawtooth-shaped curve is finally formed. From Figure 7, we can see that the percentage of counts for time count offset with values from 0 to 100 is basically the same during network synchronization. This is because, as we can see from Figure 6, the curve corresponding to each time synchronization round is basically the same. Through the above-mentioned analysis, we conclude that the synchronization accuracy achieved by purely IEEE 1588 PTP is at the microsecond level. By increasing the clock frequency and the synchronization rate, sub-microsecond synchronization accuracy can be achieved. However, the time synchronization accuracy is seriously affected by the time error of the slave clock. Therefore, we must enhance purely IEEE 1588 PTP to solve this problem.



Then, we analyze the performance of the proposed method. The slave clock is set to synchronize with the master clock every 15.625 ms. We run 1000 time synchronization rounds, which is a total of 15,625 ms. The time count offset curve monitored by the TimeOffsetObserver module every 0.15 ms is shown in Figure 8. The figure in the rectangle marked with red-dotted lines in Figure 8 is an enlarged display of the time count offset curve from 0 ms to 31.35 ms. Figure 9 shows a distribution histogram of the time count offset.



From Figure 8, we can see that at initial moment t = 0, the time count offset is 0. This means that at the initial moment, the time of the master clock is exactly the same as that of the slave clock. Afterward, with the progression of time, the time offset becomes larger and larger due to the time error of the slave clock. This process corresponds to the first oblique line in Figure 8. When the slave clock receives an A2 message, it synchronizes with the master clock. At this point, the time of the slave clock is exactly the same as that of the master clock. Corresponding to Figure 8, the curve suddenly drops from the first highest point to the lowest point. This is a function of purely IEEE 1588 PTP. However, the time offset becomes larger and larger again over time due to the time error of the slave clock. This process corresponds to the second oblique line in Figure 8. When the slave clock receives an A2 message again, it synchronizes with the master clock. At this point, the time of the slave clock is again exactly the same as that of the master clock. Corresponding to Figure 8, the curve suddenly drops from the second highest point to the lowest point once again. This is still a function of purely IEEE 1588 PTP. The time synchronization process above is the same as that of purely IEEE 1588 PTP. After that, the time count offset will still be larger and larger due to the time error of the slave clock if purely IEEE 1588 PTP is used for time synchronization. However, the proposed method can compensate for the time error of the slave clock by Equation (5). In this way, the slave clock synchronizes its local clock to the master clock both when it receives an A2 message and in the interval between two A2 messages it receives. Therefore, the slave clock is always in a state of being synchronized with the master clock. From Figure 9, we can clearly see that, during network synchronization, the percentage of counts for time count offset with values −1, 0, and 1 is basically close to 100%. This is because, as we can see from Figure 8, the time count offset is either −1, 0, or 1 after the second time synchronization round. We realize the purpose of timing the master clock and the slave clock by counting the period of the clock signal. Therefore, we need to round down the time count to an integer. This is the reason why −1 and 1 appear at the same time. The clock period is 12.5 ns under a crystal oscillator frequency of 80 MHz. From the above analysis, we can see that, after the proposed method works, the time offset is at most ±1 clock period; that is, ±12.5 ns under a crystal oscillator frequency of 80 MHz. Therefore, the enhanced time synchronization method can achieve nanosecond-level synchronization accuracy.



Next, we study the impact of the crystal oscillator accuracy of the slave clock on the performance of the proposed method. In addition to the crystal oscillator accuracy, the values of other parameters are shown in Table 1. We still run 1000 time synchronization rounds, that is, a total of 15,625 ms. We choose three different cases where the initial frequency error   Δ  f 0    of the crystal oscillator of the slave clock is 20 PPM, 50 PPM, and 80 PPM, respectively, to analyze their impact on the time synchronization accuracy. After the enhanced time synchronization method runs stably—that is, after the slave clock receives an A2 message in the second time synchronization round, according to the time count offset monitored every 0.15 ms by the TimeOffsetObserver module starting from 31.35 ms—Table 2 shows the time synchronization accuracy that the slave clocks with different crystal oscillator accuracy can achieve and the mean value and the standard deviation of the time offset.



From Table 2, we can see that, when the frequency of the master clock and the slave clock are both 80 MHz, although initial frequency error   Δ  f 0    of the slave clock is different, they can all achieve a time synchronization accuracy of ±12.5 ns after the enhanced time synchronization method runs stably. This shows that the enhanced time synchronization method can well-compensate the time error of the slave clock regardless of the crystal oscillator accuracy. As initial frequency error   Δ  f 0    of the slave clock becomes larger and larger, the mean value and the standard deviation of the time offset become larger and larger. This shows that, as the crystal oscillator accuracy of the slave clock becomes lower and lower, the jitter of the achieved time synchronization accuracy becomes larger and larger. This is in line with the actual situation. At the same time, we can also see from Table 2 that the mean value and the standard deviation of the time offset change very little, which can keep the time offset in a stable state.



Finally, we study the impact of the crystal oscillator frequency on the performance of the proposed method. In addition to the crystal oscillator frequency, the values of other parameters are shown in Table 1. We still run 1000 time synchronization rounds, that is, a total of 15,625 ms. We choose three different cases where the frequency of the master clock and the slave clock are both 50 MHz, 80 MHz, and 125 MHz, respectively, to analyze their impact on the time synchronization accuracy. After the enhanced time synchronization method runs stably—that is, after the slave clock receives an A2 message in the second time synchronization round, according to the time count offset monitored every 0.15 ms by the TimeOffsetObserver module starting from 31.35 ms—the time synchronization accuracy under different crystal oscillator frequencies is shown in Table 3.



From Table 3, we can see that when initial frequency error   Δ  f 0    of the crystal oscillator of the slave clock is 80 PPM, the time synchronization accuracy that can be achieved by the system with the crystal oscillator frequency of 50 MHz, 80 MHz, and 125 MHz is ±20 ns, ±12.5 ns, and ±8 ns, respectively, after the enhanced time synchronization method runs stably. We can see from the results in Table 3 that, as the frequency of the crystal oscillator increases, the time synchronization accuracy achieved by the system also increases. Therefore, we can improve the time synchronization accuracy by increasing the frequency of the crystal oscillator.



The time synchronization accuracy achieved by the method proposed in this paper and the methods proposed in the existing literature are shown in Table 4. Ref. [10] achieves a time synchronization accuracy of ±50 ns under a crystal oscillator frequency of 50 MHz by compensating the frequency drift of the crystal oscillator and the quantization errors of the timestamps. Ref. [17] achieves a time synchronization accuracy of 500 ns under a crystal oscillator frequency of 100 MHz by compensating the path delay error of synchronization messages. Both Ref. [18] and Ref. [19] present FPGA implementations of IEEE 1588 PTP. Ref. [18] achieves 97.76% of the time offset within the range of ±40 ns. Ref. [19] achieves a time synchronization accuracy of ±16 ns under a crystal oscillator frequency of 62.5 MHz through a dedicated high-cost hardware circuit for specific applications. Ref. [21] achieves a time offset of less than 20 ns under a crystal oscillator frequency of 125 MHz by compensating the path asymmetry. The proposed method in this paper compensates the time error of the slave clock based on the proposed new underlying transmission architecture and new synchronization messages. It achieves a time synchronization accuracy of ±12.5 ns under a crystal oscillator frequency of 80 MHz by using simple protocol and low-cost hardware such as conventional circuits and cables. It realizes double unification of high-precision time synchronization and economy.




5. Conclusions


Based on IEEE 1588 PTP, we proposed a new underlying transmission architecture, new synchronization messages, and an enhanced time synchronization method on these bases. First, we proposed a new underlying transmission architecture with a frame length of 10 bytes and new synchronization messages. Then, to solve the time error problem of the crystal oscillator of the slave clock, we proposed an enhanced time synchronization method using new synchronization messages. Finally, we built a simulation model on the OMNeT++ simulator to evaluate the performance of the proposed method. Furthermore, we compared the impact of different crystal oscillator accuracies and different crystal oscillator frequencies on time synchronization accuracy respectively. Simulation results show that the time offset is at most ±1 clock period. That is, a time synchronization accuracy of ±12.5 ns can be achieved under a crystal oscillator frequency of 80 MHz. With a reduction in the crystal oscillator accuracy of the slave clock, synchronization accuracy of ±1 clock period can still be achieved. With an increase in the crystal oscillator frequency, time synchronization accuracy that can be achieved also improves. The evaluations show that a nanosecond-level time synchronization accuracy can be achieved by the method proposed in this paper. It provides a new way of thinking and has certain guiding significance for improving the time synchronization accuracy of time-critical systems.
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Figure 1. Timing diagram of IEEE 1588 PTP synchronization messages, with tm being the time of the master clock and ts the time of the slave clock. 
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Figure 2. Frame structure of the new underlying transmission architecture. 
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Figure 3. Timing diagram of the new synchronization messages, with cm being the time count of the master clock and cs the time count of the slave clock. 
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Figure 4. Simulation model built using the OMNeT++ simulator. 
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Figure 5. Delay experienced by a message sent from the sending node to the receiving node. 
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Figure 6. Time count offset curve using purely IEEE 1588 PTP. 
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Figure 7. Distribution histogram of the time count offset using purely IEEE 1588 PTP. 
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Figure 8. Time count offset curve using the enhanced time synchronization method. 
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Figure 9. Distribution histogram of the time count offset using the enhanced time synchronization method. 






Figure 9. Distribution histogram of the time count offset using the enhanced time synchronization method.



[image: Processes 11 01328 g009]







[image: Table] 





Table 1. Simulation environment configurations.
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	Parameters
	Configuration





	master clock frequency
	80 MHz



	slave clock frequency
	80 MHz



	slave clock initial frequency error   Δ  f 0   
	80 PPM



	slave clock frequency drift coefficient D
	10−10 PPM/s



	slave clock jitter
	12.5 ns



	monitoring interval
	0.15 ms



	A1 message sending interval
	15.625 ms



	transmission link bandwidth
	250 Mbps



	frame length
	10 bytes



	propagation delay
	10 ns



	processing delay of the sending node
	80 ns



	receiving delay of the receiving node
	80 ns
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Table 2. Time synchronization accuracy and time offset’s mean value and standard deviation under different crystal oscillator accuracies.
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	Initial Frequency Error      Δ f  0     of the Crystal

Oscillator (PPM)
	Time Synchronization

Accuracy (ns)
	Mean Value

(ns)
	Standard Deviation

(ns)





	20
	±12.5
	−3.42
	6.24



	50
	±12.5
	−3.49
	6.25



	80
	±12.5
	−3.56
	6.26
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Table 3. Time synchronization accuracy under different crystal oscillator frequencies.
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	Crystal Oscillator Frequency (MHz)
	Time Synchronization Accuracy (ns)





	50
	±20



	80
	±12.5



	125
	±8
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Table 4. Comparison of time synchronization accuracy achieved by different methods.
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	Different Methods
	Crystal Oscillator Frequency (MHz)
	Time Synchronization Accuracy (ns)





	[10]
	50
	±50



	[17]
	100
	500



	[18]
	Not stated
	±40



	[19]
	62.5
	±16



	[21]
	125
	20



	Proposed method in this paper
	80
	±12.5
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