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Abstract

:

Bottom-up systems biology entails the construction of kinetic models of cellular pathways by collecting kinetic information on the pathway components (e.g., enzymes) and collating this into a kinetic model, based for example on ordinary differential equations. This requires integration and data transfer between a variety of tools, ranging from data acquisition in kinetics experiments, to fitting and parameter estimation, to model construction, evaluation and validation. Here, we present a workflow that uses the Python programming language, specifically the modules from the SciPy stack, to facilitate this task. Starting from raw kinetics data, acquired either from spectrophotometric assays with microtitre plates or from Nuclear Magnetic Resonance (NMR) spectroscopy time-courses, we demonstrate the fitting and construction of a kinetic model using scientific Python tools. The analysis takes place in a Jupyter notebook, which keeps all information related to a particular experiment together in one place and thus serves as an e-labbook, enhancing reproducibility and traceability. The Python programming language serves as an ideal foundation for this framework because it is powerful yet relatively easy to learn for the non-programmer, has a large library of scientific routines and active user community, is open-source and extensible, and many computational systems biology software tools are written in Python or have a Python Application Programming Interface (API). Our workflow thus enables investigators to focus on the scientific problem at hand rather than worrying about data integration between disparate platforms.
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1. Introduction


With the inexorable advance of experimental techniques, the workload of researchers has begun shifting from data generation to data processing and analysis. Accordingly, it will become increasingly important for the systems biologist in the laboratory to utilise computational methods to improve data processing and visualisation of results. Computational systems biology presents the researcher with a powerful toolbox to integrate large kinetic datasets into models and eventually high resolution analyses of biological systems [1]. The rationale for applying the systems approach to studying living cells is that the effects of dynamically interacting macromolecules can often only be understood in the context of complete systems (e.g., signalling networks or metabolic pathways); unintuitive and emergent properties would be missed if the macromolecules were studied in a reductionist and decontextualised manner without considering their interactions [2].



Two opposite approaches of biological model development have emerged, termed ‘top-down’ and ‘bottom-up’. The bottom-up approach involves assembling a collection of smaller systems into a more complex system. Bottom-up kinetic models are both mechanistic and dynamic and are capable of steady state and time-course simulations [3]. In contrast to this, the top-down approach often involves constraint-based descriptive modelling where large datasets are used to infer relationships between parameters without necessarily understanding the underlying mechanisms [4].



Bottom-up systems biology principally involves the construction of kinetic models, their parametrisation and finally validation [4]. The system components are characterised in detail in terms of formulation of mathematical relationships that quantify the dependence of each component on species that it interacts with (in the case of enzymes, these would be enzyme-kinetic rate equations, see, e.g., [5,6]). Kinetic parameters for the rate equations are obtained from literature or from experimental studies. Ultimately, these constituent descriptions are integrated into a combined kinetic model in order to describe the whole system from the bottom up [4].



Kinetic models are constructed as a series of reactions that are linked in a stoichiometric network, with each reaction described by an appropriate rate equation (reviewed, e.g., in [7]). These are then integrated into a series of ordinary differential equations (ODEs) describing the rates of change of the variable species (typically metabolites) [8]. Systems of ODEs can be integrated to track changes in species concentrations and reaction rates over time, or solved for steady state using appropriate solvers. Once a model has been constructed and sufficiently parametrised, the system can be simulated under a range of different conditions, which can be used to discover non-intuitive system properties or to compare different models of the same system [9]. All of these analyses require close integration between the simulation software and experimental datasets.



The foundation of the bottom-up systems biology approach is provided by kinetic parameters, which need to be determined for each enzyme in the pathway investigated. One of the most routine analyses is therefore model fitting for parameter estimation by iteratively minimising the sum of squares of the differences between model and experimental data [9]. Classically, these parameters are obtained with spectrophotometric assays to determine initial reaction rates [10]. This low-cost technique is well established and measures the progress of a reaction by monitoring the change in a light-absorbing species over time; these assays are frequently miniaturised and the throughput increased by making use of microtitre plates. Enzyme-kinetic parameters for the substrates and products are determined by fitting a kinetic rate equation to datasets of initial rate versus concentration.



As a second alternative, if no convenient spectrophotometric assay is available, metabolites can also be measured with (high performance) liquid chromatography [11], either on its own, e.g., using detection by UV-light absorbance, or in combination with mass spectrometry. In contrast to spectrophotometric measurements, this is a discontinuous assay, requiring that the reaction be quenched at different time points before the substrates and products are analysed in order to obtain a time-course.



A third method involves using Nuclear Magnetic Resonance (NMR) spectroscopy to follow the progress curve of a reaction or reactions by measuring the concentrations of substrates and products on-line in a non-invasive way. Various time-courses with different initial conditions are then fitted to a kinetic model to obtain kinetic parameters for the enzymes [12].



In this paper we describe a simple workflow for bridging the gap between experimental and computational systems biology using the Python programming language (http://python.org). We show that Python is well suited to performing the computational analyses required for experimental data processing, fitting of enzyme-kinetic parameters, construction of kinetic models, as well as model validation and further analysis. More specifically, the methods will elaborate on how to construct kinetic models using the principles of bottom-up systems biology, to fit the model to experimental data and do validation runs to further test the accuracy of the model. In this way, we showcase Python and its associated software packages as a ‘glue’ that can assist the investigator with integration and simultaneous processing of numerous datasets.




2. Methods


2.1. Python Libraries and Applications


This section provides a description of the Python modules that were used to assemble the workflow. Python has many excellent and well-maintained libraries that facilitate high-level scientific computing analyses. The following libraries were used in this work (references listed provide further information and documentation):




	
numpy [13], a numerical processing library that supports multi-dimensional arrays;



	
scipy [14], a scientific processing library providing advanced tools for data analysis, including regression, ODE solvers and integrators, linear algebra and statistical functions;



	
pandas [15], a data and table manipulation library that offers similar functionality to spreadsheets such as Excel; and



	
matplotlib [16], a plotting library with tools to display data in a variety of ways.








These libraries, plus a host of others for data science, can be downloaded as a pre-packaged bundle from various distributions, such as the Anaconda Software Distribution [17], which is freely available for Windows, macOS and Linux. This makes installation of the pre-requisites a simple task.



2.1.1. PySCeS


To model metabolic pathways, we used the open-source Python Simulator for Cellular Systems, PySCeS [18], which was developed in our group to simplify the construction and analysis of metabolic or signalling models by providing a set of high-level functions. A PySCeS model is defined in a human-readable input file according to a defined format, termed the PySCeS Model Description Language. To be able to exchange models with other computational systems biology software, PySCeS can import and export the Systems Biology Markup Language (SBML [19]), the de facto standard in the field. In addition, a number of high-level analyses are available within PySCeS, including a structural analysis module for determination of the nullspace and reduced stoichiometric matrix for models up to the genome scale, time-course simulation through numerical integration of ODEs, steady-state solvers, metabolic control analysis, stability analysis and continuation/bifurcation analysis to identify multistationarity. PySCeS makes use of the matplotlib library (see above) to plot the outputs of simulations.



In the workflow presented in this paper, PySCeS was used in the fitting of time-course data to a kinetic model of a multi-enzyme system to obtain kinetic parameters (Section 3.4), as well as for validation of a complete pathway model (Section 3.5).




2.1.2. NMRPy


NMRPy [20] (https://github.com/jeicher/nmrpy) is a Python 3 module that provides a set of tools for processing and analysing NMR data. Its functionality is structured to simplify the analysis of arrayed NMR spectra as were acquired when following reaction time-courses or progress curves (Section 3.2). NMRPy provides an intuitive approach and a number of high-level functions to process such NMR datasets.



NMRPy has the capability to import experimental raw data from the major NMR instrument vendors, in this case a Varian NMR spectrometer was used. The processing cycle consisted of apodisation and Fourier transform of the free induction decays (FIDs), phase correction of spectra, identification and picking of peaks representing the metabolites of interest, and finally quantification of metabolites through fitting of Gaussian or Lorenzian functions and normalisation to an internal standard. Detailed code and annotations are provided in the Supplementary Materials.




2.1.3. Jupyter Notebook as Software Platform


The various strengths of the Python programming language are enhanced by the IPython architecture [21] (https://ipython.org), which provides a standalone interactive shell as well as a kernel for the interactive Jupyter notebook [22] (https://jupyter.org). The Jupyter notebook runs a server on a local machine which is accessed by a web browser and provides a persistent environment where code, annotations (using Markdown) and graphical outputs are intermixed and can be viewed together. Python code is contained in separately executable cells, which facilitates step-wise debugging.



The Jupyter notebook formed the core of the workflow described in this paper. Because it offers a single interface for annotation and description, code execution and storage of results, everything relating to a particular experiment or analysis could be stored in a single place, which allowed the use of these notebooks as e-labbooks. To allow readers to interact dynamically with various aspects of the workflow and adapt it to their own needs, Jupyter notebooks are provided as Supplementary Materials together with detailed installation instructions.





2.2. Experimental Protocols


The experimental data presented in this work is intended to illustrate the workflow discussed and this section provides a brief description of the experimental protocols used. The reader is referred to cited references for further details.



2.2.1. NMR Spectroscopy Assays


To obtain enzyme-kinetic parameters with NMR spectroscopy, a lysate was prepared from a Saccharomyces cerevisiae or an Escherichia coli culture as in [12,20,23]. The lysate was incubated with substrates, products, cofactors and any allosteric modifiers as required. The use of lysates (in contrast to purified enzyme preparations, which only contain the enzyme of interest) required that reaction boundaries be delimited by omitting essential cofactors as appropriate. For example, the dataset discussed in Section 3.2 was acquired by incubating a S. cerevisiae lysate with phosphoenolpyruvate, leading to the enolase (ENO) and phosphoglycerate mutase (PGM) reactions proceeding in the reverse direction. Subsequent reactions on either side did not proceed because the necessary cofactors (ADP for pyruvate kinase, ATP for phosphoglycerate kinase) were omitted.



A series of one-dimensional 31P-NMR spectra was collected over time; NMR parameters are given in [12,20,23]. The spectra were processed and peaks quantified by deconvolution to yield a series of progress curves, which were then fitted to a kinetic equation or set of equations for the reactions followed. The method [12] can also be applied to purified enzymes. Because this was a 31P-NMR experiment, natural substrates could be used, but when performing 13C-NMR spectroscopy, 13C-labelled substrates have to be used due to the low natural abundance of this NMR-active isotope.




2.2.2. Spectrophotometric Assays


Enzyme-kinetic parameters were determined from spectrophotometric assays, which were performed on microtitre plates to increase throughput. Where possible, such assays were coupled to reactions producing or consuming NAD(P)H, which has a convenient light absorbance peak at a wavelength of 340 nm and can thus be detected directly with visible-light spectrophotometry [10].



Initial rates were obtained for different substrate concentrations by linear regression on the initial sections of the reaction progress curves to yield rate-versus-concentration data for the studied enzyme. Detailed code for processing the raw microtitre plate reader data is provided in the Supplementary Materials.




2.2.3. Fitting Experimental Data to Obtain Kinetic Parameters


In the case of initial rate assays on a single enzyme the rate-versus-concentration data for the varying substrate were fitted to an appropriate rate equation by non-linear regression with the lmfit Python module [24] to obtain the kinetic parameters.



When collecting NMR progress curves, kinetic parameters were obtained in a similar way with a few modifications [12]. An ODE model was created for the system of reactions studied in the NMR assay, using generic rate equations. The kinetic parameters were obtained by fitting the experimental data (concentration time-courses) to model simulations, using PySCeS, for the same time period and initial conditions. Detailed code for both fitting strategies is provided in the Supplementary Materials.




2.2.4. Validation Data


A time-course experiment was set up and NMR data were acquired and processed using similar techniques as outlined in Section 2.2.1, except that a larger set of enzymes was assayed simultaneously by including appropriate co-factors so that the whole glycolytic pathway from glucose-6-phosphate was active, and that permeabilised cells were used instead of lysates [20]. Raw NMR data were processed to yield metabolite time-courses for all the assayed intermediates.



The model was validated by investigating how well it reproduced these independent experimental data that were not used during the parameter fitting phase. Model runs were set up in PySCeS mimicking the initial experimental assay conditions and the simulation data were plotted together with the experimental data on the same set of axes to assess the quality of the model predictions. Python code for such a validation experiment is provided in the Supplementary Materials.






3. Results


3.1. Summary of Workflow for Kinetic Model Construction


The main workflow for bottom-up kinetic model construction in systems biology, as described in this paper, is summarised in Figure 1. Enzyme-kinetic data were obtained in one of two ways: either, progress curves for a reaction or group of reactions were acquired with NMR spectroscopy, which were then parametrised by fitting to a system of ODEs with the appropriate enzyme kinetic rate equations; or alternatively, initial-rate kinetics were performed on a single enzyme, typically with a spectrophotometric assay using microtitre plates, and fitted to a rate equation. In this paper, one example of each approach is discussed in detail (Section 3.2, Section 3.3 and Section 3.4); in general, it needs to be repeated until all of the enzymes in the pathway under study have been characterised.



In the next step, all the kinetic rate equations and parameters were assembled into a model of the complete pathway, which was then validated by comparing its output to experimental data that were not used for model construction (Section 3.5). The workflow subsequently allowed a number of additional computational analyses to be easily performed on a properly constructed and validated model (Figure 1).



Each of the above steps is described in greater detail in the following sections, emphasising the role of the Python language in ‘gluing’ the various analyses together. The Python modules that were used for each step are listed at the bottom of each block in Figure 1.




3.2. Enzyme Kinetics from NMR Spectroscopy


Our custom open-source NMR processing Python module, NMRPy [20], facilitated the bulk-processing and quantification of arrayed NMR spectra that are typically produced by NMR spectroscopy experiments. Figure 2 provides the raw NMR spectra and quantification of a representative experiment on the PGM–ENO reaction couple, where the reaction was initiated by incubating the lysate with phosphoenolpyruvate. The Supplementary Materials contains a Jupyter notebook with code and annotations to read and process the NMR data for Figure 2. To fit the kinetic parameters for both enzymes, a number of such experiments had to be performed with different initial concentrations of substrates and/or products. The fitting procedure is described in detail in Section 3.4 below.




3.3. Enzyme Kinetics from Spectrophotometric Assays


The Supplementary Materials section contains an annotated Jupyter notebook to illustrate the processing of kinetic data acquired with a microtitre plate reader. By way of example, glucose-6-phosphate dehydrogenase was characterised in lysates of Zymomonas mobilis using initial-rate kinetics with NAD+ as the varying substrate. The absorbance of NADH produced in the reaction was determined spectrophotometrically at 340 nm. The following steps were involved in the data processing:




	
Importing data New dataframes were created in pandas from a variety of input formats, including Excel and CSV. Several preprocessing and customisation methods were used (e.g., for the conversion of date/time fields into a format that can be used by Python), as near-perfect tabulated data are rarely produced by the associated software and the formats differ between instrument vendors.



	
Linear regression The absorbance-versus-time data were subject to linear regression over a suitable time range to calculate initial rates. The attached Jupyter notebook provides two tools (using interactive matplotlib graphs, and using ipywidgets), which were used to efficiently apply this analysis to a large number of datasets.



	
Preprocessing data The pandas library provided functions to easily normalise the data, either to a single entry, a single row, or an entire dataframe. Further, Python functions were written to automate repetitive processing tasks in a consistent way. Examples of such normalisations included subtraction of blank readings, the conversion of absorbance values to concentrations, or the subtraction of the initial time reading from subsequent time data.



	
Fitting data For fitting of initial rate data to an enzyme-kinetic rate equation (e.g., the Michaelis–Menten equation), the Python package lmfit [24] provided a high-level interface to various non-linear optimization and curve fitting routines with access to both global and local optimisation algorithms. This is further discussed in Section 3.4 below.



	
Data Visualization A leading visualisation and 2D-plotting library for Python is matplotlib, which was used in this analysis because of its powerful and flexible design, its interoperability with numpy and scipy, and its excellent integration into Jupyter notebooks. Figure 3 shows the experimental data and model fit (see below) for this experiment.









3.4. Fitting Experimental Data to Obtain Kinetic Parameters


Figure 3 shows a fit of the Michaelis–Menten equation to experimental data for the enzyme glucose-6-phosphate dehydrogenase as a function of varying NAD+ concentrations (see Section 3.3). Non-linear regression of the rate-versus-concentration data using the Python lmfit module yielded the following kinetic parameters: Vmax=1.15±0.02 μmol/min/mg protein, KM=0.27±0.02 mM. Further details and fitting code are provided in the Jupyter notebook in the Supplementary Materials.



To obtain kinetic parameters from NMR time-courses of multi-enzyme systems, the experimental concentration-versus-time data were fitted to a kinetic ODE model of the reaction system. Figure 4 shows a representative example of four progress curves for the PGM–ENO couple at different initial concentrations of substrates and products, where the arrayed NMR spectra have already been processed to calculate concentration time-courses (see Section 3.2). Note that some of the reactions ran in reverse and in one case more than one metabolite was present at the start of the assay. The lines represent the PySCeS model output after fitting with the Python lmfit module, with the parameters fitted to all of the datasets, not only those shown here.



The Supplementary Materials contains all the datasets (not only the representative ones shown here) as well as a Jupyter notebook with the annotated fitting code that provided the fitted parameters and associated error estimates.




3.5. Assembly and Validation of a Larger Kinetic Model of a Pathway


Once all the enzymes of a pathway under study have been characterised as described in Section 3.2, Section 3.3 and Section 3.4, the next step was to combine this information into a kinetic model. The process of bottom-up model construction has been reviewed [7] and will not be repeated in detail here, other than to emphasise the importance of a set of consistent enzyme data, especially in regard to the enzyme activities and kinetics, which should all have been determined under the same in vivo-like conditions (e.g., [25,26]).



Subsequently, the role of the model validation step was to test the accuracy of the predictions of the model. By investigating how well the model reproduced independent experimental data that were not used in the model construction process itself (i.e., for fitting the model parameters), this allowed us to assess the quality of the model.



By way of example, Figure 5 shows the output from a kinetic model of E. coli glycolysis plotted together with independent metabolite time-courses determined in situ using E. coli cells permeabilised with detergent. The Supplementary Materials contains a Jupyter notebook with code, model description and data to recreate Figure 5.



While there were some discrepancies between the data and the model fit, the general agreement was remarkable considering that these are independent validation data. The discrepancies, as well as further possible analyses, are considered in the Discussion.




3.6. Further Model Analysis: MCA, GSDA and PyscesToolbox


Once a kinetic model for a pathway has been constructed and properly validated, it can be subject to a variety of analyses to gain further insight into its regulatory function. A fundamental example is metabolic control analysis (MCA) [27,28], which aims to quantify the contribution of each of the steps in a pathway to the control of flux or metabolite concentrations, and thus to identify key control points. PySCeS has built-in functions to perform MCA directly. Other analyses, based on MCA, include supply-demand analysis (SDA) [29,30] and its generalised variant GSDA [31], symbolic MCA (SymCA) [32,33], as well as a framework, ThermoKin, that dissects the contributions of thermodynamic and kinetic aspects to enzyme regulation [34].



The above-mentioned analysis frameworks have been incorporated into a Python module, PySCeSToolbox [35], which uses the Jupyter notebook and IPython kernel to analyse the models with PySCeS and visualise the output in various interactive ways. Figure 6 summarises the overall architecture and workflow of PySCeSToolbox. At the centre of the analysis is a PySCeS model object which can be used to instantiate one of three analysis objects:




	
RateChar This module performs GSDA by fixing each variable metabolite in turn (thus making it a system parameter) and varying it below and above its steady-state value. This allows one to identify regulatory metabolites as well as routes of regulation in the network. This approach was computationally applied [36] to the analysis of published models of pyruvate metabolism in Lactococcus lactis [37] and aspartate-derived amino acid synthesis in Arabidopsis thaliana [38].



	
SymCA This module performs symbolic metabolic control analysis by generating algebraic expressions for the control coefficients in terms of the elasticity coefficients, using the SymPy Python module for symbolic algebra [39]. These expressions are then used to evaluate and visualise so-called control patterns in the network and quantify their relative contribution to the overall value of the control coefficient. A control coefficient can thus be dissected into its most important components.



	
ThermoKin This module calculates, for each reversible reaction in the model, the contribution of thermodynamics and kinetics to the enzyme regulation at a particular steady state using the formalism described in [34]. This contribution may vary as conditions change (e.g., as a result of changes in some model parameters), as the reaction operates closer to or further away from equilibrium.








SymCA and ThermoKin were applied [40] to the above-mentioned model of pyruvate metabolism [37].



The main point of this section is to illustrate that fine-grained model analysis can be performed within the same computational framework as the model construction and validation, using Python and Jupyter notebooks; there is no need to change to a new system. The paper describing PySCeSToolbox [35] has example notebooks as Supplementary information, illustrating each of the three module functionalities; these will not be repeated here. The detailed model analyses in [36,40] are also accompanied by Jupyter notebooks, allowing readers to reproduce the findings.





4. Discussion


In this paper we have presented a workflow for experimental and computational systems biology that harnesses the powerful capabilities of the Python programming language in terms of both computation and data visualisation and makes extensive use of the IPython environment and Jupyter notebooks as an interactive platform. The workflow involves processing of raw enzyme-kinetic data, obtained either from microtitre plate assays or from arrayed NMR spectra, to obtain initial rates or progress curves, respectively. These data are then fitted to kinetic equations to obtain enzyme-kinetic parameters, which are used to construct a kinetic model of the pathway. The model is validated by comparison to independent experimental data, and can be further analysed to identify control points or regulatory metabolites. The workflow allows for easy-to-follow data processing, from the original NMR or plate reader data to the final fitted parameter values and kinetic model output.



One compelling aspect of this workflow is the ability to pass information from one Python software to another to create a versatile computational pipeline. For example, microtitre plate readers typically produce tabulated time-versus-absorbance data, which can be in several formats (CSV, Excel, plain text, etc.). Python has useful modules for dealing with each of these; the data analysis library pandas [15] (https://pandas.pydata.org) is specifically suited to this task, allowing the data to be restructured into a numpy array or pandas data frame, analysed by any number of scipy tools, passed into a computational systems biology software such as PySCeS, and finally visualised using the matplotlib plotting library. While all of these functionalities are available in standalone software packages, the ability to perform all the analyses within a single environment provided by the Jupyter notebook using scripts that can be automated, is incredibly powerful.



The workflow described makes extensive use of additional modules and libraries, which are available in the scientific Python ecosystem and simplify repetitive or mundane analysis tasks. For example, while the system of ODEs describing the reaction system discussed in Figure 4 could in principle be coded manually [41], our simulation software PySCeS [18] automatically generates ODEs from an input file containing rate and stoichiometric equations. PySCeS additionally has the functionality to output simulations at specified custom time points, which facilitates the fitting of NMR time-courses to kinetic models with the lmfit module [24].



When obtaining kinetic parameters from reaction time-courses using NMR, targeted reaction exclusion within a system by enzyme or cofactor omission is essential. Often, many reactions cannot be measured directly and enzyme-kinetic parameters must be determined by fitting models iteratively to datasets from an incrementally expanding system using parameters from earlier iterations to fit the unknown parameters in the larger system. It is important to limit the size of the system of reactions in this way, as fitting too many reactions (and their associated kinetic parameters) at once may lead to unidentifiable parameters [42].



One of the challenges often encountered in bottom-up kinetic model construction is a discrepancy between model and data during the validation process (see, e.g., the 3PG dataset in Figure 5). To a certain extent, this is expected considering that these are independent validation data that were not used in the parameter fitting. To further investigate this, additional analyses could be done, e.g., the χ2 (discrepancy between model and data) could be calculated, or another validation dataset could be plotted and compared to the current one. If different models are available, they can be compared in terms of how well they fit the data [20,43]. The specific dataset could also be used to further fit and refine the model, which would improve the agreement between model and data. It is important to note, however, that in this case they are no longer independent validation data, and the model would have to be validated against additional independent experimental data if these are available [7].



There are compelling reasons for choosing Python as programming language for this workflow. Python is relatively easy to learn compared to other programming languages; the language was designed with a very human-readable format and does not contain the syntactical minutiae of lower level programming languages [44]. This lowers the barrier of entry and broadens the availability of the analysis platform [45]. In addition to being able to run on different operating systems, Python can integrate with other programming languages and execute Fortran or C code at near-native speeds using the modules f2py [46], which is part of numpy, and cython [47] (https://cython.org). This means that increased readability and interpreted code do not have to come at the expense of computational power and speed, as Fortran and C code can be readily wrapped to run natively in Python by using “interfaces to low-level high-performance software in a high-level programming environment” [46]. Furthermore, the interpreted nature of Python allows scripts to easily be transferred between collaborators without recompiling, meaning that script can be executed on machines with different architectures to produce identical results [44]. This greatly facilitates collaborations between groups and simplifies collaborations within groups.



In addition, the Python programming language and the libraries described in this paper are open-source. The scientific Python community is active and supportive and organises annual SciPy and EuroSciPy conferences (https://conference.scipy.org/), which facilitates its adoption. This creates a feed-forward mechanism where researchers can work and develop new tools in Python because these can be easily integrated into existing software pipelines. The workflow described in this paper latches on to the above feed-forward mechanism by integrating various tools. As such, the list is by no means exhaustive but rather a collection of examples that we use in day-to-day analyses. We do not claim that Python is the best, nor is the aim of this paper to provide a systematic comparison of programming languages or tools; rather, it is an illustration of an adaptable and expandable workflow that has proven useful in our hands. In addition, while our examples in the Supplementary Materials are presented as Jupyter notebooks, this is not a strict requirement and the analysis could have been performed with a series of Python scripts. The interactive nature of Jupyter, as well as its capabilities for annotation, structuring and visualisation, just provided additional functionality.



To further substantiate the case for Python in systems biology, we note that, while we have focussed in this paper on those programs and libraries that are most frequently used in our group, researchers have a wide choice of software, many of which are either written in Python or expose a Python API (summarised in the SBML software matrix, see http://sbml.org/SBML_Software_Guide/SBML_Software_Matrix). Each of these programs is dedicated to particular analysis tasks, and they will not all be covered in detail here. To mention only a few: Tellurium [48] is a Python-based integrated environment for modelling and reproducibility analysis that makes use of libRoadRunner [49] as the default simulation engine; modelbase [50] has a focus on kinetic modelling similar to PySCeS; COBRAPy [51] and CBMPy (http://cbmpy.sourceforge.net/) have a focus on constraint-based modelling of large stoichiometric networks; ScrumPy [52] can do both, but has a focus on constraint-based modelling; DMPy [53] is a Python package for the automated construction of mathematical models of large-scale metabolic systems by searching parameters from online resources and matching measured reaction rates. Importantly, by working in a Python environment, the user has the flexibility to interact with any of these programs as required and to easily expand existing or create new workflows. In addition, many of the leading computational systems biology software programs (e.g., Copasi [54]) expose a Python API, making it possible to easily interface with these programs from within Python and PySCeS if needed.



An additional challenge faced by systems biology researchers is the need to share data and resources, often between different platforms. In this context standards are becoming increasingly important: SBML [19] facilitates the exchange of models in a standard format across simulation tools. Curated models are stored in databases such as JWS Online [55] and BioModels [56], facilitating their distribution and increasing their availability. The FAIRDOM project [57] aims to develop frameworks and guidelines to make data more Findable, Accessible, Interoperable and Reusable. This project has produced the FAIRDOMHub which uses the SEEK [58] open-source web platform with tools for collating and annotating datasets, models, simulations and research outcomes. SEEK has a JavaScript Object Notation (JSON) API for uploading and downloading files, and Python supports JSON natively, facilitating integration into Python workflows. A natural extension of the workflow presented here would thus be the development of a SEEK interface.




5. Conclusions


We have demonstrated how the Python programming language can act as a glue to interface between different analysis tools required for the construction, validation and analysis of kinetic models in bottom-up systems biology. Our workflow enables investigators to focus on the scientific problem instead of issues of data integration between platforms. The Jupyter notebook is an ideal e-labbook and allows the user to keep everything related to a particular analysis in one place, including raw data, graphical output and descriptive annotations.
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Figure 1. The basic workflow for integrating enzyme kinetics for systems biology with computational modelling using Python. For a detailed description see main text. 






Figure 1. The basic workflow for integrating enzyme kinetics for systems biology with computational modelling using Python. For a detailed description see main text.



[image: Processes 07 00460 g001]







[image: Processes 07 00460 g002 550]





Figure 2. (a) Array of 31P-NMR spectra from an incubation of Saccharomyces cerevisiae lysate with phosphoenolpyruvate. Spectra were acquired 2.6 min apart (repetition time) and processed with NMRPy (apodisation, Fourier transform, phase correction and integration by deconvolution). The peak identities are, from left to right: 3-phosphoglycerate (3PG), 2-phosphoglycerate (2PG), phosphate, triethyl phosphate (TEP, internal standard), and phosphoenolpyruvate (PEP). Original spectra are shown as black lines and the deconvoluted peak areas are shown with filled red colour. (b) Quantification of the spectra after processing with NMRPy. The output from the analysis was concentration-versus-time data. NMRPy can read raw data from the major Nuclear Magnetic Resonance (NMR) instrument vendors and has built-in functions to display both the arrayed spectra and quantified data. Data and annotated code (Jupyter notebook) are provided in the Supplementary Materials. 
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Figure 3. Kinetic characterisation of glucose-6-phosphate dehydrogenase in lysates of Z. mobilis by initial rate kinetics. Lysates were incubated with a fixed concentration of glucose-6-phosphate and varying concentrations of NAD+. The graph shows initial rate data for varying NAD+ concentrations (points, mean ± SE of triplicate determinations) and the kinetic equation fit (line). Further details and code are available in the Supplementary Jupyter notebook. 
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Figure 4. Example of experimental and simulated data for the phosphoglycerate mutase–enolase (PGM–ENO) couple studied by NMR in S. cerevisiae lysates incubated with different starting concentrations of substrates and products. Square symbols represent experimental data and solid lines represent the simulated model data after parameter optimisation to all data sets simultaneously. Abbreviations: 2PG, 2-phosphoglycerate; 3PG, 3-phosphoglycerate; PEP, phosphoenolpyruvate. 
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Figure 5. Validation of a kinetic model by comparison to independent experimental data. The data points are quantified NMR time-courses from an in situ experiment with permeabilised E. coli cells, starting out with 7 mM G6P, 4 mM ATP, 2 mM ADP, 12 mM phosphate, and 10 mM NAD+. The lines are simulation output from a kinetic model of E. coli glycolysis, assembled from kinetic measurements on the individual enzymes as outlined in Section 3.2, Section 3.3 and Section 3.4. Adapted from [20]. Non-standard abbreviations: DHAP, dihydroxy-acetone phosphate; F6P, fructose-6-phosphate; FBP, fructose-1,6-bisphosphate; G6P, glucose-6-phosphate; 3PG, 3-phosphoglycerate. 
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Figure 6. PySCeSToolbox architecture and workflow. PySCeS instantiates a model object from file, which is then used by PySCeSToolbox to instantiate an analysis tool object. The recommended usage involves running these processes within an IPython kernel with which the user interacts via the Jupyter notebook. The bottom-left corner shows some of the main technologies used by PySCeSToolbox. Refer to [35] for details. Reproduced with permission from Christensen et al., Bioinformatics; published by Oxford University Press, 2018. 






Figure 6. PySCeSToolbox architecture and workflow. PySCeS instantiates a model object from file, which is then used by PySCeSToolbox to instantiate an analysis tool object. The recommended usage involves running these processes within an IPython kernel with which the user interacts via the Jupyter notebook. The bottom-left corner shows some of the main technologies used by PySCeSToolbox. Refer to [35] for details. Reproduced with permission from Christensen et al., Bioinformatics; published by Oxford University Press, 2018.



[image: Processes 07 00460 g006]








© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).






media/file4.png
(a)

1
PPM (161.89 MHz)

(b)

20.0

17.51

15.0

=
N
ul

Concentration (mM)
-~ B
Lf1 o

o
o

N
U

0.0

3PG
2PG
phosphate
TEP
PEP

I. O Op
ufl ll.l....'..... .l....l.l.l-l -l'l"ll"l ..Ill.llllllllll
:Il....l.
20 40 60 80 100 120 140 160

Time (min)





nav.xhtml


  processes-07-00460


  
    		
      processes-07-00460
    


  




  





media/file2.png
NMR time-courses

w -

3
™ (0L 00

Perform enzyme assays and
collect NMR time-course
data for all reactionsin a
multi-enzyme system as
they progress towards
equilibrium.

Microtitre plate
assays

Perform enzyme assays at
various substrate
concentrations and monitor
the change in light-
absorbing species in the
assay mixture over time
(progress curves).

Progress curves

4

o S0 100 150 00

Process NMR data by
deconvolution of NMR
spectra to obtain progress
curves (metabolite concen-
trations versus time).

NMRPy
Numpy
Scipy
Matplotlib

Initial rates

Calculate initial rates of the
reactions by linear
regression of the first few
data points of each progress

Parametrisation
(multiple enzymes)

Fit representative rate
equations to aggregated
progress curves to obtain
kinetic parameters for the
enzymes in the system.

Parametrisation
(single enzyme)

fop

_\\ mnm_’.u..n..am.WA— T Keg
vpg=————————
et 14 (G2 4 L% )

Ko.cop Ko Fop

3.551 £ 0.050 (V, = 3.431)¢
0.550 £ 0.236

0.152 £ 0.017
0.286 + 8 x 10°°

Fit the rate-vs.-substrate
concentration data to a
rate equation (e.g.
Michaelis-Menten or Hill)
to obtain kinetic
parameters.

Model construction

Go6P

PGl —
F6P  MgATP .ﬂ Mg +ATP
xﬁﬁ

FBP  MgADP === Mg" + ADP

N;zs

AMP + Pi + Mg*

After parameterization,
combine the kinetic data for
all the enzymes in the
pathway under study into a
kinetic model.

Model validation

Test the validity and
accuracy of the model by
comparing model output
to validation data that
were not used in model
construction.

Further analysis

' - 10!
Perform further analyses on
the model, e.g. steady-state
analysis, numeric and
symbolic metabolic control
analysis, and general supply-
demand analysis.






media/file5.jpg
@
=

bl
=]

=
o

o
=]

[NAD*] (mM)





media/file3.jpg
)

@





media/file1.jpg





media/file7.jpg
Concentration (mM)

150
125
100
s
50
25
00

a0 60

o 25 s 75 100 15

EY 150
Time (min)

150

® 26
B w6
® rep





media/file10.png
NMR data

15

Concentration (mM)

0 20 40 60 80
Time (min)

15

Model

10

20 40 60 80

F6P

NADH

20 40 60 80

ADP

FBP

3PG
44
3 | oo o
+{ % Fe
N . nf.- ulm
0 I .. . ——
0 20 40 60

ATP

0 20 40 60 80

G6P

0 20 40 60 80

PO3 -

15
14 -
13 -
= P g
11 -

10 A






media/file12.png
1Pyl

IPython Kernel

— Jupyter
Jupyter Notebook
python @ SciPy
2
povﬁd %Numl’y

matplxtlib

SymPy

Model File

N

depends on

instantiates

+time-course simulations eparameter scans
+steady-state analysis «rate characteristic
RateChar ~| oot
estructural analysis jec generates «control coefficients
eetc. +elasticity coefficients
performs/ \
+symbolic control
SvmCA coefficient expressions
Model Object > gb' : = «control patterns
jec generates e«parameter scans

/\ \ «control pattern graphs
]
uses \
A

' +separate rate equation

* . terms
A
. ThermoKin
PySCeSToolbox S Obiect =>| e+separate rate equation
instantiates jec

generates

elasticity coefficients
e«parameter scans






media/file9.jpg
Model ADP. AT

NMR data

a6

rap

Fsp

NADH

owap

naD*

(W) uonenuaue

Time (min)





media/file0.png





media/file8.png
Concentration (mM)

EEPEpCrrrrTrTEEEENER R R e | O 2PG
15.0 - B 3PG
6 - 125 - H PEP
10.0 -
4 -
7.5 - h
5 . O 5.0 -
2.5 -
0 - 0.0 - l
0 20 40 60 80 0 25 50 75 100 125
54 Em
O
4 1 n
3_

0 50 100 150 0 20 40 60
Time (min)





media/file11.jpg
oo @y sopy

matptitiib

TG e
ot [ | ot cntcr
= Jrecons
LN g il
il g






media/file6.png
<
—

T
0
o

(ure3o04d bui/uitwi/jowrd) A

T
©
o

T
<
o

T
N
o

T
Q
o

[NAD *] (mM)





