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Abstract:



In recent years, recommender systems (RS) provide a considerable progress to users. RSs reduce the cost of a user’s time in order to reach to desired results faster. The main issue of RSs is the presence of cold users which are less active and their preferences are more difficult to detect. The aim of this study is to provide a new way to improve recall and precision in recommender systems for cold users. According to the available categories of items, prioritization of the proposed items is improved and then presented to the cold user. The obtained results show that in addition to increased speed of processing, recall and precision have an acceptable improvement.
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1. Introduction


Nowadays, most people use the Internet and spend more time on social networks or e-commerce sites than in the past. The exponential growth of the amount of information on the Internet has made users face challenges in finding useful information [1,2,3]. Fortunately, studying the users’ behaviors, their preferences can be analyzed. Recommender systems (RS) are used to do so [4]. Recommender systems adopt to provide recommendations to each user based on their activity, preferences, and behaviors which are consistent with the users’ personal preferences and assist them in decision-making [5].



Recommender systems are implemented with three techniques including: content-based [6], knowledge-based [7], and collaborative filtering [8]. Collaborative filtering (CF) is one of the most commonly used techniques in RS [9,10,11]. In this study, we use collaborative filtering. In CF, opinions and ratings of similar users to the target user are used to provide recommendations. The target user is a user who should receive recommendations. In fact, the core of CF is to find the similarities between users. CF is possible in two ways: using memory-based and model-based approaches [12]; the combination of these two methods is also used [13,14]. The memory-based CF is used in this study. In the memory-based method, the similarity between users is calculated using one of three techniques of similarity algorithms [10,15], similarity measures [16,17,18,19,20,21], or heuristics methods [22]. Similarity measures are used this study. Then, a rating is predicted for the items that are not rated by the target user using rating prediction formulas. Finally, the items with the highest predicted ratings are recommended to the target user [10,17,23].



Cold starts are a challenging problem in collaborative filtering [15,24,25,26]. It arises in two cases: “cold user” and “cold item” cases. The first case happens when a new user registers on a web site and there is little information about the user. The final case happens when a new item is added to the system and there is no information about users rating on this item.



The aim of this study is to improve the output of the recommender systems with cold users. Cold users are those who have rated 2 to 20 items [4,17,24]. In this study, the proposed method improves the recall and precision of the recommender system with cold users. Although, the proposed method is much faster than the traditional recommender system, it only works with categorized items.



The structure of this article is as follows: In Section 2, some of recent studies related to similarity measures and prediction formulas in recommender systems are reviewed. Section 3 describes the methodology using categorized items and cold user in recommender systems. In Section 4, we simulate our proposed method and present the evaluation results. In Section 5, we discuss the conclusion and future directions for our work.




2. Related Work


In recent years, there have been studies which attempt to improve output of recommender systems [27,28,29,30]. The performance of recommender systems has a high impact on e-commerce [31,32,33].



In general, in a traditional recommender systems, proposing items to the target user is done in six steps [16,22,23,34]. The order of the steps is shown in Figure 1a. The first step is to calculate the similarity between users and the target user. In this study, the target users only include cold users. To find users similar to the cold user, there are many similarity measures [4,12,13,14,15,16,17]. Among the best of them is the cosine similarity measure [35], which is widely used to measure the similarity between users in CF. In cosine method, common rating among the users is considered to calculate the similarity between users. The equation for calculating the similarity between users using the cosine similarity is


[image: ]



(1)




where [image: ] shows an item and [image: ] represents the set of common rating items by user [image: ] and [image: ] (user [image: ] is the cold user), respectively. [image: ] and [image: ] are the ratings that are given to item p by users [image: ] and [image: ], respectively.


Figure 1. (a) Block diagram of a recommender system; (b) Block diagram of the proposed recommender system for cold users.
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Another, newly introduced, similarity measure is NHSM composite [16]. This measure considers not only the local context information of the cold user ratings, but also the global preference of the behavior of this user. The local context considers the cold user ratings and the global context considers the ratings of similar user to the cold user. The NHSM measure is formed by a combination of three similarity measures of proximity-significance-singularity (PSS), modified Jaccard, and user rating preference (URP). NHSM is calculated as


[image: ]



(2)







[image: ] has been created by [image: ] combined with modified Jaccard and is calculated as
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where [image: ] and [image: ] are all the items rated by users [image: ] and [image: ], respectively. [image: ] is the modified mode of similarity measures of proximity-impact-popularity (PIP). PSS is formed by a combination of three criteria of proximity-significance-singularity, which is calculated as
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Proximity shows an arithmetic difference between two ratings. While, Significance shows the distance from the median rating.


[image: ]



(7)






[image: ]



(8)




where [image: ] indicates the median range of ratings in dataset. For example, if the ratings are in the range of 1 to 5, [image: ] = 3, and if the ratings are in the range of 1 to 7, [image: ] = 4. In the dataset used in this study, the ratings are in the range of 1 to 5. Thus, in these tests, [image: ] is always equal to 3.
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(9)




where [image: ] is the mean ratings given to item [image: ] by all users.



In the similarity measures of NHSM, different users’ rating preferences are also considered. Because some users follow popular items, even if they have little interest in those items. To reflect the preferences of users, median and variance of the user’s preferred model is calculated using the URP formula
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(10)




where [image: ] and [image: ] are the mean ratings of users [image: ] and [image: ], respectively. [image: ] and [image: ] are the standard variances of users [image: ] and [image: ], respectively. [image: ] and [image: ] are the total mean ratings of users [image: ] and [image: ], respectively.



After calculating the similarity between the cold user and other users, in the second stage, some users with the most similarity to the cold user should be selected. [image: ]-nearest neighbor (kNN) is a popular algorithm to select [image: ] similar users.



In the third stage, a number of items that the cold user has not yet rated are chosen randomly. This number can be variable. For example, in the MovieLens dataset 500, 1000, 1500 and 2000 items may be selected randomly [28,36].



In the fourth stage, ratings are predicted for the random items of the third stage. Three standard formulas of (12), (13) or (14) are used usually to predict the ratings of the unrated items of the cold user. These formulas are known as the average, weighted sum (WS), and deviation from mean (DFM), respectively. Mentioned formulas are calculated as
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(11)




where [image: ] is a set of [image: ] users similar to the user [image: ] and [image: ] indicates a set of users, [image: ], who are similar to the cold user [image: ] that rated item [image: ].
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(13)
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All three of the above-mentioned formulas have very close responses. However, Formulas (13) and (14), are more suitable for dataset MovieLens [7,19]. In most of the related studies, Formula (14) or DFM is used for this dataset. Therefore, in our study, DFM is used to predict rating for all the unrated items of the cold user. In order to predict rating for item p, DFM uses the ratings given to item [image: ] by the similar users to the cold user [4,12,17].



In the fifth stage, items are arranged in a descending order based on predicted ratings in the previous stage.



Then in the final stage, [image: ] number of items are selected from the list sorted which have the highest predicted ratings, and are recommended to the cold user.



The focus of our study is on methods of selecting items for recommendation to the cold user. In other words, some changes are made in the selection process of the proposed item. The similarity of our study to [16,37] is in using similarity measures of cosine and NHSM, but the difference is in the method of selection of items proposed for recommendation to the cold user.




3. Proposed Method


In this study, we propose a new method for the selection of items for recommendation to the cold user. In this method, some changes have been made in the steps of a generic recommender system. The proposed method is shown in Figure 1b and the changed or added steps are identified by dotted box.



As shown in Figure 1b, the proposed method consists of seven steps. The differences between the proposed method and the generic recommender systems are only in the third and the fifth steps. In the third stage, the unrated items of the cold user are not selected randomly. However, all the items rated by [image: ] similar users to the cold user, which are not rated by the cold user, are selected for rating prediction.



By doing so, the likelihood that the cold user will be interested in those items increases. In fact, it makes the items appear to be more likely for recommendation to cold users to be selected for rating prediction.



Also, another advantage is the savings in processing time. This is because only the items that are rated by similar users to the cold user are selected for rating prediction. As a result, there is no need to predict a rating for 2000 or a specific number of random items.



The dataset used in this study is MovieLens. It is one of the most popular datasets in the field of recommender systems. In this dataset, movies belongs to categories (or genres) such as comedy, horror, drama, and so on. We thought that the categorized items may help to find favorite items for cold users.



Thus, in the fifth stage, it is checked that which of the items in the list obtained from stage four, have the cold user’s favorite genres.



To detect the cold user’s favorite genres, first, the average rating of the cold user, [image: ], is calculated. Then, the mean of the rating assigned to any genre by the cold user, [image: ], is calculated. Then, all the genres are examined individually by the comparison


[image: ]








where [image: ] is rating given by cold user [image: ] to genre [image: ].



By doing so, the genre whose mean rating is higher or equal to the total mean rating of the cold user is located in the cold user’s favorite list. Also, if the rating is less than the total mean rating of the cold user, it indicates a lack of user interest in the genre.



After the cold user’s favorite genres are determined, a list is provided from the items rated in the fourth stage, having one or more favorite genres of the cold user. The new list is arranged in descending order based on the predicted ratings in stage four. Finally, a [image: ] number of items from the beginning of the new list is recommended to the cold user.



In the proposed method, it has been tried to recommend items to the cold user that are rated by similar users and also have the cold user’s favorite genres. The results obtained indicate that this will improve the quality of recommendations.




4. Implementation and Evaluation of the Results


In this study, MovieLens is used as the standard dataset to examine the quality of the proposed method in recommender systems [38]. It contains user recommendations about movies over a period of seven months in 1997. This dataset exists in three different sizes (100 KB, 1 MB, and 10 MB ratings). In this study, 1 MB dataset is used for testing [24,39]. MovieLens dataset 1 M has 1,000,209 ratings on 3883 films by 6040 users. In experiments conducted in this study, the dataset is divided into three parts of validation, testing, and training data [12].



Validation data and testing data include only cold users. In fact, the users of validation data and testing data are the same and only the items rated by users in these two datasets are different. The datasets are divided in a way that all cold users of MovieLens dataset will be placed in the validation data. In the MovieLens dataset, the minimum number of users’ ratings is 20 items, so there are no cold users. To create cold users in this dataset, the following steps can be followed [1,12]:



First, all users who rated between 20–30 items are located in validation data. The number of users is equal to 809. Then, randomly, 5 to 20 rated items are located in testing data and are deleted from validation data. It is again examined that no user in the validation data has rated more than 20 and less than 2 items. Doing so, all 809 users of the validation dataset will be cold users.



The training data is the remaining part of the total MovieLens dataset. In fact, all remaining users of the total MovieLens dataset, who are not cold users, are in training data. In this study, the number of users in training data is 5231.



In this study, data are presented by vector or matrix data structure and processed in MATLAB software. The top-n is set to 100 in this study. All experiments were conducted on a computer with Intel core i3, 4 GB RAM, and 1TB HDD.



4.1. Selecting [image: ] Similar Users


At this stage, using similarity measures mentioned in the previous sections, for each cold user in the validation dataset, the similarity of the cold user to the users of training data is calculated. Then, using the kNN algorithm, [image: ] more similar users to the cold user are selected.




4.2. Selecting Items for Recommendation


After finding the most similar users to the cold user, the [image: ] similar users’ rated items are used to provide recommendations to the cold user. In fact, at this stage, an attempt is made to offer the user’s favorite items. This reduces the users’ time cost spent searching for items of interest.




4.3. Evaluation Criteria


Various parameters can be evaluated in RS. However, recall and precision are the most important parameters usually evaluated. These criteria are used in this study to assess the quality of the proposed method. The processing time of the proposed method has also been evaluated.



The Recall criterion is the mean ratio of items from testing data that can be observed in the rated list of training data [40]. Recall criterion is calculated as


[image: ]



(15)







In the equation above, [image: ] is the number of cold user’s favourite items that are recommended correctly, whereas [image: ] is the number of cold user’s favourite items that are not recommended.



The Precision criterion is ratio of the recommended items to the items that, in fact test data users are really interested in to those items [22]. The Precision criterion is calculated as
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where [image: ] is the number of inacceptable items for cold user which have wrongly been recommended to the user.



The other criteria evaluated is the processing time. The purpose of processing time in this study is the time of the selection of the proposed item, which is done after calculating the similarity between users. In fact, the processing time of the second stage to the last stage is calculated in Figure 1a,b. It worth mentioning that the first stage in traditional RS (Figure 1a) and proposed RS for cold users (Figure 1b) are the same.




4.4. Experiments


To evaluate the efficiency of the proposed method, a series of experiments is conducted. In the following experiment, the DFM method (Formula (14)) has been used to predict the ratings of the non-rated items.



As it can be seen in step 3 of Figure 1b, item selection in the proposed method is based on [image: ] similar users some while in traditional recommender systems, Figure 1a, random selection is used. The first experiment evaluates the effect of the step 3 in proposed method without considering the cold users’ favorite genre.



Figure 2 shows the recall and precision of proposed and tradition recommender systems. It can be seen that traditional recommender systems with random selection have better recall and precision. Therefore, so far, the proposed method without considering the cold user’s favorite genre is not efficient. Moreover, this experiment shows that having more random items improves recall and precision. Therefore, from now on, we just consider 2000 random items. Another observation is that, the cosine similarity (Formula (1)) has a better result than NHSM (Formula (2)).


Figure 2. (a) Recall criterion with similarity measures of cosine; (b) Recall criterion with similarity measures of NHSM; (c) Precision criterion with similarity measures of cosine; (d) Precision criterion with similarity measures of NHSM.
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In the next experiment, we want to evaluate the effect of the users’ favorite genres between the traditional system and the proposed system (step 5 in Figure 1b). To do so, we have considered the cold users’ favorite genres to filter items and rank them. Figure 3 shows the results. It can be seen that the proposed method has better recall than traditional recommender system in both cosine and NHSM similarity. It shows the amount of recall is dramatically improved using the items of the [image: ] similar users to the cold user. Another observation is that, in our proposed method, the changes on [image: ] value does not have too much effect on the recall criterion.


Figure 3. (a) Recall criterion with similarity measures of cosine; (b) Recall criterion with similarity measures of NHSM.
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Figure 4 shows the results of the precision criterion when comparing the proposed method and the tradition recommender systems while considering the category of items. It can be seen that the proposed has higher precision with both cosine and NHSM similarity. By considering the favorite genre of the cold users, the precision criterion of the proposed recommendation has improved dramatically. Another observation is that cosine similarity has higher precision than NHSM and NHSM similarity is very sensitive to the number of random items in traditional recommender systems.


Figure 4. (a) Precision criterion with similarity measures of cosine; (b) Precision criterion with similarity measures of NHSM.
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Therefore, this experiment shows that considering categorized items does not have too much of an effect on traditional recommender systems, while it can dramatically improve the recall and precision of the proposed method.



In the final experiment, we consider the effect of items from [image: ] nearest users (step 3 of Figure 1b) together with favourite category of the cold users (step 5 of Figure 1b) and compare it with a traditional recommender system (Figure 1a).



Figure 5 shows the recall criterion. It can be seen that the proposed method has higher recall than the traditional recommender system for cold users. Figure 6 shows the precision criterion. It can be seen that the proposed method has higher precision than the traditional recommender system for cold users.


Figure 5. (a) Recall criterion with similarity measures of cosine; (b) Recall criterion with similarity measures of NHSM.
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Figure 6. (a) Precision criterion with similarity measures of cosine; (b) Precision criterion with similarity measures of NHSM.
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These experiments show that the traditional recommender system has higher recall when no filter is provided for categories while having categorized items may improve its precision.



The processing time in the proposed method is less than the traditional recommender systems. The reason is that, in step 3, the number of items selected from [image: ] nearest users is less than the traditional recommender system. Therefore, in the following steps less time is consumed. Figure 7 show the processing time of the proposed method and traditional recommender system with 500, 1000, 1500 and 2000 random items. As it is shown in this figure, the proposed method is many times faster than a traditional recommender system. It is almost six times faster than a traditional recommender system with 2000 random items.


Figure 7. Processing time of the random methods and the proposed method.



[image: Mca 23 00001 g007]








5. Conclusions


Although the similarity measures have a great impact on collaborative filtering in recommender systems, this study shows that having categorized items can improve the recall and precision of the recommender system for cold users.



Although having categorized items improves the recall and precision of the proposed method for cold users, it may have a negative effect on the recall criterion of the traditional recommender systems. The processing time of the proposed method is also much less than traditional recommender systems. In this study, we have used the MovieLens dataset which is already categorized. However, categorizing of items is still a problem in recommender systems. Finding a fast and effective method for categorizing items can be considered for future work.
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