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Abstract: Evaporation calculations are important for the proper management of hydrological re-
sources, such as reservoirs, lakes, and rivers. Data-driven approaches, such as adaptive neuro fuzzy
inference, are getting popular in many hydrological fields. This paper investigates the effective
implementation of artificial intelligence on the prediction of evaporation for agricultural area. In
particular, it presents the adaptive neuro fuzzy inference system (ANFIS) and hybridization of AN-
FIS with three optimizers, which include the genetic algorithm (GA), firefly algorithm (FFA), and
particle swarm optimizer (PSO). Six different measured weather variables are taken for the proposed
modelling approach, including the maximum, minimum, and average air temperature, sunshine
hours, wind speed, and relative humidity of a given location. Models are separately calibrated with a
total of 86 data points over an eight-year period, from 2010 to 2017, at the specified station, located in
Arizona, United States of America. Farming lands and humid climates are the reason for choosing
this location. Ten statistical indices are calculated to find the best fit model. Comparisons shows that
ANFIS and ANFIS–PSO are slightly better than ANFIS–FFA and ANFIS–GA. Though the hybrid
ANFIS–PSO (R2 = 0.99, VAF = 98.85, RMSE = 9.73, SI = 0.05) is very close to the ANFIS (R2 = 0.99,
VAF = 99.04, RMSE = 8.92, SI = 0.05) model, preference can be given to ANFIS, due to its simplicity
and easy operation.

Keywords: evaporation; adaptive neuro fuzzy system; firefly algorithm; particle swarm optimization;
genetic algorithm; statistical indices

1. Introduction

Currently, water deficiency is increasing and becoming a challenge for human society.
It is increasingly becoming the most important environmental limitation, which is limiting
plant growth. According to the statistics, over 30 arid and semi-arid countries are ex-
pected to experience water deficiency in 2025 [1]. This will limit agricultural development,
threaten food supplies, and inflame rural poverty. Evaporation estimations are essential for
controlling and modelling the integrated hydrological resources connected to hydrology,
agricultural business, arboriculture, irrigation, flooding, and lake ecosystems. Evaporation
is described as the reduction of deposited water due to the conversion of liquid phase to
steam phase, which is influenced by the climate situation, such as weather, wind velocities,
relative humidity, and sunshine. According to the World Meteorological Organization
(WMO), more than half of the total inflow (rainfall or any other sources) to Lake Victoria in
the U.S. is lost due to evaporation, which results in relatively humid conditions [1].

The evaluation of evaporation from reservoirs in arid and semi-arid areas is also
important. For example, Libya has built one of the largest civil engineering groundwater
pumping and transferring systems to overcome water limitations and climate hindrance
(high temperature and low rainfall). This project is known as the Manmade River Project
(MRP) [1]. The purpose of this project was to supply the water demand of Libya by
pumping underground water underneath the Sahara Desert and transfer it using a network
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of huge underground pipes, especially for irrigation. The high cost of water pumping and
lack of appropriate planning are the main concerns. In Egypt’s Lake Nasser (located in an
arid area), where the Nile’s water is stored, downstream water loss, due to evaporation, is
estimated to be 3 m in depth, or double that of Lake Victoria [1]. In Australia, it is calculated
that around 95% of the precipitation evaporates and has no contribution to runoff [1].

Artificial intelligence models are becoming increasingly popular for forecasting data,
instead of traditional models [2]. ANFIS model is one of them, which is also called a
data-driven model [3,4], and can be used for different measurements, such as rainfall,
streamflow, evaporation, water quality, and many others. A comparison has been made
by Moghaddamnia et al. [5] on evaporation evaluation using an artificial neural network
(ANN) and adaptive neuro fuzzy inference system (ANFIS). The ANFIS model was com-
pared with the regression-based method by Dogana et al. [2], and ANFIS was declared to
be the finest. A group of researchers [6] has published their work on ANN, LS-SVR, fuzzy
logic, and ANFIS on daily pan evaporation, with the conclusion of fuzzy logic as being the
best performer.

More recent research on evaporation is also conducted by AI methods. A new artificial
technique, support vector regression (SVR), and a few nature-inspired algorithms (whale
optimization algorithm, particle swarm optimization, and salp swarm algorithm) were
investigated by a bunch of researchers in 2021 [7]. A unique contribution to evaporation
estimation, based on maximum air temperature, was published earlier this year by sci-
entists [8]. They became successful in the application of deep learning-based model to
predict evaporation. However, a group of scholars found effective results of the appli-
cation of the multiple learning artificial intelligence model in 2020 [9]. They analyzed
multiple model-artificial neural networks (MM-ANN), multivariate adaptive regression
spline (MARS), support vector machine (SVM), multi-gene genetic programming (MGGP),
and ‘M5Tree’ to simulate the evaporation on a monthly scale basis (EPm) at two stations in
India. Artificial neural network (MM-ANN) and multi-gene genetic programming (MGGP)
posed the best results.

Some analysis was performed based on four climate variables, whereas some de-
pended only on maximum temperature. Additionally, different researchers worked on
different models for different locations. This is the first time ANFIS model, and few op-
timizers were adopted for this data set of Arizona, United States, along with six weather
variables inputs. In this study, adaptive neuro-fuzzy inference system (ANFIS), ANFIS with
firefly algorithm [10,11], ANFIS with genetic algorithm [5], and PSO [12] were analyzed
and compared, for the first time, in order to investigate the best modeling approach for
evaporation. The main objectives of this study are:

1. To evaluate the performance of all four models, using the climate information of
Arizona, United States, and compare the results by using statistical analysis.

2. To explore the ability of the ANFIS model to improve the accuracy of daily evaporation
estimation for the data set.

3. To obtain the best model, in terms of accuracy and efficiency, for the arid environments
in the United States.

2. Methodology
2.1. Adaptive Neuro Fuzzy Inference System (ANFIS)

The ANFIS model is a mixture of fuzzy inference system (FIS) and artificial neural
network (ANN). The fuzzy inference system (FIS) is a very successful and popular model,
based on fuzzy logic, which was first proposed by Chang in his study [13]. For the modeling
of reservoir performance and problems regarding data uncertainty, fuzzy logic is a highly
recommended system [13]. This model is adopted mainly due to its good capacity of
extraction of data from input to fuzzy values, in a range of 0 to 1. The ANN model was
combined to overcome the limitation of the FIS model. ANN is adopted due to its ability to
arrange input and output in pairs and make the structure ready to calibrate. ANN also has
the following characteristics:
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(a) Can identify the relation between input and output without direct physical consideration.
(b) It can work even when the training sets carry noise and/or measurement errors.
(c) It can adapt situations in changing environments. Therefore, an adaptive neuro-fuzzy

inference system (ANFIS) is preferred to maximize the benefit from the combination
of both FIS and ANN model in one structure. ANFIS can be well-understood by the
following diagram, as shown in Figure 1.
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2.2. Firefly Algorithm (FFA)

The mechanism of FFA is based on the nature of the firefly (flashing behavior). This
algorithm is applied during the training phase to select the best set of data. This model
depends on three basic principles:

1. Each firefly can engage another firefly.
2. The attractiveness between two fireflies is calculated by the light intensity of each firefly.
3. The brightness is correspondingly related to the light released by fireflies [14].

Thus, the objective function of the FFA model is introduced by the intensity of the light
produced by, and brightness of, the firefly. The following equations present the intensity (I)
and attractiveness, respectively [14,15]:

I = I0e−γr2
(1)
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w(r) = w0e−γr2
(2)

where r is the distance between fireflies, I0 is light intensity, w0 is attractiveness at r = 0
distance, and γ is the light absorption coefficient. β and α are the attraction and movement
co-efficient. α, β, and γ are required to be adjusted by trial and error, in order to integrate
the ANFIS model with the FFA [14].

2.3. Genetic Algorithm (ANFIS–GA)

This model is highly useful for evapotranspiration calculations. The genetic algorithm
(GA) is based on the characters of natural genetics and its selection system. GA includes
three major stages: (1) population initialization, (2) GA operators, and (3) evaluation [11].
This system can solve large space problems efficiently and optimize complicated functions.
Any hybrid model (hybrid ANFIS) can optimize the MF by using GA. This fuzzy-genetic
algorithm has a potential to minimize model errors [11]. The development begins from the
population of random chromosomes, thus generating form. In each generation, the fitness
of the whole population is estimated. Then, based on the fitness, multiple chromosomes
are stochastically adopted from the current population and adjusted by utilizing genetic
operators, such as crossover and mutation, to create a new population. The current
population is applied in the following iteration of the algorithm [10].

2.4. Particle Swarm Optimization (PSO)

The PSO technique was invented by Kennedy and Eberhart [16], based on the char-
acteristics of bird and fish swarms in a multi-dimensional area, for example, looking for
food and running away from hazards [16]. Every element in this algorithm is identified as
a “particle”; particles create the density (population), and each density is identified as a
“swarm”. Every particle is considered a candidate for the answer to the question in this
algorithm. The swarm and particle values of this technique depend on the chromosome
and density (population) items, which are similar to the genetic algorithm [12]. PSO is a
trial-and-error solution procedure that explores the characteristics of swarm particles in
a multi-dimensional exploration zone. The computation process is different in the case
of large data sets because of the higher expenses of developing a significant number of
models. PSO can optimize with a large possibility and high meeting (convergence) rate.
This optimizer works through the following mathematical expression [12].

VMax
d =

(
xMax

d − xMin
d

)
/2 (3)

VMin
d = −VMax

d (4)

The values of xMax
d and xMin

d are selected according to the limit of the variables. The
starting position and velocities of the individuals are irregularly calculated, based on the
following equations:

xk
prd = xMin

d + r
(

xMax
d − xMin

d

)
(5)

vk
prd = VMax

d (2r− 1) (6)

where p, d, v, x, and r denote particle number, exploration direction, particle velocity,
position of particle, and irregularly created number close to unvaried distribution with the
limit (0, 1), respectively. Each particle upgrades its own position, until the position and
velocity values face the stopping condition, based on the earlier steps and position of the
finest particle in the entire swarm.

vk+1
prd = ωvk

prd + c1r1

(
xind

prd − xk
prd

)
+ c2r2

(
xglo

d − xk
prd

)
(7)

xk+1
prd = xk

prd + vk+1
prd (8)
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where k indicates the number of repetitions needed for the trial-and-error process. ω,
c1, and c2 are explore variables; r1 and r2 are two irregular numbers with an unvaried
distribution with the limit (0, 1). xind

prd is the finest location defined by a particle, while xglo
d

is the finest location defined by the entire swarm. Variables c1 and c2 are the cognition and
social variables, respectively [16]. Kennedy and Eberhart introduced ω as a coefficient,
which is 1 in the PSO algorithm.

ω = ωmax − (ωmax −ωmin)
k

kmax
(9)

kmax and k are the highest and current number of repetitions for the trial-and-error process,
respectively. Regeneration is chosen with the utilization of linear fitness scaling (LFS) to
increase diversity of the iteration process.

fbest − fworst <div (10)

where fbest and fworst represent the finest and the least objective functions in the entire
swarm and div is the expression for diversity. The following equation presents the objective
function.

MinF(x) =
1
N ∑N

i=1

(
Iobs
i − Iest

i

)2
(11)

where Iobs
i is observed, and Iest

i is the estimated evaporation intensity; N is the observation
number. This optimization process with the particle swarm technique extends up to a
required concluding situation. In this analysis, the aim of the PSO algorithm is to minimize
the objective function. The levels of computation of this process, using PSO, can be found
in reference [12].

3. Results and Discussion
3.1. Data Description

Arizona is the sixth biggest state of USA, which is situated next to the state of California.
The area of this state is 113,000 square miles and partly surrounded by the Pacific Ocean.
The weather conditions in Arizona are quite caustic, with tropical summers and muggy
winters. Phoenix is the capital of Arizona state, located in the Northeastern part of the
Sonoran Desert; therefore, it has a hot desert climate condition. This city has an agricultural
neighborhood, which is close to the confluence of the Salt and Gila River. The study area
was chosen due to the hot climate condition and proximity to an agricultural neighborhood.
Figure 2 shows the study area, which is 355.7 m higher from sea level, with 33.4258 latitude
and −111.9217 longitude.
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To assess efficiency, all models are separately calibrated, with a total of 86 data points
for an eight-year period of 2010–2017 at each selected station within the United States of
America and a one-month lead time. Data were collected from the government database
of Arizona state in the US. Study area is humid and has an agricultural neighborhood.
Two combinations of data sets were studied to check the results and verify whether they
are similar in pattern or not. The data set is initially divided into two parts: the training
and test portions. About one-third (~27) of the data points of the total data set was selected
as the training data set, whereas the remaining two-thirds (~59) of the data points was
considered a testing data set.

Table 1 summarizes the statistical indices of the test, training and all data used in this
study. The table contains the skewness, kurtosis, coefficient of variation (CV), standard
deviation (SD), and first (1st) and third (3rd) quarters (Q) for all the data points (N). The
table also reports the minimum (Min) and maximum (Max), along with the average (Avg),
of all data point. It further reports the similar statistical indices for both the training and
testing cases, as well.

Table 1. Statistical indices of the evaporation data set used to verify the modelling.

Statistics N Min 1st Q X50 3rd Q Max Avg SD CV (%) Skewness Kurtosis

All 86 44 82.50 158 254.50 331 172.30 89.48 51.93 0.066 −1.45

Train 59 44 83 183 273 331 178.28 91.79 51.48 0.015 −1.48

Test 27 49 74.75 154 247.25 298 158.73 82.40 51.91 0.117 −1.50

Standard deviation shows the distribution nature of data set. For example, the stan-
dard deviation of the test data set is 82.40, and the average value of the data is 158.73.
This means that most of the test data lies between 78.33 (158.73 − 82.40 = 78.33) to
241.13 (158.73 + 82.40 = 241.13). On the other hand, the coefficient of variation shows
the precision of the data set in this table. It is defined as the ratio of standard deviation
and mean value (in percentages). Two combinations of the testing and training data were
chosen arbitrarily, in order to verify the robustness and repeatability of the proposed
modeling techniques.

Combination 1: Training data (September 2010 to September 2015); testing data
(October 2015 to December 2017).

Combination 2: Training data (September 2010 to December 2012 & June 2015 to
December 2017); testing data (January 2013 to May 2015).

3.2. Model Accuracy Indicator

The performances of all four models were individually evaluated using statistical
analysis to monitor accuracy, with respect to the evaporation forecasting data. The accuracy
indicators for the ANFIS, FFA, PSO, and GA models were calculated, in terms of the
coefficient of determination (R2) [17], Nash–Sutcliffe coefficient (NSE) [17], root mean
square error (RMSE) [10], mean absolute error (MAE) [17], variance account for (VAF) [18],
absolute relative error (MARE), scatter index (SI) [17], bias [13], and root mean square
relative error (RMSRE) [17]. The root mean squared error (RMSE) represents a good
measure of the goodness of fit at high parameter values. The standard RMSE value should
be 0, according to the theory. The relative error (MARE) provides a more balanced idea
of the goodness of fit at moderate and low values. The standard value of MARE is also 0.
The coefficient of determination R2 should be 1 for a perfect fit model. This coefficient
measures the correlation of the predicted values with the observational data—the closer
the coefficient is to one, the greater the correlation. The value of this coefficient does not
interfere with the data unit considered. The SI index is the relative form of RMSE. The
performance factor of the model, expressed as the Nash–Sutcliffe error criterion (ENSC), was
used to evaluate the predictive power of the model. A value of unity for the ENSC indicates
optimum conformity between predicted and observed data. In this work, both R2 and ENSC
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are expressed in percentages. The closer their magnitude to 100, the better the performance
of the model. The ideal value for VAF is 100. All of them can be calculated from designed
formulations, which are presented in the appendices section (see Appendix A for details).

3.3. Simulation Results

Computer-based software simulation is performed to validate the proposed model;
in particular, MATLAB is used to validate the model. Figure 3 shows the step-by-step
work, performed in this manuscript, to validate the proposed model. First of all, the data is
collected from the location under interest. Secondly, the models are chosen based on the
collected data. In this case, ANFIS is chosen due to the nonlinear nature of the data set.
Model accuracy indicators are then selected. On the other hand, the data is partitioned in to
two groups: one group (almost two third of the data) is for testing the network, while the
other group (remaining data set) is for training the proposed model. In the beginning the
network is trained using nearly two-thirds of the total data set. This calibrates the network.
Later, the remaining data set (approximately one third) are used to test the network.
To verify the overall performance of the observed models, the observed and predicted
evaporation values were plotted together for both combinations (combinations 1 and 2, as
depicted in Section 3.1). Graphical representation is made in terms of the observed and
predicted data. Figures 4–7 show the pattern of the observed and predicted data for all four
models. Figures 4 and 5 show the training data pattern for the first and second combination
of data sets as mentioned in Section 3.1. These figures show the comparison of target and
output sample index of trained data for the (a) ANFIS, (b) FFA, (c) GA, and (d) PSO models.
Similarly, Figures 6 and 7 show the test data pattern of all models, and these present the
comparison of the target and obtained output sample index of test data for (a) ANFIS,
(b) FFA, (c) GA, and (d) PSO, respectively.

According to the graphs, both data sets lie between −15% to +15% of a perfect line.
Graphical presentation also demonstrates that the data set are well-trained. According to
the analysis, all the models are suitable for the evaporation estimation. However, the pattern
for Figure 6a ANFIS (first combination) and Figure 7a ANFIS (second combination) were
the best fits, and the pattern for Figure 6b ANFIS–FFA (first combination) and Figure 7b
ANFIS–FFA (second combination) show less fitness among the four models. The figures for
ANFIS–PSO and ANFIS–GA, for both combinations, were close to each other. Additionally,
a few accuracy tests were performed to obtain a better understanding for both training and
testing. Few statistical indices tests have been performed and summarized in Tables 2–6.
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Table 2. Summary of model accuracy indicator test for the training data set (for the first combination
data set), which was calculated in Excel.

R2 VAF RMSE SI MAE MARE RMSRE MRE BIAS NASH

ANFIS 0.99 99.04 8.93 0.050 −0.0008 0.044 0.001 0.001 0.001 0.99

FFA 0.97 94.08 24.38 0.140 8.976 0.110 0.079 0.018 8.98 0.92

GA 0.98 97.50 14.38 0.084 4.569 0.095 0.024 0.027 4.57 0.97

PSO 0.99 98.85 9.73 0.054 −0.167 0.040 0.001 −0.001 −1.69 0.98

Table 3. Summary of model accuracy indicator test for the testing data set (for the first combination
data set), which was calculated in Excel.

R2 VAF RMSE SI MAE MARE RMSRE MRE BIAS NASH

ANFIS 0.98 97.04 15.55 0.094 −4.56 0.087 0.018 −0.027 −4.56 0.97

FFA 0.97 93.11 24.39 0.148 −8.98 0.118 0.154 −0.400 −8.98 0.93

GA 0.98 97.51 14.38 0.087 −4.57 0.101 0.033 −0.421 −4.57 0.97

PSO 0.98 97.18 14.60 0.088 1.68 0.101 0.014 0.003 1.68 0.97

Table 4. Summary of model accuracy indicator test for the training data set (for the second combina-
tion data set), which was calculated in Excel.

R2 VAF RMSE SI MAE MARE RMSRE MRE BIAS NASH

ANFIS 0.99 98.99 8.99 0.05 0.0002 0.046 0.0003 0.019 2.733 0.99

FFA 0.98 97.93 12.80 0.07 0.001 0.082 0.0066 −0.015 0.001 0.98

GA 0.99 98.32 11.66 0.07 0.403 0.072 0.0073 −0.011 0.403 0.98

PSO 0.99 99.11 8.44 0.05 −0.040 0.042 0.0016 −0.001 −0.040 0.99

Table 5. Summary of model accuracy indicator test for test data set (for the second combination data
set), which was calculated in Excel.

R2 VAF RMSE SI MAE MARE RMSRE MRE BIAS NASH

ANFIS 0.99 98.42 11.94 0.07 3.73 0.062 0.007 0.025 3.73 0.98

FFA 0.98 97.45 15.03 0.09 4.25 0.076 0.018 0.014 4.25 0.97

GA 0.98 97.52 14.63 0.08 3.50 0.073 0.024 0.010 3.50 0.97

PSO 0.98 97.50 15.08 0.09 4.61 0.081 0.0004 0.024 4.61 0.97

Table 6. Summary of model accuracy indicator test during the testing period, provided by ‘MATLAB’.

Type of Model
Training Data Test Data

MSE RMSE MEAN STD MSE RMSE MEAN STD

GA 146.92 12.12 −2.82 11.89 206.79 14.38 −4.57 13.89

ANFIS 58.23 7.63 −8.16 7.69 241.72 15.54 −4.56 15.14

PSO 58.75 7.66 0.11 7.73 213.05 14.59 1.68 14.77

FFA 507.20 22.52 −4.87 22.17 594.80 24.38 −8.97 23.10

The overall summary of the findings is presented in Table 6. Table 6 presents the
results provided by the MATLAB tool. It shows that the MSE values, for all the test models,
were very high (MSE for ANFIS 241.72, for FFA 594.80, for GA it is 206.79, and for PSO
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it is 213.05) for the testing data, and higher for the training data. To ensure a rigorous
comparison of the models, an extended analysis was performed using RMSE, R2, MAE,
MARE, RMSRE, SI, MRE, Bias, NASH, and VAF as statistical indices for the estimated
values. Tables 2–5 present values of all statistical indices for training and testing data
set of all models. According to all statistical indices, especially the R2, RMSE, VAF, and
NASH values, the second combination of the data set presented better results than the
first combination of the data set, which is presented in Table 3. The results of the ANFIS
and ANFIS–PSO models were almost identical in both combinations. RMSE was lower
for ANFIS and ANFIS–GA. ANFIS–FFA posed worse results, among all model, in all the
cases. Biasness is less for ANFIS model. According to the test results from Tables 3 and 5,
the R2 for ANFIS, GA, and PSO were almost identical, 0.99, whereas R2 for FFA was 0.97.
This is found to be aligned with the training result. A commonly used correlation measure,
i.e., (R2), in the testing of statistical indices cannot always be accurate, or sometimes it could
be misleading, when used to compare the predicted and observed models [1]. The two
most widely used statistical indicators, i.e., root mean square error (RMSE) and bias error,
were used in this analysis. The model performance is inversely proportional to the RMSE
value; lower RMSE values present higher accuracy and vice versa. RMSE is the minimum
for PSO and GA, which were 14.59, 14.63, and 14.38, 15.07, respectively, whereas ANFIS
was 15.54, and FFA presents the worst value: 24.38. Negative biasness was noticed for all
the models, where ANFIS and GA possessed minimum biasness.

Hence, the MSE values are higher, and the relative statistical indices are compared to
find better results. The MARE and RMSRE results should also be minimal for the best fit
model. Again, ANFIS shows the minimum MARE value (0.087), and PSO gives similar
result to ANFIS. However, according to the RMSRE results, PSO shows the best result. For
more clarity, NASH has been considered another accuracy indicator, and the value should
be close to 1 for the best fit. The table presents the highest NASH value for ANFIS (0.97),
GA (0.97), and PSO (0.97). FFA was also close to 1 (0.93). To avoid confusion, VAF was
calculated. Here, ANFIS, GA, and PSO showed higher results (all three results were close
to 97.11), and FFA indicates 93.11.

Time is an important factor of these calculations. The time frame is given below
in Table 7 for all four models. It shows that the ANFIS model took less time than the
others, and FFA is the complicated one. After analyzing all the results, the FFA model is
considered the least acceptable model among the four. ANFIS, with GA and PSO models,
were showing better fit in some situations. Although GA and PSO were showing similar
results and took same time to run, ANFIS can be considered more acceptable because of
its simplicity.

Table 7. Time taken by four models (approximate).

Model Name Run Time

ANFIS 5 to 10 min

ANFIS–FFA 30 min to 3 h

ANFIS–PSO 10 to 30 min

ANFIS–GA 10 to 30 min

3.4. Discussion

In this study, evaporation was estimated from six climate variables, i.e, minimum
temperature, maximum temperature, average temperature, sunshine hour, wind speed, and
relative humidity. Evaporation depends on the combined effect of humidity, temperature
variation, sunshine, and wind [11]. Sunshine is an important factor that helps evaporate
the water body [7]. Similarly, temperature and humidity also play an important role in
evaporation. When they decrease, evaporation increases. Wind takes water away to the
atmosphere [7]. Therefore, all of them were considered, as they affect evaporation. Key
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parameters were selected by trial-and-error method. Only one set of parameters was
experimented with.

The findings of this research demonstrated that the FFA model is considered the least
acceptable model among the four. ANFIS with GA and PSO models were showing a better
fit in some situations. Although GA and PSO were showing similar results, based on all
accuracy indicator tests (especially, on maximum R2 value, minimum RMSE, less Biasness,
maximum VAF, minimum RMSRE value, and maximum value of Nash coefficient), and
took the same time to run the model, ANFIS can be considered more acceptable because of
its simplicity. This model can be used as a role model for any dataset of an arid climate. It
can be helpful for the local stakeholder, in terms of the hydrological resource management
system. The main advantage of adopting ANFIS for this location is the pattern of the
dataset. As the datasets are inherently nonlinear, the ANFIS model was able to achieve
high accuracy in the prediction of evaporation. The ANFIS model and this model, with
the optimizers (FFA, GA, and PSO), can be widely used for arid climates, with the same
weather variables, in any part of the world.

More investigation is needed for this location. Lack of data was a limitation of this
study. More climate variables can be added for more accuracy of the model. Other modern
machine learning technique should be implemented in the future, in order to use the
available resources to enhance the water resource management system. That would be
beneficial for the local agri-economical prospect, as well.

4. Conclusions

The comparison among the adaptive neuro fuzzy inference system (ANFIS) and its
hybridization, using three different algorithms (FFA, GA, and PSO), has been illustrated
in this study, in the context of evaporation estimation, using different climate variables,
namely sunshine, relative humidity, average temperature, maximum temperature, min-
imum temperature, and wind speed. Two combinations of data sets were trained and
tested, in order to verify the correlation among the different models. The study illustrated
the accuracy of all four models. However, the performance of the models was evaluated
based on the various statistical measures (RMSE, RMSRE, MBE, VAF, NASH, biasness,
MBE, MARE, SI, and R2). Result shows that the second combination of the testing and
training data set posed slightly better results than the first combination. Overall, all four
models are suitable for the estimation of evaporation, but ANFIS and ANFIS, with opti-
mizer PSO, is superior for all accuracy indicator values. Relative and absolute accuracy
tests were performed to find the best model in this study. Though all the results of the
two models (ANFIS and ANFIS–PSO) were merely identical, ANFIS is recommended,
due to its simple formulation and easy development, compared to the ANFIS–PSO model.
The computational time of ANFIS model is less, in comparison to the other models with
optimizers. The main objective of the adoption of different optimizer techniques is to
verify the accuracy of the outcome prediction by ANFIS model. Since the prediction was
almost identical in all cases, the ANFIS model is recommended, due to its simplicity. The
major challenge of this project was the limitation of data. These models can be applied for
different data sets to investigate the results, if they were available. This analysis is limited
to a particular location. However, in future work, other locations can be explored, and
their performance can be compared with modern machine learning methods. Another
optimizer, for example, the ant colony optimizer (ACO), can be investigated in future work.
Multi gene-genetic programming (MGGP) can also be explored in the future. Another
climate variable, such as, atmospheric pressure, can be considered as an input in the future.
However, the evaporation of a given location can easily be modelled from the available
data using the ANFIS model. Additionally, this model can be applied as a module for
calculating evaporation data in hydrological modeling studies.
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Appendix A

The relationships for statistical indices and error measures used in this paper are
provided in the following.

R2: coefficient of determination, which can be expressed in the following form:

r =
n(∑ xy)− (∑ x)(∑ y)

√[n ∑ x2 − (∑ x)2
][

n ∑ y2 − (∑ y)2
] (A1)

RMSE: root mean square error, which can be formulated as follows:

RMSE =

∑M
i=1

(
Yi(model) −Yi(actual)

)
M


1
2

(A2)

MARE: absolute relative error. The formula is given below:

MARE =
1
M ∑M

i=1


∣∣∣Yi(model) −Yi(actual)

∣∣∣
Yi(actual)

 (A3)

Bias =
∑M

i=1

(
Yi(model) −Yi(actual)

)
M

(A4)

SI: scatter index, which can be expressed as follows:

SI =
RMSE

1
M ∑M

i=1

(
Yi(actual)

) (A5)

RMSRE: root mean square relative error. This error can be calculated from the follow-
ing equation:

RMSRE=
1
N

√
∑
(

yt − ŷt

yt

)2
(A6)

MAE: mean absolute error. This error can be calculated from the following equation:

MAE =
1
n ∑n

i=1|Ti.Actual − Ti.Predicted| (A7)

VAF: variance account for. This term can be presented by the following equation:

VAF =

(
1− var(Ti.Actual − Ti.Predicted)

var(Ti.Actual)

)
∗ 100 (A8)
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NSE: Nash–Sutcliffe coefficient. This coefficient can be formulated as follows:

ENSC = 1−
(

∑(yt − ŷt)2

∑(yt − yt)2

)
(A9)

where,

Yi(actual): the output observational parameter;
Yi(model): the y parameter predicted by the models;
Yi(model): the mean predicted y parameter;
M: the number of parameters;
n: number of samples;
ENSC: the Nash–Sutcliffe test statistic;
Ti.Actual : the ith value of actual data;
Ti.Predicted: the ith value of predicted data.
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