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#### Abstract

Phase measurement profilometry (PMP) is primarily employed to analyze the morphology of a functional surface with precision. Historically, one of the most complex and persistent challenges in PMP has been reducing errors stemming from inconsistent indicators at the edges of a surface. In response to this challenge, we propose an optimized error compensation methodology specifically designed to handle edge artefacts. This methodology introduces the Hilbert transform and object surface albedo as tools to detect the edges of the artefact region that need to be compensated. Moreover, we analyze the characteristics of the sinusoidal fringe waveform propagation direction and investigate the reconstruction results of the fringe vertical to the current directions to compensate for edge artefacts. The experimental results for various objects show that the optimized approach can compensate for edge artefacts by projecting in two directions and reducing the projection by half. The compensated root mean square error (RMSE) for planar objects can be reduced by over $45 \%$.
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## 1. Introduction

There are growing demands and applications for fringe projection profilometry in the field of precise three-dimensional (3D) shape measurement [1-6]. A typical monocular fringe profile projection system consists of a projector and a camera. In this system, the projector casts coded fringes onto the surface of an object, with these fringes carrying pre-encoded phase information. Subsequently, the camera triggers synchrously to capture the fringes as they are modulated by the object. Finally, the PMP algorithm is applied to obtain the depth information according to the phase information in the fringes. However, detecting the details of an object with edge artefacts is difficult, and this is especially true when dealing with defective objects.

Edge artefacts refer to the error phenomenon arising from inconsistent indicators at the surface edges, particularly significant in areas with varying height and color values. These artefacts lead to a well-known problem of misidentification in the field of X-ray scanning, hindering doctoral assessments of pathogenic conditions. To address this issue, various algorithms have been proposed to mitigate the effects of edge artefacts. For example, Laloum et al. [7] presented a method to constrain the absorption edge effect applied to a microelectronic context to suppress the dark streaks between interconnections. However, most approaches mainly concentrate on two-dimensional (2D) shapes and fail to handle 3D measurements.

Compared with X-ray scanning studies, the edge artefact effect in PMP has been researched to a lesser degree, while many research works have paid attention to enhancing processing speed. Zuo et al. [8] proposed Micro Fourier Transform Profilometry ( $\mu \mathrm{FTP}$ ) in 2018, achieving a remarkable measurement rate of 10,000 frames per second. This approach enables the precise reconstruction of high-speed scenes that are challenging to capture using conventional methods. Additionally, to address saturation results from highly reflective
surfaces, Chen et al. [9] introduced an adaptive projection fringe intensity adjustment method. This method codes fringe intensity from corresponding saturated fringe pixels, effectively reducing the impact of object surface reflection. Recently, researchers have also investigated deep learning-based fringe projection methods; for instance, Zhang et al. [10] designed a high-speed and high-dynamic-range 3D profile measurement using a specifically tailored convolutional neural network (CNN) to extract high-dynamic-range object phase information. These studies demonstrate that PMP has applications in many fields.

In terms of the edge artefact effect, a tuner is employed to remove the background and eliminate areas with a low signal-to-noise ratio (SNR) [11]. Brakhage et al. [12] treated the edge contour by cutting the sample edge to reduce the influence of the edge artefacts, hence enhancing measurement precision. In measurement applications, edge contours are of importance. Yue et al. [13] conducted a theoretical analysis of the artefact phenomenon around the standard circle, and the results showed that differing reflectivity causes fringe contour error, which eventually resulted in less detailed artefacts.

In the PMP experiment conducted for this study, it was determined that the edge artefact of a surface significantly influences the measurement result [14]. This effect can be demonstrated using various examples, such as a checkerboard, where edge artefacts may be formed by the ladder block at certain angles or during the scanning measurement of cultural relics with the damaged surfaces. Figure 1 illustrates a checkerboard affected by edge artefact effects and presents its corresponding phase map. Figure 1a shows a standard checkerboard image, while Figure 1b indicates the absolute phase map where edge artefacts at the black and white junction are identified. The phase error caused by this effect can seriously affect the final 3D reconstruction results, increasing system errors and reducing measurement accuracy.


Figure 1. A checkerboard with discontinuous surface reflectivity.
(a) Checkerboard image; (b) absolute phase rendered in mesh plot.

To this end, this study introduces a novel compensation method that aims to reduce the error effect of edge artefacts in PMP. Unlike the compensation from the phase stage mentioned above, this method compensates the reconstruction results directly. The experiment showed that the effect of edge artefacts on the fringe distribution direction is different, i.e., the effect of edge artefact in the row direction is greater than in the column direction, as shown in Figure 1. This effect will also transfer to 3D reconstruction results. To tackle this problem, this study projects horizontal and vertical fringes onto the object, respectively, where the reconstruction of vertical fringes is compensated for the reconstruction of horizontal fringes. However, there are twice the number of fringes due to the bidirectional projection, which brings with it high computational costs and time-consuming processing. To this end, the Hilbert transform is integrated to calculate the wrapped phase of the object surface so that only half-projected fringes are required, and the number is the same as the unidirectional projection. In the meantime, to better identify edge artefact regions, this study also applied the albedo of the object surface for fine detection based on the traditional edge detection results so that the compensation area can be more accurate and improve the overall measurement accuracy. Furthermore, a local phase correction method is proposed
to reduce the phase jump and error. It corrects the phase error of different positions in multiple degrees, which is an essential improvement for compensating dense error areas. Moreover, the minimum error phase correction method is investigated to compensate for the sinusoidal errors.

The remainder of this paper is organized as follows: Section 2 elucidates the proposed method. Section 3 provides experimental validation. A discussion of our results can be found in Section 4, and Section 5 concludes the study and alludes to potential research directions for future works.

## 2. The Proposed Method

The framework of the proposed method is illustrated in Figure 2. The proposed method consists of four steps: Step 1 involves the calculation of the absolute phase of the projected fringes. Step 2 focuses on the extraction of the calibration data and the reconstruction of the surface. Step 3 entails establishing a mask matrix to identify edge artefacts utilizing the object surface's albedo, and, finally, Step 4 involves undertaking error compensating for edge artefacts by using the output of the previous steps. The sub-sections below explain the relevant operations in detail.


Figure 2. The framework of the proposed method.

### 2.1. Wrapped Phase Retrieval

Fourier Transform Profilometry (FTP) [15,16] and Phase-Shifting Profilometry (PSP) methods $[17,18]$ are often used to obtain phases, and PSP was selected for this study. PSP uses a set of sinusoidal fringe patterns, and the intensity distribution of each fringe pattern can be expressed as follows:

$$
\left\{\begin{array}{l}
I_{n}^{p}(x, y)=a(x, y)+b(x, y) \cos \left(2 \pi f_{x} x+\delta_{n}\right)  \tag{1}\\
n=1,2, \ldots N(N \geq 3)
\end{array}\right.
$$

where $(x, y)$ is the coordinate of the pixel point under the projector, the subscript $n$ represents the number of phase-shift steps, $N$ represents the total number of phase shift steps; $a(x, y)$ represents the temporal DC value, $b(x, y)$ indicates the amplitude of the temporal AC signal, $f_{x}$ represents the frequency of the fringe, and $\delta_{n}$ is the amount of phase shift. These generated fringe patterns are projected by the projector, and the images are obtained via synchronization with the camera.

Due to the presence of the ambient light, the fringe image obtained by the camera is subject to two beams of projected ambient light $\beta_{1}$ and $\beta_{2}$; then, the fringe image captured by the camera can be expressed as the following [19]:

$$
\left\{\begin{array}{l}
I_{n}^{c}(x, y)=\alpha(x, y)\left\{a(x, y)+b(x, y) \cos \left[\phi(x, y)+\delta_{n}\right]+\beta_{1}(x, y)\right\}+\beta_{2}(x, y)  \tag{2}\\
n=1,2, \ldots N(N \geq 3)
\end{array}\right.
$$

where $(x, y)$ represents the coordinate of the pixel, and $\alpha(x, y)$ represents the albedo of the photographed object. In general, Equation (2) can be simply rewritten as follows:

$$
\left\{\begin{array}{c}
I_{n}(x, y)=A(x, y)+B(x, y) \cos \left[\phi(x, y)+\delta_{n}\right]  \tag{3}\\
A(x, y)=\alpha(x, y)\left[a(x, y)+\beta_{1}(x, y)\right]+\beta_{2}(x, y)
\end{array}\right.
$$

where $A(x, y)$ represents the average intensity, and $B(x, y)=a(x, y) b(x, y)$ represents the intensity modulation. Then, the wrapped phase of the object can be calculated by using the following:

$$
\begin{equation*}
\phi(x, y)=\arctan \frac{\sum_{n=1}^{N} I_{n}(x, y) \sin \left(\delta_{n}\right)}{\sum_{n=1}^{N} I_{n}(x, y) \cos \left(\delta_{n}\right)} \tag{4}
\end{equation*}
$$

With the arctangent function, phase values are wrapped in the range $(-\pi, \pi]$. Therefore, it is necessary to unwrap the phase by using the multi-frequency heterodyne method to obtain the absolute phase. If the four-step phase-shift method and the three-frequency heterodyne are utilized, then a total of 24 fringe patterns need to be projected, which is time-consuming. In order to reduce the projected patterns, this study takes inspiration from the efficient intensity-based fringe projection profilometry method proposed by Deng et al. [20]. By using the Hilbert transform characteristics, only two phase-shift patterns are required to obtain the wrapped phase. The complete measurement requires a total of 12 patterns to complete the acquisition of the absolute phase.

The intensity of the sinusoidal patterns can be expressed by the following:

$$
\begin{equation*}
I_{i}(x, y)=a(x, y)+(-1)^{i} b(x, y) \cos [\phi(x, y)] \quad i=1,2 \tag{5}
\end{equation*}
$$

The two projected fringe patterns, i.e., $I_{1}$ and $I_{2}$, can be subtracted to obtain $I$ :

$$
\begin{equation*}
I(x, y)=I_{1}(x, y)-I_{2}(x, y)=2 b(x, y) \cos [\phi(x, y)] \tag{6}
\end{equation*}
$$

Then, the Hilbert transform can be applied to Equation (6) to obtain the fringe pattern $I$ with the phase shift of $\pi / 2$ :

$$
\begin{equation*}
I^{\prime}(x, y)=\mathcal{H}[I(x, y)]=2 b(x, y) \sin [\phi(x, y)] \tag{7}
\end{equation*}
$$

where $\mathcal{H}[*]$ represents the Hilbert transform. The phase shift pattern $I^{\prime}$ can be used to calculate the wrapped phase and the albedo of the object:

$$
\begin{gather*}
\phi(x, y)=\arctan \frac{I^{\prime}(x, y)}{I(x, y)}  \tag{8}\\
\alpha(x, y)=\frac{\sqrt{I(x, y)^{2}+I^{\prime}(x, y)^{2}}}{2 b} \tag{9}
\end{gather*}
$$

where $\varnothing(x, y)$ represents the wrapped phase of the object, and $\alpha(x, y)$ represents the albedo of the object.

### 2.2. Phase Unwrapped

The main reason for the wrapping phase is that the arctangent function is employed in the phase-shifting method to solve the phase; hence, the calculated phase is wrapped in the range $(-\pi, \pi]$. Therefore, phase unwrapping is required to obtain the absolute phase [21,22]. This study applies an improved multi-frequency phase heterodyne method for unwrapping the phase. The multi-frequency phase heterodyne method combines several beams of similar phase-shift light with various periods into a group of coded frames by using the principle of beat frequency. By subtracting the phases of different periods, the small wrapped phase is amplified into the large period of phase difference until the period of the signal covers the entire measured field of view.

As shown in Figure 3, $T_{1}$ and $T_{2}$ are the periods of the phase functions occurring at different frequencies, while $T_{12}$ is the period of the low-frequency functions resulting from the heterodyne of these two functions [23]. The final frequency of the heterodyne function is 1 , which means that the span of the fringe is the width of the whole image. The phase value after processing is unique across the entire image span; therefore, the absolute phase value of each pixel can be determined.


Figure 3. Schematic diagram of multi-frequency heterodyne.
The phase of the new fringe obtained does not need to be unwrapped since the lowfrequency phase heterodyne image obtained by phase difference covers the entire field of view, as shown in the following:

$$
\left\{\begin{array}{l}
\phi_{12}(x, y)=\varphi_{12}(x, y)  \tag{10}\\
\varphi_{12}(x, y)=\varphi_{1}(x, y)-\varphi_{2}(x, y)
\end{array}\right.
$$

where $\varnothing(x, y)$ is the absolute phase at $(x, y)$, and $\varphi(x, y)$ is the wrapped phase at $(x, y)$.
Since the position of the same pixel in the phase diagram of the image is the same and the relative position of the measuring camera, projector, and the measured object is the same, the relationship between the absolute phases at different periods can be obtained by using the following:

$$
\begin{equation*}
\frac{\phi_{1}(x, y)}{2 \pi} T_{1}=\frac{\phi_{2}(x, y)}{2 \pi} T_{2} \tag{11}
\end{equation*}
$$

where $\varnothing(x, y)$ is the absolute phase of the phase diagrams at a given frequency, and $T$ is the period of phase diagrams at different frequencies. After the absolute phase of the lowfrequency phase is obtained, the absolute phase of two high frequencies can be calculated by the number of fringe steps, and the low-frequency phase is then generated by the phase superposition of two high frequencies. In practice, the fringe order needs to be rounded, and the calculation Equation for the fringe order is as follows:

$$
\begin{gather*}
\Delta \phi(x, y)= \begin{cases}\varphi_{1}(x, y)-\varphi_{2}(x, y) & \varphi_{1}(x, y)>\varphi_{2}(x, y) \\
2 \pi+\varphi_{1}(x, y)-\varphi_{2}(x, y) & \varphi_{1}(x, y)<\varphi_{2}(x, y)\end{cases}  \tag{12}\\
K(x, y)=\text { round }\left[\left(\frac{T_{12}}{T_{1}} \Delta \phi(x, y)-\varphi_{1}(x, y)\right) / 2 \pi\right] \tag{13}
\end{gather*}
$$

where $K(x, y)$ is the number of fringe orders, and $\Delta \varnothing(x, y)$ is the phase difference. After obtaining the fringe order $K(x, y)$ from the phase difference, the absolute phase of the initial grating can be calculated by using the following:

$$
\begin{equation*}
\phi_{1}(x, y)=2 \pi K(x, y)+\varphi_{1}(x, y) \tag{14}
\end{equation*}
$$

where $\varnothing_{1}(x, y)$ is the absolute phase of the phase function of the highest frequency.

### 2.3. System Calibration

After obtaining the absolute phase information of the object, it is necessary to reconstruct the object from its calibration parameters. This step calculates calibration parameters that determine how the phase is converted into the corresponding 3D coordinate. Therefore, system calibration is crucial to fringe projection systems because it arbitrates the accuracy of the final 3D reconstruction. Calibration models are usually divided into the phase-height models and the triangular stereo models [24]. The phase-height model imposes high constraints on the geometric relationship between the camera and the projector; thus, the flexible triangular stereo model is chosen for system calibration. Figure 4 demonstrates the phase-height model and the triangular stereo model, respectively. In the triangular stereo model, the projector is used as a pseudo camera, enabling the projector to capture images. Reconstruction is performed using triangulation by matching the same points pairs of the camera and the projector.


Figure 4. System calibration model.
Firstly, the camera needs to be calibrated. The intrinsic camera matrix $A_{c}$, rotation matrix $R_{c}$, and translation matrix $t_{c}$ are obtained by using Zhang's calibration method [25], and then the homography matrix $H_{c}$ of the camera can be calculated by the following:

$$
H_{c}=A_{c}\left[\begin{array}{ll}
R_{c} & t_{c}
\end{array}\right]=\left[\begin{array}{llll}
h_{c 11} & h_{c 12} & h_{c 13} & h_{c 14}  \tag{15}\\
h_{c 21} & h_{c 22} & h_{c 23} & h_{c 24} \\
h_{c 31} & h_{c 32} & h_{c 33} & h_{c 34}
\end{array}\right]
$$

The next step is to calibrate the projector. If the projector is regarded as a virtual camera in the trigonometric model, the projector can be calibrated by way of calibrating the camera. The method proposed by Zhang [25] is first used to find out the marker points in the camera coordinate system corresponding to the coordinate $P\left(u^{p}, v^{p}\right)$ in the projector coordinate system, as shown in the following:

$$
\left\{\begin{array}{l}
u^{p}=\frac{V \varphi_{v}\left(u^{c}, v^{c}\right)}{2 \pi T}+\frac{V}{2}  \tag{16}\\
v^{p}=\frac{\left.H \varphi_{h} u^{c}, v^{c}\right)}{2 \pi T}+\frac{H}{2}
\end{array}\right.
$$

where $u^{p}$ and $v^{p}$ represent the horizontal and vertical coordinates of the corner point in the projector coordinate system, respectively, $V$ indicates the projector resolution, $T$ is the stripe frequency, $H$ represents the phase values under the vertical direction, and $\varphi_{v}\left(u^{p}, v^{p}\right)$
and $\varphi_{h}\left(u^{p}, v^{p}\right)$ are horizontal stripes of the point $\left(u^{p}, v^{p}\right)$ corresponding to the camera coordinate system, respectively.

After obtaining the coordinates of the corresponding marker points, the projector can be calibrated by using the method of camera calibration. The intrinsic projector matrix $A_{p}$, rotation matrix $R_{p}$, and translation matrix $t_{p}$ can be used to calculate the homography matrix $H_{p}$ of the projector, as shown in the following:

$$
H_{p}=A_{p}\left[\begin{array}{ll}
R_{p} & t_{p}
\end{array}\right]=\left[\begin{array}{llll}
h_{p 11} & h_{p 12} & h_{p 13} & h_{p 14}  \tag{17}\\
h_{p 21} & h_{p 22} & h_{p 23} & h_{p 24} \\
h_{p 31} & h_{p 32} & h_{p 33} & h_{p 34}
\end{array}\right]
$$

After obtaining the homography matrix $H_{c}$ and $H_{p}$ for the camera and projector, respectively, phase coordinate conversion can be performed. For a given pixel point $P_{c}\left(u_{c}, v_{c}\right)$ and the horizontal coordinate $u^{p}$ of the projector, the corresponding 3D point information $P\left(X_{w}, Y_{w}, Z_{w}\right)$ can be calculated by using the following:

$$
\left[\begin{array}{c}
X_{w}  \tag{18}\\
Y_{w} \\
Z_{w}
\end{array}\right]=\left[\begin{array}{ccc}
h_{c 11}-h_{c 31} u_{c} & h_{c 12}-h_{c 32} u_{c} & h_{c 13}-h_{c 33} u_{c} \\
h_{c 21}-h_{c 31} v_{c} & h_{c 22}-h_{c 32} v_{c} & h_{c 23}-h_{c 33} v_{c} \\
h_{p 11}-h_{p 31} u_{p} & h_{p 12}-h_{p 32} u_{p} & h_{p 13}-h_{p 33} u_{p}
\end{array}\right]^{-1} *\left[\begin{array}{c}
h_{c 34} u_{c}-h_{c 14} \\
h_{c 34} v_{c}-h_{c 24} \\
h_{p 34} u_{p}-h_{p 14}
\end{array}\right]
$$

### 2.4. Edge Artefacts Compensation

Figure 5 shows how the sinusoidal waveform of the vertical fringe varies in rows and the sinusoidal waveform of the horizontal fringe varies in columns, respectively. These waveforms from the edge artefacts on the surface of the object have different distributions. Generally, the effect of the edge artefacts on the column direction is greater than the row direction, and the effect of the edge artefacts on the row direction is also greater than the column direction. In terms of 3D reconstruction, the coordinate system established by the horizontal fringe and vertical fringe is consistent. Therefore, the corresponding points of the same object are consistent when reconstructed under the projection of the horizontal fringe and vertical fringe. Therefore, the height value at the edge artefacts of the vertical fringe in the column direction can be compensated by the less severely affected height value of the horizontal fringe in the column direction, and the value of the vertical fringe in the row direction corresponding to the horizontal fringe in the row direction remains unchanged. Similarly, the vertical fringe can also be selected to compensate for the resulting reconstruction result of the horizontal fringe.


Figure 5. Fringe patterns with phase information. (a) A vertical fringe pattern; (b) a horizontal fringe pattern.

Because the contrast is inconsistent and the reflectance of the object at the junction is different, the albedo of the objects at these positions is significantly different in different places. Therefore, to better extract the coordinate points of the edge artefacts, this study proposes a method to extract the masked image of edge artefacts by combining albedo image processing, and the mask image $M$ is established by using the following:

$$
M(x, y)= \begin{cases}1, & \partial>T_{1} \text { or } \partial<T_{2}  \tag{19}\\ 0, & \text { otherwise }\end{cases}
$$

Firstly, coarse detection is performed by using the Canny edge detection method, and the segmentation thresholds $T_{1}$ and $T_{2}$ are established by combining the results obtained from coarse detection with the albedo. The thresholds are then used to determine whether the current point belongs to edge artefacts, and if the point is marked as 1, and other points are marked as 0 . Based on this strategy, Figure 6a shows the albedo of the object surface, and Figure 6b demonstrates the surface albedo at the edge artefacts extracted through the mask $M$.


Figure 6. Albedo image and mask image. (a) The albedo of a checkerboard surface; (b) the albedo of the mask image.

By combining the calibration information of the system, the absolute phase of the horizontal fringe and the vertical fringe were reconstructed, respectively. In this study, the corresponding 3D coordinate information was stored by matrixes $X, Y$, and $Z$ to simplify the compensation operation of the edge artefacts. The horizontal fringe matrix $Z_{h}$ and the vertical fringe matrix $Z_{v}$ with the height value compensated. A new compensation matrix $Z^{\prime}$ is obtained by compensating for the results of the vertical fringe reconstruction.

$$
Z^{\prime}(x, y)= \begin{cases}Z_{h}(x, y), & M(x, y)=1  \tag{20}\\ Z_{v}(x, y), & M(x, y)=0\end{cases}
$$

However, the detected boundary is not distributed in a single direction, so Equation (20) cannot be directly used for compensation. To this end, this study combines the domain judgment to find the average number of width pixels of edge artefacts $n_{1}$ and $n_{2}$ in the row and column direction, respectively. In terms of compensating the reconstruction results of the vertical fringe, this study judges whether the upper, lower, and left points of the current point are mark points, i.e., if the pixels are only in the left and right directions, then there are mark points and the current point is not compensated; if the pixels are only in the upper and lower directions, then there are mark points, and the current point is the compensation point. This study stores the identified points in the matrix $Q$.

$$
Q(x, y)= \begin{cases}1 & M(x \pm i, y)=0 \text { and } M(x, y \pm j)=1  \tag{21}\\ 0, & \text { otherwise }\left(i=1,2, \ldots n_{1}, j=1,2, \ldots n_{2}\right)\end{cases}
$$

After combining the point matrix $Q$, a new compensation matrix can be obtained by using the following:

$$
Z^{\prime}(x, y)= \begin{cases}Z_{v}(x, y), & M(x, y)=1 \text { and } Q(x, y)=1  \tag{22}\\ Z_{h}(x, y), & M(x, y)=0\end{cases}
$$

## 3. Experiments

To verify the availability of the proposed phase correction algorithm in the multifrequency phase heterodyne method, experiments were first carried out using a computergenerated standard stripe pattern with varying intensities of noise added. The results were then applied to the metal workpiece surfaces to verify the feasibility of the algorithm in practical applications. To validate the method proposed in this study, we constructed an experimental system (see Figure 7) that consisted of a computer, a projector (DLP

LightCrafter 4500 with a resolution of $912 \times 1140$ ), and a camera (MV-CA050-11UM with a resolution of $2048 \times 2448$, produced by HIKROBOT, China). The system was located 300 to 400 mm above the object.


Figure 7. Experimental devices.
We used sinusoidal stripes with frequencies from 70 to 64 and 59 for projection, respectively, and the triangle model was used to calibrate the established system [26]. Eleven sets of calibration plate images in different poses were employed to calibrate the system, and the camera homography matrix $H_{c}$ and projector homography matrix $H_{p}$ were obtained as follows:

$$
\begin{align*}
& H_{c}=\left[\begin{array}{cccc}
7344.7226 & 133.7590 & -550.2781 & 384205.7674 \\
78.4787 & 7299.0928 & 831.8292 & 361533.9513 \\
0.2218 & 0.0233 & 0.9747 & 423.7577
\end{array}\right]  \tag{23}\\
& H_{p}=\left[\begin{array}{cccc}
1136.2941 & 15.5897 & 427.9602 & 79132.8670 \\
-21.3448 & 2271.6766 & 1153.1167 & 192510.2799 \\
0.0052 & 0.0043 & 0.9999 & 313.7266
\end{array}\right] \tag{24}
\end{align*}
$$

### 3.1. Reconstruction of Checkerboard

The first experiment involved reconstructing a black and white checkerboard plane to calibrate the camera. Figure 8a,b show the vertical and horizontal projected fringes of the checkerboard, respectively. The Hilbert transform is integrated to obtain the wrapped phase, and then the three-frequency heterodyne method is used to calculate the absolute phase, thereby obtaining the fringe pattern. Figure 8c,d represent the absolute phase obtained by the vertical fringe and horizontal fringe, respectively. The results of the reconstruction using the system calibration information are shown in Figure 8e,f. Artefacts at the boundary of the edge can seriously affect reconstruction effects. Figure 8 g shows the albedo of the surface of the object to be measured and the results obtained after using Equation (22) to calculate its edge and combining it with previous reconstruction results for compensation (shown in Figure 8 h ), which show that the influence of edge artefacts is significantly reduced. The root mean square error (RMSE) method (a widely used method, as evidenced by its use in studies such as [27]) was utilized to assess the performance of the proposed method. In this experiment, a reconstructed quantitative analysis of the checkerboard images in six different poses was performed, and the calculated RMSE are shown in Table 1. On average, the RMSE of a reconstruction decreases from 0.1677 mm before compensation to 0.0915 mm after compensation.


Figure 8. Measurement results for a checkerboard. (a) Vertical fringe project image; (b) horizontal fringe projection image; (c) absolute phase of vertical fringe; (d) absolute phase of horizontal fringe; (e) result of 3D reconstruction of vertical fringe; (f) result of 3D reconstruction of horizontal fringe; (g) albedo of checkerboard surface; (h) results of 3D reconstruction after compensation.

Table 1. The corresponding measurement RMSE (mm) for checkerboard.

|  | Uncompensated (RMSE) | Compensated (RMSE) |
| :---: | :---: | :---: |
| 1 | 0.1654 | 0.0943 |
| 2 | 0.1695 | 0.0898 |
| 3 | 0.1598 | 0.0924 |
| 4 | 0.1563 | 0.0793 |
| 5 | 0.1752 | 0.0921 |
| 6 | 0.1799 | 0.1011 |
| Mean | 0.1677 | 0.0915 |

### 3.2. Reconstruction of Ceramic Blocks

The second experiment involved reconstructing two stacked ceramic blocks. Figure 9a,b show the vertical and horizontal fringes, respectively, showing that the surfaces with different
height values are numerous, which will cause a certain edge artefact effect. Figure 9c,d correspond to the absolute phase of the vertical and horizontal fringes, respectively. Figure 9 e shows the reconstruction results for the vertical fringe, and Figure $9 f$ illustrates the reconstruction results for the horizontal fringe. It can be seen that the edge artefacts caused by the height difference can have a significant impact on the final reconstruction. The result of vertical fringe reconstruction was compensated in this experiment. Figure 9 g is the albedo diagram of the obtained image, and Figure 9 h is the reconstructed image with compensation, which eliminates the effect of edge artefacts.


Figure 9. Measurement results for ceramic blocks. (a) Vertical fringe project image; (b) horizontal fringe projection image; (c) absolute phase of vertical fringe; (d) absolute phase of horizontal fringe; (e) result of 3D reconstruction of vertical fringe; (f) result of 3D reconstruction of horizontal fringe; (g) albedo of ceramic block surface; (h) results of 3D reconstruction after compensation.

Subsequently, the reconstruction results were quantitatively analyzed. A comparison of the error of the points on the edge artefacts was carried out. As shown in Figure 10 (only the edge artefacts of six groups of data are shown), Figure 10a,b represent the error distributions without and within compensation, respectively. The curve of the same color represents the same location error distribution before and after compensation, and the
absolute error at the edge artefacts has been significantly reduced after compensation. The RMSE was further calculated, and Table 2 shows the comparison of the RMSE of six groups of data in the edge artefacts. On average, the error is reduced by $48.7 \%$ by compensating for the error.


Figure 10. Compensated machining error distributions. (a) Distribution of uncompensated error; (b) distribution of compensated error.

Table 2. The corresponding measurement RMSE (mm) for ceramic blocks.

|  | Uncompensated (RMSE) | Compensated (RMSE) |
| :---: | :---: | :---: |
| 1 | 0.1022 | 0.0598 |
| 2 | 0.1208 | 0.0550 |
| 3 | 0.1168 | 0.0624 |
| 4 | 0.1217 | 0.0676 |
| 5 | 0.1213 | 0.0658 |
| 6 | 0.1094 | 0.0576 |
| Mean | 0.1154 | 0.0614 |

### 3.3. Reconstruction of Plaster Sculpture

To further validate the performance of the proposed method in the position of color change, a third set of experiments was conducted to measure the defective plaster statue of David.

Figure 11a,b correspond to a plaster sculpture with defective parts and the depth map in a mesh plot. The defective part creates a high contrast with its surroundings. The results show that the method combined with the Hilbert transform proposed in this study can measure the complex surfaces gracefully. Further, in order to better see the edge artefacts caused by the effects of the defects, a 3D point cloud was used for the presentation of the David sculpture, as shown in Figure 11c,d. Figure 11d shows the results of the uncompensated reconstruction. The point cloud at the edge is obviously sunken due to the influence of artefacts. The results of the reconstruction after compensation by the proposed method are shown in Figure 11d, which shows that the influence of edge artefacts is greatly suppressed. This set of experiments shows that the proposed method can also be used to compensate for the edge artefacts caused by color differences.

### 3.4. Reconstruction of Workpiece

To further validate the performance of the proposed method in the position of height change, the fourth experiment measured the oxide defect with height difference on a workpiece surface. Figure 12a,b correspond to a workpiece with defective parts and the depth map in a mesh plot. It can be clearly seen that the defective part creates a significant height difference. Further, it can be found that some parts of the defect are not continuous fractures due to edge artefacts in Figure 12c. Figure 12d shows the result of the uncompensated reconstruction of the defect, and the influence of edge artefacts is greatly suppressed. This set of experiments shows that the proposed method can also be used to compensate for the edge artefacts caused by height differences.


Figure 11. Measurement results of plaster sculpture. (a) Defective plaster sculpture; (b) depth map of the defective plaster sculpture in mesh plot; (c) uncompensated 3D point cloud map; (d) compensated 3 D point cloud map.


Figure 12. Measurement results of workpiece surface defect. (a) Defect of rolled-in scale on workpiece surface; (b) depth map of the defective workpiece in mesh plot; (c) uncompensated 3D point cloud map; (d) compensated 3D point cloud map.

## 4. Discussion

Edge artefacts have been extensively studied in X-ray CT reconstruction. However, these methods cannot be used directly in fringe projection profilometry, so this study investigated this phenomenon using fringe projection profilometry and proposed a method to compensate for errors in the reconstruction results. This phenomenon has been studied to some extent, and targeted solutions are proposed in [12,13], and the edge artefact region was removed directly in [12], which has impacts on measurements that require this area information. Yue et al. [13] analyzed edge artefacts as a result of point expansion functions and perform error compensation in phase for planar objects to eliminate the effect of edge artefacts. Based on previous research, the propagation direction of the sinusoidal waveform in the fringe shows that the edge artefacts have different distributions of errors in different directions between the vertical and horizontal fringes. This property makes the effect of edge artefacts in the reconstruction results different. Therefore, this study compensates for errors caused by edge artefacts in reconstruction results based on the invariance of the object's pose in space, and experiments have demonstrated the effectiveness of the proposed method. However, there are still improvements and clarifications that should be considered, including the following:
(1) This study ignores the influence brought about by edge artefacts during system calibration. The phased elimination of artefacts in the circular calibration plate was introduced in [13], which can solve the error effects caused by edge artefacts to some extent. The method of fitting the phase of the calibration plate plane mentioned further improves the calibration accuracy [28]. These methods are all compensated based on phase results and cannot be applied correctly to objects with complex surfaces. Therefore, a combination method for error compensation for the reconstruction results can be further investigated.
(2) Although the number of fringe patterns used by the phase-shifting method is reduced by using a Hilbert transform derived from the work in [20], twelve images still need to be projected, which is permissible for static measurements but not well-suited to dynamic measurements. Therefore, a combination of defocusing techniques in fringe projection profilometry can be employed to increase the projection rate for dynamic measurements of the object surface.
(3) In addition, this study found that for some objects with highly reflective surfaces, this method still fails to detect areas affected by edge artefacts, so it is necessary to process such objects in a dynamic range before compensating for the error of edge artefacts [8,29].

## 5. Conclusions

This study introduced a novel phase correction technique, leveraging a multi-frequency phase heterodyne approach. By enhancing the adjacent phase error correction method, this research study deployed diverse correction strategies across varying regions. Incorporating a minimum phase error correction further mitigates noise errors and non-sinusoidal aberrations in the images. Experimental results validate the effectiveness of this method in eliminating jumping errors, demonstrating minimal deviation when applied to real-world images. However, the neighboring window size for the different images needs to be selected manually, which has caused some difficulties with the detection efficiency. Therefore, we will further improve the algorithm in future work so that it can adapt to different images.

This study investigated the edge artefact effect in PMP (caused by the camera's point spread function). A method has been developed to compensate for the errors from the reconstruction results directly. The albedo of the object surface was employed to calculate the mask. A Hilbert transform is utilized to calculate the unwrapped phase. Compared with the three-frequency four-step heterodyne approach, the proposed method has the advantage of reducing the number of projected fringe patterns. The experimental results show that the proposed method can reduce errors caused by the edge artefacts. However,
artefacts with non-rectangular edges still exist. Several facets have been investigated to lay the groundwork for subsequent studies, including the exploration of nonlinear correction methods.
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