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Abstract: In Italy, many people aged over 65 cannot live independently, causing an overall decrease
in their quality of life and a need for social and health care. Due to the lack of both formal and
informal caregivers, technological solutions become of paramount importance in this scenario. This
article describes the user-centered development of the GUARDIAN ecosystem, consisting of a social
robot integrated with two mobile applications which aim to monitor, coach, and keep the older user
company in order to prolong his/her independence at home. In particular, the advancements from the
alpha to the beta prototype of the ecosystem are described, achieved through the feedback collected
from 41 end users—older people and their carers—that have tested the system for 6 weeks. By
enhancing human–robot interaction, a positive improvement in terms of usability and acceptability
of the system was retrieved. However, to increase the perceived usefulness and the impact on
older users’ lives, it is necessary to make the entire system more customizable, and more capable in
providing support for daily activities.

Keywords: social robot; older adults; ambient assisted living; ecosystem; usability; acceptance

1. Introduction

The Italian population is among the oldest in the world, boasting a life expectancy of
82.4 years and with those aged 65 and over constituting 23.2% of the entire population [1].
Already, both the national healthcare system and the older people’s relatives are under
pressure in caring for them [2]. At the same time, as their age increases it becomes more and
more complicated for older people to maintain their independence to continue living in
their own homes. To date, 29% of older people live alone, which is a condition that fosters
fragility [3]. By considering three factors such as loneliness, the aging of the population, and
the lack of caregivers, the difficulty in assisting older people (both for the healthcare system
and families) is expected to worsen in the next years. One way to counteract the decline in
the quality of life of older people is to coach them towards an active and healthy lifestyle.
In fact, the scientific literature provides plenty of evidence that coaching, leading a healthy
life, regularly taking prescribed medication, constantly monitoring the elderly person’s
condition, and maintaining a daily routine all have a positive impact on the elderly person’s
quality of life and aging [4]. However, these activities require the work and commitment of
various people, from family members to healthcare professionals, and end up taking a toll
on their lives. Therefore, it is desirable to transfer at least part of the mentioned activities to
automated systems, which are able to support the daily life of the elderly and at the same
time relieve the stress of their caregivers.
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1.1. Background

For this purpose, there is strong evidence that technology should be an integral part
of the solution for older people’s quality of life [5,6], through assistive devices that enable
older people to maintain independence for as long as possible, and at the same time,
optimize the work of caregivers, whether formal or informal. Today, the use of these
technologies with the elderly is growing rapidly and examples can be found for a wide
variety of purposes: to treat people with severe dementia [7,8], to counteract cognitive
impairment [9,10], and to maintain a healthy lifestyle for active aging [11,12].

However, a recurring problem with the adoption of technology in the older population
is the acceptability and usability of explored solutions [13,14]. Recent studies in the field
have shown that the use of social assistive robots (SARs) may increase engagement with
these technologies [15–17]. Given the peculiarity of SARs, i.e., providing assistance and
helping to achieve progress in several domains through the establishment of a close and
effective interaction with the user [18], they are suitable for coaching older people. However,
current research highlights how the usability and acceptability of technology, including
SARs, are still challenges in elderly care [19]. Taking this into account, along with the
need for technological solutions to address the above issues, designing and assessing new
systems is necessary for facing upcoming challenges in the field of elderly assistance.

1.2. The GUARDIAN Project

The aim of this paper is to present the Italian results of the European GUARDIAN
project (AAL-2019-6-120-CP), focused on the development of an ecosystem based on the
social robot Misty II (by Misty Robotics, mistyrobotics.com/misty-ii) and two mobile
applications, implemented over three waves of iterative design [20]. The project aimed
to build an ecosystem capable of supporting both older people and caregivers in three
European countries: Italy, Switzerland, and the Netherlands. The main goal is to prolong
the older people’s independence in their own home by acting as a companion that can
take over tasks from caregivers. Moreover, GUARDIAN aimed to support both formal and
informal caregivers, by allowing them to monitor the older person remotely and by creating
a care network around the older user: in this way, the care network could communicate
with the user and share information among each other. The design and development of the
ecosystem is described by Ciuffreda et al. [21].

1.3. Aim of the Paper

This paper focuses on how the technical development carried out from prototype 2
to prototype 3 brought effects on the usability and acceptability of older users. The aim is
to evaluate the acceptability, the usability, and the impact of the GUARDIAN system on
older Italian users and how these aspects have changed in the light of the transition from
prototype 2 to prototype 3.

1.4. Structure of the Paper

The continuation of the paper is structured as follows: in Section 2, prototype 3 devel-
opment is described in detail along with a general overview of the GUARDIAN ecosystem;
then, the study design and the related approval by ethical committee are reported in
Sections 2.2 and 2.7, respectively. In addition, in Section 2, participants’ involvement,
scales and questionnaires asked, and statistical analysis are detailed (Sections 2.3–2.6). In
Section 3, both quantitative and qualitative results are shown with the help of tables and
figures. The findings are finally discussed in Section 4, along with limitations of the study
and future works.

2. Materials and Methods
2.1. GUARDIAN Prototype 3

The GUARDIAN ecosystem, aimed to prolong older people’s independence in their
homes, is composed of 3 main technologies: the social robot Misty II and two mobile

mistyrobotics.com/misty-ii
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applications: the Senior App (SA) intended for the older user and the Caregiver App
(CA) dedicated to the user’s care network (i.e., relatives and healthcare professionals who
take care of the older user). The role of GUARDIAN is to monitor the older user, send
him/her reminders, provide suggestions, and keep him/her in touch with caregivers. In
fact, through the ecosystem a bidirectional communication between the older user and the
caregivers is established. In particular, a bidirectional communication is established for the
senior thanks to the combination of Misty and the Senior App, which is intended to coach,
motivate, and remind him/her of certain actions. Misty also acts as a social companion in
order to engage the user. The caregiver app, instead, is designed to allow caregivers to set
reminders, to monitor, and to send messages to the loved one. The overall framework of
the GUARDIAN ecosystem is pictured in Figure 1.
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Figure 1. GUARDIAN system overview.

The core of GUARDIAN is the social robot Misty, which is able to interact with older
people. User localization is integrated into the system architecture, combining passive
and active methods. Indeed, Misty is able to localize the user in indoor environments
thanks to its onboard sensors, particularly its three omnidirectional microphones. These
microphones capture audio data, enabling the extraction of the Direction of Arrival to
pinpoint the user’s location. Eye contact capability is also implemented, enabling Misty to
engage with users and express emotions. Once the user is located—by periodic activation
of microphones—Misty looks at him/her, and if the case, it speaks aloud a reminder or
a suggestion.

The SA is a mobile app connected with the social robot, establishing one-way commu-
nication between Misty and older adults. In detail, the reminder or suggestion appears on
the tablet screen along with possible answers, if the case.

The third and last component is the Caregiver Application (CA) that creates a two-way
channel between seniors and caregivers to enable remote interaction. In this way, caregivers
can monitor well-being, offer reminders, and receive feedback, while seniors can respond
through Misty or a visible component in the senior application. Reminders are displayed
on the SA with response options, and the feedback is collected and viewed by caregivers
in the CA. The set of caregivers associated with a user form the user’s care network, in
compliance with the GUARDIAN user-centric approach.

The GUARDIAN system was developed by following the ISO 13047—User Centered
Design [20]. According to this standard, 3 prototypes were released during the project,
so that new functionalities and services could be added after any test, based on users’
feedback. Prototype 1 (P1) was released and evaluated with a usability in lab test, as
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presented by Ciuffreda et al. (2023) [19]. Then, prototype 2 (P2) and 3 (P3) were respectively
assessed after 6 weeks with a first study—alpha test—and a second one—beta test. On the
basis of the feedback collected on P2, the existing functionalities were improved, and new
ones were added in P3. Therefore, the qualitative data collected during the alpha test were
translated into technical requirements for P3, leading to the development of the features
listed in Table 1 and presented in detail in the following subsections. The shift from P2
to P3 aimed to make GUARDIAN smarter, and it concerned four major functionalities: a
smarter reminder system, the introduction of sleep mode and a snooze function, and the
improvement of eye-based and gesture-based communication.

Table 1. Technical developments implemented for P3.

Services Technical Development

Take photo * Integrated to audio-based location better locate the user.

Sleep mode Prevent reminders and interaction when system is in sleep
mode;Dark screen on the senior app.

Snooze function * Added the possibility to snooze the reminder;
Repeat reminder after half an hour no response is given.

Send message to the user * The robot spoke aloud the messages sent.

Sense touch * Touching the robot head it is possible to switch from sleep to
active mode and viceversa.

Eye contact * Robot moves and changes eye images as the user answers.
Variance in gestures and facial expression More eye images and arm movements added.

Sleep mode * The system is in power saving mode and it is not responsive
Follow up question Added more answer options (also in case of positive answers)

The star (*) indicates that the service was new to P3. Other services were already integrated in P2, but some
improvements were provided by adding to the skills in the right column.

2.1.1. Smart Reminder System

To meet the need for postponing reminders in case of no answer or user request, it was
essential to consider other incoming reminders and their timing, as reminders might overlap
or queue up within a short time frame. To address these issues, a robust algorithm has been
developed. Additionally, for those reminders that are time-sensitive (e.g., medication and
meal reminders), P3 included a mechanism to avoid infinite snoozing. To support this, the
reminder database structure has been updated to include three new fields:

• Reminder delay: specifies how long to delay the next reminder.
• Maximum snoozes: determines the maximum number of times a user can snooze a

reminder (with the option to set it to 0 to disable snoozing).
• Past reminder time: tracks how many times the reminder has already been displayed.

Initially, these fields are populated with default values by the Caregiver Application
backend and are subsequently monitored and updated by the Cloud. Moreover, a queue
system has been implemented in the Cloud to handle scenarios where multiple reminders
are scheduled for the same time. In such cases, only the oldest reminder is presented, with
the others scheduled to appear immediately after the first one has been successfully sent or
has expired.

On the Senior Application the snooze button appears on each reminder page, if set.
If the user did not react to the reminder within three minutes, and if the snooze for that
reminder is set, then the reminder is automatically sent again. In this way, the reminder
flow is optimized.

2.1.2. Eye Contact Skill

The eye contact skill enables the robot to autonomously establish eye contact with a
person when they are present and track their movements. This ability is pivotal in creating
a sense of being observed, which is an important initial step in fostering interaction.
Moreover, the eye contact allows users to discern when the robot is attentive to them. This
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aspect was reinforced by feedback collected during alpha tests. In P2, when the robot no
longer detects a person’s face, it will first glance around, in case the person moves out of its
line of sight. In case the robot still cannot detect a face, it transitions into standby mode.

Due to the relevance and high appreciation of eye contact skill reported by users, a
further development and improvement was planned. In fact, even though the primary
function of the eye contact skill remained largely consistent with P2, significant efforts were
dedicated to enhancing its integration with the Senior App and Cloud services in P3:

• the intensity of the “look around” behavior was reduced in response to feedback
indicating that it was perceived as excessive and made some individuals feel overly
scrutinized. In P3, the robot now performs the “look around” action only once before
returning to standby mode more promptly.

• the implementation of a sleep mode, allowing the robot to become unresponsive
and refrain from providing messages. This feature is user-controlled, as opposed to
autonomous control: when the robot is in sleep mode or engaged with the senior app,
the eye contact skill is deactivated. In idle periods, the eye contact skill is activated,
and the robot can operate in standby, normal, or alert modes. The new standby state
excludes the “look around” behavior, but portrays a slightly sleepy expression, in
contrast to being completely asleep when the system-wide sleep mode is activated.
In Table 2 the different states of the eye contact skill are reported along with the
associated functionalities:

Table 2. Eye contact skill states and associated functionalities.

State
Listen to

MQQT Cloud
Commands

Time to Revert
to Lower State

Number of Times
to Look Around

Facial
Expression

Color of
Chest Led Face Detection

OFF/Standby Yes - - - Off -
ON/Normal
Alert

Yes 20 s 2 White Yes
Yes 10 s 3 Green Yes

Also, the robot’s eye expressions and movements were increased and improved
in P3 development. This feature utilizes animated eye images supplied by the robot’s
manufacturer and relies on motorized arms integrated within the robot. The specific
expressions and movements employed in this feature are detailed in Table 3. This capability
is implemented using the JavaScript language, and communication with the robot is
facilitated through Misty’s HTTP API, which governs the robot through HTTP requests.

Table 3. Eye images and movements implemented in P3 to increase the human–robot interaction in
monitoring and reminder services.

Monitoring and
Reminders Action Functions Developed Movement Animated Eye Images

Well-being When the robot
understands: “yes”

Move the head up and down
and then return to the neutral

position (3 s).
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Table 3. Cont.

Monitoring and
Reminders Action Functions Developed Movement Animated Eye Images

Medication
When the robot understands

that the senior has taken
the medications

Move the head up and down
and then return to the neutral

position (3 s).
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2.1.3. Sleep Mode

A new feature was necessary to enhance the acceptance of the system by older users,
who were concerned about the increasing cost of energy due to the Ukraine war in the first
half of 2022. The power-saving need was also in line with the responsible innovation focus
of the GUARDIAN project. For this reason, the sleep mode feature was introduced to grant
users the capability to temporarily turn off the entire system. This new feature also aimed to
relieve users of privacy concerns. However, the system could not remain offline indefinitely.
For these reasons, a solution was devised to accommodate both needs: seniors could put
the system to sleep at their discretion, and the system would automatically awaken at
predetermined times, according to users’ preferences. Additionally, the system could enter
sleep mode at a predetermined time if wished. In this sleep mode, the system ceases
recording any data, including the presence of the senior, while still sending reminders. To
implement this, extensive modifications were made to various aspects of the system.

In fact, a new status was introduced in the Message Queuing Telemetry Transport
(MQTT) channel, shared among the Cloud, the robot, and the Senior App. This status
preserves the actual wake-up time of the system for each client. This was accomplished
by utilizing the retain functionality of MQTT, storing the last value for future reference.
The Cloud updates the system’s components when there is a request to transition to sleep
or wake up. A schedule was established to wake up the systems at specific times. The
wake-up action involves altering the status and issuing commands to the robot to change
its posture.

The system was adapted to check the “weakness” status of the system and prevent the
sending of reminders when the system is in sleep mode. The Cloud is capable of reading
the retained status on the MQTT broker and responding accordingly.

When a senior triggers the capacitive sensors to activate sleep mode for the robot, the
robot responds by lowering its head and closing its eyes, as shown in Table 3. Specifically,
the head movement is controlled using an API for the yaw angle of the robot’s head, while
the closing of the robot’s eyes is managed through the screen and animated eye images
provided by the robot’s manufacturer.

A new user interface (UI) was developed for the asleep Senior Application. In this
mode, the tablet displays a predominantly black screen with an image of sleeping Misty
eyes and the usual connectivity status indicators. This UI was designed to be unobtrusive,
as the black background significantly reduces brightness and saves energy. A “wake-up”
button is provided to transition back to the awake status. When the senior presses the
button, the new status is relayed to the Cloud for the appropriate system response, and
the Senior Application returns to the standard UI. The Senior Application consistently
monitors this status and switches to the “asleep” UI as soon as it detects the transition to
sleep mode. It remains vigilant in sleep mode to promptly switch back to the normal UI if a
change is initiated from other sources.

2.2. Study Design

The study protocol was published by Maragaritini et al. [18]. The alpha and beta pilot
tests consisted of testing, respectively, the P2 and the P3 of the GUARDIAN platform with
5 and 10 dyads, composed of an older adult and an informal caregiver. Both tests lasted for
6 weeks: the alpha test was run between March and May 2022, while the beta pilot test was
run from September to December 2022. In particular, due to the availability of only 5 Misty
robots, 5 out of 10 participants tested the system from September to October, whereas the
remaining 5 users interacted with GUARDIAN in November and December.

2.3. Inclusion and Exclusion Criteria

The participants were recruited according the protocol, assessing whether or not they
matched inclusion and exclusion criteria, listed as follows:

1. Older adults:

• Aged over 65 years old;
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• No previous diagnosis of mild cognitive impairment or dementia;
• Cognitive integrity (Mini Mental State Examination ≥ 24);
• Have an informal caregiver;
• Healthy sight and hearing;
• Good written and oral comprehension of the local language.

2. Informal caregivers:

• Relatives or close friends of a senior;
• Providing frequent support/care on a daily or weekly basis;
• Aged more than 18 years old.

3. Formal caregivers:

• Home care nurses, general practitioners, or health professionals involved in the
daily/weekly care of a frail senior;

• At least 1 year of work experience.

2.4. Participants’ Involvement

The participants were contacted through the IRCCS INRCA hospital in Ancona, in
collaboration with the rehabilitation unit, and by consulting a list of people who participated
in previous projects. The participants were fully informed about the project, about the
phase of testing. All participants signed the informed consent before starting the testing.

2.5. Scales and Questionnaires

The aim of both alpha and beta testing was to assess the usability and the acceptability
of prototypes 2 and 3 of the GUARDIAN platform, respectively. In order to do that, ad hoc
questionnaires and qualitative interviews on usability, acceptability, and usefulness were
asked at the end of the testing. The usability ad hoc questionnaire is the primary outcome
of this study and consists of 19 statements about ease of use, acceptability, and usability of
the system. The user-friendliness ad hoc questionnaire is focused on the robot, consisting
of 11 statements about ease of use, likeability, and satisfaction about Misty. The ad hoc
questionnaire on impact is about how the system helped the older user in the supported
ADL. It consists of 10 statements. Every aforementioned questionnaire was scored by
assigning a 7-point Likert scale, where 7 means strongly agree with the item and 1 means
strongly disagree with the item.

Due to the low number of users, qualitative analysis was also conducted, by asking
about the most and least appreciated features of the system, how the system impacted the
users’ daily life, the perceived usefulness, and suggestions for further improvements.

2.6. Statistical Analysis

Quantitative data have been analyzed through RStudio 2023.09.0 Build 463 and Mi-
crosoft Excel 2016. In view of the limited amount of data available and the type of data, i.e.,
discrete scales (ad hoc questionnaire), the normality of the distribution was first analyzed
by means of the Shapiro–Wilk test and then the following tests were conducted: if the
normality hypothesis was verified, the parametric Student’s t-test [22] was applied; oth-
erwise, the non-parametric Mann–Whitney U-test [23] was applied. The aforementioned
tests were applied to compare alpha and beta tests results (P2 vs. P3), but also the results
between the alpha and the second part of the beta test (P2 vs. P3 without bugs), since
important technical issues in P3 were solved during the experimentation. These issues
caused frequent disconnections of the system, seriously affecting the user experience.

2.7. Ethical Approval

The presented study strictly followed the Declaration of Helsinki guidelines [24];
indeed, it was approved by the IRCCS INRCA Ethical Committee on 21 October 2021 and
then published on clinicaltrials.gov with the identifier NCT05284292 [25].
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3. Results
3.1. Participants

Throughout the two experimental phases of the GUARDIAN project, a total of 41 peo-
ple participated in the study. The whole sample constituted 15 older adults, 15 informal
caregivers, and 11 formal caregivers. The alpha test was run with 11 participants (5 older
adults, their informal caregivers, and 1 formal caregiver), whereas the beta test was run
with 30 participants equally distributed among the three end user categories. However,
only one formal caregiver tested the system for 4 months following all the users. The
sample was gender balanced, and as expected, the educational level and the technological
competence was much higher among (in)formal caregivers than older adults. Details about
participation and demographic data are presented in Table 4.

Table 4. Demographic data of participants.

Phase Data Older Adults Informal
Caregivers

Formal
Caregivers

Alpha

Participants, n 5 5 1
Age (years), mean (SD) 74.4 (8.9) 39.6 (13.7) 30
MMSE, mean (SD) 27.6 (2.3) - -
Female, n (%) 4 (80%) 3 (60%) 0 (0%)
Male, n (%) 1 (20%) 2 (40%) 1 (100%)
Living alone, n (%) 2 (40%) - -
Educational level, mean (SD) 3.6 (1.1) 4.8 (0.4) 5.0
Technological competence, mean (SD) 3.6 (1.3) 4.6 (0.5) 5.0

Beta

Participants 10 10 10
Age (years), mean (SD) 75.4 (5.8) 47.9 (10.5) 39.3 (13.0)
MMSE, mean (SD) 29.9 (0.3) - -
Female, n 5 (50%) 5 (50%) 5 (50%)
Male, n 5 (50%) 5 (50%) 5 (50%)
Living alone, n (%) 3 (30%) - -
Educational level, mean (SD) 3.2 (1.3) 4.3 (0.7) 4.8 (0.4)
Technological competence, mean (SD) 3.3 (1.7) 4.6 (0.7) 4.6 (0.5)

Total
Participants, n 15 15 11
Female, n (%) 9 (60%) 8 (53.3%) 5 (45.5%)
Male, n (%) 6 (40%) 7 (46.7%) 6 (54.5%)

N = number, SD = standard deviation. The educational level has been computed according to the following scale:
1 = no education; 2 = primary school; 3 = middle school; 4 = high school; 5 = degree or above. The technological
competence has been assessed according to the following Likert 5-points scale: 1 = no competence; 2 = very little;
3 = little; 4 = some; 5 = a lot; MMSE = Mini-Mental State Examination.

For the alpha pilot test, five older adults were recruited, of whom only one was male.
They were aged 74.4 (±8.9) years, with an average MMSE score = 27.6 (±2.3), and four of
them were used to receiving informal care regularly.

A similar population was recruited for the beta pilot test, where the cohort comprised
ten older adults, evenly split between five females and five males, with an average age
of 75.4 (±5.8) years and an average MMSE score = 29.9 (±0.3). One of them dropped the
test after the first week because he did not consider the platform congenial to his needs.
None of the seniors received formal professional care, but they regularly consulted doctors,
either neurologists or family physicians, at least once a month. Additionally, nine seniors
received frequent informal care, primarily from their children, with seven of them receiving
assistance from their sons on a regular basis. Notably, three of these seniors had their sons
visit them daily, primarily aiding in transportation and providing companionship to them.
The average technological competence of the older adults was low as expected: between 3
and 4 on a 5-point Likert scale.
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The group of informal caregivers consisted of five females and five males, with an
average age of 47.9 (±10.5) years. These informal caregivers rated their technological
competence, on average, as 4.6 (±0.7) on a 5-point Likert scale. On the other hand, there
were ten formal caregivers, equally divided between five females and five males, with an
average age of 39.3 (±13) years. The formal caregivers, like their informal counterparts,
also rated their technological competence as 4.6 (±0.5) on a 5-point Likert scale.

3.2. Usability Results

The goal of the beta test was to assess the usability of the GUARDIAN platform after
6 weeks of use through an ad hoc usability questionnaire, shown in Table 5. The items that
received the best scores (i.e., the highest scores) are about the comfortability of the system
and the organization and the availability of the information. The users were generally
satisfied, and appreciated how easy the system was to learn and to use. Also, the interface,
which included Misty, was highly rated by the participants. On the other hand, none of the
older users appreciated the error message functionality for fixing problems. Looking deeply
at the table below, it can be seen as the informative content and the appearance of the
system improved with prototype 3, whereas users’ expectations were not met. Moreover,
the ease of use was still high. However, no statistically significant difference, neither for
any item nor for the global score, was found between the two test results (p > 0.05).

Table 5. Usability ad hoc questionnaire scores of P2 and P3 (alpha and beta tests respectively).

Items
P2 P3

Mean (SD) Mean (SD) Diff

Overall, I am satisfied with how easy it is to use. 5.40 (2.61) 5.11 (1.27) −0.29
It was simple to use. 5.20 (2.49) 5.11 (1.27) −0.09
I could (effectively) successfully complete the tasks and scenarios using the system. 5.60 (2.61) 4.56 (1.88) −1.04
I was able to complete the tasks and scenarios quickly using the system. 5.20 (1.92) 4.78 (1.79) −1.42
I was able to efficiently complete the tasks and scenarios using the system. 5.20 (1.92) 4.78 (1.79) −1.42
I feel comfortable using the system. 4.80 (2.68) 6.11 (0.78) +1.31
It was easy to learn to use. 4.80 (2.68) 5.44 (1.01) +0.64
I believe I could become productive quickly using the system. 5.40 (1.34) 4.00 (1.32) −1.40
The system gave error messages that clearly told me how to fix problems. 4.60 (3.29) 1.56 (0.73) −3.04
Whenever I made a mistake, I could recover easily and quickly * 4.60 (2.30) 3.56 (1.42) −1.04
The information (such as online help, on-screen messages) provided was clear. 3.40 (3.29) 4.44 (1.81) +1.04
It was easy to find the information I needed. 4.20 (2.17) 5.56 (0.88) +1.36
The information provided was easy to understand. 4.50 (2.65) 6.11 (0.78) +1.61
The information was effective in helping me complete the tasks and scenarios. 4.20 (2.28) 5.33 (0.87) +1.13
The organization of information on screens was clear. 4.60 (3.29) 6.33 (0.50) +1.73
The interface was pleasant. 4.00 (2.55) 6.56 (0.73) +2.56
I liked using the interface of the system. * 3.60 (1.95) 5.33 (1.50) +1.73
Overall, I am satisfied with the system. 4.60 (1.34) 3.89 (1.60) −0.71
This system has all the functions and capabilities I expect it to have. 4.60 (2.88) 2.44 (0.88) −2.16

Scale from 1 to 7, where 1 stands for “strongly disagree with the item” and 7 stands for “strongly agree with
the item”; SD = standard deviation. The star (*) indicates when the item scores were normally distributed for
both groups.

As mentioned in Section 2.2, the prototype 3 was tested in two different time windows.
In between the two time windows, bugs in P3 were fixed. For this reason, half of the
participants of beta test experienced the system with bugs, while the second half benefitted
of bug fixing. In fact, the introduction of new skills from P2 to P3 led to an increase in
system disconnections, experienced by five older users (from IT_01 to IT_05). Due to bug
fixing, five older users (from IT_06 to IT_10) benefited from the updated version. The first
five older users who tested P3 in the first months struggled with disconnection problems,
so their feedback was highly affected by this malfunctioning. For this reason, in Table 6 the
comparison between P2 and P3 after bug fixing is reported. As almost every item improved
after the update, and this result is coherent with the expectations: the enhancement of HRI
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in P3, together with the resolution of bugs that emerged as a result of development, has
improved the usability of GUARDIAN. However, no statistical difference was found for
any item, but it can be due to the very low number of the sample (five users for P2 against
four users for P3).

Table 6. Comparison between usability ad hoc questionnaire scores for P2 and P3 after bug fixing.

Items
P2 P3 Bugs Fixed

Mean (SD) Mean (SD) Diff

Overall, I am satisfied with how easy it is to use. 5.40 (2.61) 5.75 (0.50) 0.35
It was simple to use. 5.20 (2.49) 5.75 (0.50) 0.55
I could (effectively) successfully complete the tasks and scenarios using the system. 5.60 (2.61) 5.75 (0.50) 0.15
I was able to complete the tasks and scenarios quickly using the system. 5.20 (1.92) 6.00 (0.00) 0.80
I was able to efficiently complete the tasks and scenarios using the system. 5.20 (1.92) 6.00 (0.00) 0.80
I feel comfortable using the system. 4.80 (2.68) 6.00 (0.00) 1.20
It was easy to learn to use. 4.80 (2.68) 5.75 (0.50) 0.95
I believe I could become productive quickly using the system. 5.40 (1.34) 5.00 (0.82) −0.40
The system gave error messages that clearly told me how to fix problems. 4.60 (3.29) 2.25 (0.50) −2.32
Whenever I made a mistake, I could recover easily and quickly. * 4.60 (2.30) 4.50 (1.00) −0.10
The information (such as online help, on-screen messages) provided was clear. 3.40 (3.29) 5.75 (0.96) 2.35
It was easy to find the information I needed. 4.20 (2.17) 5.75 (1.26) 1.55
The information provided was easy to understand. 4.50 (2.65) 6.00 (0.82) 1.50
The information was effective in helping me complete the tasks and scenarios. 4.20 (2.28) 6.00 (0.82) 1.80
The organization of information on screens was clear. * 4.60 (3.29) 6.50 (0.58) 1.90
The interface was pleasant. * 4.00 (2.55) 6.50 (0.58) 2.50
I liked using the interface of the system. * 3.60 (1.95) 5.50 (1.00) 1.90
Overall, I am satisfied with the system. 4.60 (1.34) 4.75 (1.50) 0.15
This system has all the functions and capabilities I expect it to have. 4.60 (2.88) 3.00 (0.82) −1.60

Scale from 1 to 7, where 1 stands for “strongly disagree with the item” and 7 stands for “strongly agree with
the item”; SD = standard deviation. The star (*) indicates when the item scores were normally distributed for
both groups.

3.3. Robot User Friendliness

Similar findings resulted from the ad hoc questionnaire to assess the user friendliness
of the robot which was asked at the end of the test (T2). In fact, as shown in Table 7, the
best scores (i.e., highest scores) were given to questions related to the ease of use and
the interface. On the contrary, the usefulness and the impact of the robot on daily life
were poorly rated. However, there is a significant difference between the two versions:
p < 0.05.

3.4. Impact on Daily Life

The difference due to bug fixing was also remarked upon in the ad hoc questionnaire
on the impact of GUARDIAN. In fact, participants who benefitted from the last updated
version of P3 found the system much more helpful and impactful than those who struggled
with disconnection issues, as shown in Table 8.

Despite the bug fixing, no significant improvement has been noticed between P3
and P2, as shown in Table 9. Older users were significantly more satisfied and confident
with P3 than P2. However, according to the older users, the impact of GUARDIAN on
independence, activity level, and daily activities did not increase. This result is in line with
the expectations, according to which enhancing HRI positively impacts on general usability,
acceptability, and so satisfaction about a system, but it is not enough to make the system
impactful for the users.
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Table 7. User friendliness ad hoc questionnaire variation for P3: comparison between the results with
and without disconnection issue versions at T2.

Statement
P3 with Bugs P3 Bugs Fixed

Difference
P3

Mean (SD) Mean (SD) Mean (SD)

It was easy to use the robot. 3.40 (2.61) 6.50 (0.58) 3.10 4.78 (2.49)
I feel comfortable while using the robot. 3.40 (2.61) 6.25 (0.50) 2.85 4.67 (2.40)
It was easy to learn it how to use the robot. 4.20 (1.92) 6.00 (0.82) 1.80 5.00 (1.73)
The given information about the robot was easy
to understand. 5.20 (2.05) 7.00 (0.00) 1.80 6.00 (1.73)

The interface of the robot was pleasant. 6.20 (1.10) 6.75 (0.50) 0.55 6.44 (0.88)
I liked to use the robot. 3.00 (2.35) 5.50 (0.58) 2.50 4.11 (2.15)
The robot has all the features and capabilities I expected. 2.80 (1.30) 4.75 (0.96) 1.95 3.67 (1.50)
The robot has an influence on me. 1.80 (1.79) 3.50 (0.58) 1.70 2.56 (1.59)
The robot is important to me personally. 1.80 (1.79) 3.50 (1.00) 1.70 2.56 (1.67)
The robot makes me reconsider certain habits such as my
diet, exercise pattern or medication intake. 1.6 (1.34) 3.00 (1.41) 1.40 2.22 (1.48)

Overall, I am satisfied with the robot. 2.2 (2.17) 5.00 (0.82) 2.80 3.44 (2.19)

Scale from 1 to 7, where 1 stands for “strongly disagree with the item” and 7 stands for “strongly agree with the
item”; SD = standard deviation.

Table 8. P3 results for the ad hoc questionnaire on impact.

Statement
P3 with Bugs P3 Bugs Fixed

Difference
Overall

Mean (SD) Mean (SD) Mean (SD)

Using GUARDIAN helps me take my medication on time. 1.8 (1.3) 3.5 (1.0) 1.7 2.44 (1.51)
Using GUARDIAN encourages me to be more active. 1.2 (0.4) 2.0 (0.8) 0.8 1.56 (0.73)
Using GUARDIAN helps me eat and/or drink enough. 1.2 (0.4) 2.0 (1.4) 0.8 1.56 (1.01)
Using GUARDIAN makes me less lonely. 1.8 (1.8) 2.0 (1.2) 0.2 1.89 (1.45)
Using GUARDIAN makes me more independent. 1.2 (0.4) 2.0 (0.8) 0.8 1.56 (0.73)
GUARDIAN helps me have a daily routine. 1.4 (0.9) 2.3 (1.3) 0.9 1.78 (1.09)
GUARDIAN helps me inform my caregivers about
my well-being. 1.6 (0.9) 2.5 (1.3) 0.9 2.00 (1.12)

Using GUARDIAN makes me feel safer. 1.4 (0.9) 2.3 (1.0) 0.9 1.78 (0.97)
I feel confident while using GUARDIAN. 3.2 (0.4) 3.8 (0.5) 0.6 3.44 (0.53)
Overall, I am satisfied with GUARDIAN. 1.8 (1.3) 3.5 (1.0) 1.7 3.00 (1.73)

Scale from 1 to 5, where 1 stands for “strongly disagree with the item” and 5 stands for “strongly agree with the
item”; SD = standard deviation.

Table 9. Comparison between P2 and P3 without bugs for ad hoc questionnaire on impact.

Statement
P2 P3 without Bugs

Difference
Mean (SD) Mean (SD)

Using GUARDIAN helps me take my medication on time. 3.60 (1.67) 3.50 (1.00) −0.10
Using GUARDIAN encourages me to be more active. 2.40 (1.34) 2.00 (0.82) −0.40
Using GUARDIAN helps me eat and/or drink enough. 2.00 (1.41) 2.00 (1.41) 0
Using GUARDIAN makes me less lonely. 3.40 (2.19) 2.00 (1.15) −1.40
Using GUARDIAN makes me more independent. 2.00 (1.73) 2.00 (0.82) 0
GUARDIAN helps me have a daily routine. 2.80 (1.79) 2.25 (1.26) −0.55
GUARDIAN helps me inform my caregivers about
my well-being. 3.40 (3.40) 2.50 (1.29) −1.10

Using GUARDIAN makes me feel safer. - 2.25 (0.96) -
I feel confident while using GUARDIAN. - 3.75 (0.50) -
Overall, I am satisfied with GUARDIAN. - 3.50 (1.00) -

Scale from 1 to 5, where 1 stands for “strongly disagree with the item” and 5 stands for “strongly agree with the
item”; SD = standard deviation.
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3.5. Qualitative Results

Participants were asked to describe their experience during the beta test of P3. Four of
the five users who tested P3 before the bug fixing lamented frequent disconnections and
crashes of the system that made GUARDIAN useless in their opinion. The remaining five
older users affirmed to have followed all the suggestions and the reminders that Misty
delivered throughout the 6 weeks. However, one of them pointed out that he needed
to be close to Misty when a reminder has been delivered, otherwise he was not able to
listen to it. All the users did not find GUARDIAN effective for social connectedness, but
some of them suggested to implement a video call functionality to easily contact their
loved ones.

Answering the question “What do you appreciate the most about GUARDIAN?”,
three old users mentioned the ease of use, three stated that Misty is nice and/or funny,
two said that the robot kept company with them, and one user found the participation in
the project stimulating to learn new things. When the participants were asked to list the
difficulties encountered throughout the testing, eight out of nine pointed out disconnection
issues. In particular, the five older users who tested P3 before bug fixing stressed that point:
“From a technical point of view it was not working well. Maybe it’s me who doesn’t know
how to use it, but it should be made for a person like me, not for a technological genius,
otherwise what’s the point of offering it to the elderly?” said one of them. One of the
older users who interacted with GUARDIAN P3 before bug fixing was able to understand
when to restart both the tablet and the robot to make it work again; however, she was
disappointed by the number of times that this operation was needed. Finally, three older
users stated a major concern as that due to disconnections and frequent technical failures,
the medication reminders were not sent. In their opinion, if GUARDIAN failed in that goal,
then the system is completely useless.

When participants were asked if the system changed their daily pattern, all the older
users answered negatively. Then, when asked if, in their opinion, GUARDIAN will become
important for the existing home care system, most of them were skeptical. However,
some of them gave inputs on how to make GUARDIAN more impactful: “it should be
supplemented with something that could, for example, detect physiological parameters,
or keep the person in contact with an emergency system” one older user said. Another
user stated: “tt should be expanded, and the tablet should be removed”. The other
three users wished for improvements, but they did not go into detail on which functions
to add.

Finally, participants were asked to list three positive and three negative aspects about
GUARDIAN. The results are shown in Figure 2, where green and red bars correspond
to positive and negative aspects respectively. The length of the bar is proportional to the
number of users who mentioned the aspect (x-axis). The aspects are also grouped by
area of interest (left column): usability, usefulness, and human–robot interaction. This
qualitative analysis is coherent with results presented in this and the above sections, where
the appearance of Misty and the ease of use are the most appreciated aspects among the
users. Moreover, five of them perceived Misty as a companion. The most appreciated
function was the medication reminder. However, six out of nine participants did not find
GUARDIAN useful for them. About usability, disconnection issues were the most negative
aspect, but users were also concerned about power consumption, despite the improvements
made from P2 to P3. Probably, their concern came from the noise from Misty’s fan when
in charge. In fact, three users mentioned the noise as a negative aspect. This analysis
also confirmed the desire of interacting vocally with Misty, avoiding the use of the tablet
(Senior App).
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4. Discussion

Prototype 3 of the GUARDIAN ecosystem was well received in terms of acceptability
and usability by elderly users in Italy. In line with expectations and the study hypothesis,
this study demonstrates that the co-design of technological systems based on iterative end
user involvement and the introduction of a social robot both work to promote final user
acceptance. In fact, the processing of the feedback received during the testing of prototype 2
and the subsequent declination into technical requirements to be developed in order to
improve the ecosystem, made the users appreciate the whole system more. The aspects
on which the greatest differences emerged are those where action was taken between the
two tests (alpha and beta): snooze function, smart reminder system, eye contact, and sleep
mode. The sleep mode in particular allows us to highlight how following the iterative
user-centered co-design method is effective in taking into account and solving problems
that are difficult to foresee, but no less relevant from the user’s point of view. A specific
case in point is the sudden increase in energy prices (caused by the sudden Ukrainian war),
which has particularly sensitized the elderly population in Italy. Precisely in the light of
this need that emerged during the alpha tests, it was decided to develop a sleep mode
that would allow significant energy savings, and which overall brings sustainability and
responsible innovation to the entire GUARDIAN ecosystem, as it applies both for Misty
and the Senior App. Furthermore, given the high degree of user appreciation for Misty, due
to her affable and friendly behavior which was particularly manifested through her eye
contact skills, it was decided to further improve this aspect of HRI with the introduction
of new expressions and gestures. Lastly, as the feature deemed most useful by P2 users
had been the reminder feature, which at the same time had detected critical issues in
operation, it was decided to significantly improve the sending of reminders, making the
whole process more intelligent. Through the introduction of the snooze function, but also
the improvement of user detection, by means of the integration of photo analysis to the
existing audio analysis, the delivery of reminders proved to be more efficient and therefore
liked by users.
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Despite the technical advances made to the GUARDIAN ecosystem in its latest pro-
totype, unresolved problems remain. Chief among them is the perceived usefulness.
Although Misty appears to be welcome and easy to use, the system seems to be ineffective
in significantly improving users’ daily lives. This problem could have two explanations,
both of which are plausible. First, healthy and independent patients were recruited in the
trial-following the inclusion and exclusion criteria—who do not feel the need for external
intervention in their lives at the time of the trial. Second, a limitation is that the functions
that can be performed by the system (sending reminders, delivering messages, suggesting
certain activities, asking about daily activities) appear to be insufficient and too repetitive
to significantly impact users’ lives. According to the end users’ wishes of a more person-
alized gadget and their self-perception as healthy people, the coaching function should
be enhanced. For instance, GUARDIAN could provide recommendations about physical
exercise, nutrition, and social life according to end users’ needs and habits. One piece of
very recent research shows a high interest by older people for this kind of services and
their wish for personalization [26]. On the other side, this upgrade would mean a re-design
of the whole system, starting from personal data needed to train and run a new machine
learning algorithm.

4.1. Lessons Learnt

The present study confirmed that enhancing HRI is beneficial for usability and ac-
ceptability, but it is not sufficient to increase the perceived usefulness. The adoption of
social and/or humanoid robots is confirmed to be potentially successful for building tech-
nological ecosystems for older adults’ assistance at home. Moreover, developing advanced
skills for making the robot’s behavior as human-like as possible, is highly appreciated.
Finally, the integration of two different applications—one for the older user and the other
for the care network—to create a bidirectional communication flow is efficient. However,
the older population’s expectations are increasing in terms of technology, as they wish to
communicate freely with the robot and want increasingly personalized solutions. Providing
personalized reminders and scheduled suggestions may not be enough to fully engage and
coach older people, to prolong their independence at home.

4.2. Limitations

The presented study aimed to focus on how the technical development of a social
robot-based solution impacts on usability and acceptability in older people. However, due
to the poor number of participants (9) and the limited time of experimentation (6 weeks),
the results cannot be generalized. Furthermore, the quantitative results are based on ad
hoc questionnaires. Finally, the statistical analysis performed on this data was affected by
the low number of participants. No deeper analysis could be conducted for this reason.

4.3. Future Work

In future, a new research study should explore the positive indications arising from
GUARDIAN, such as the performance and the development of Misty, and the connected
Caregiver App. In addition to that, free vocal interaction, made possible by recent large lan-
guage models, and more ADL-related content should be implemented to make ecosystems
like GUARDIAN very impactful for older people’s independence. As the user-centered
iterative co-design approach resulted in efficient shifting from P2 to P3, feedback collected
in this study should be highly considered for innovative solutions in the assistance of older
people at home.

On a more conceptual perspective, GUARDIAN and similar systems should be much
more impactful in order to jump from research to real world applications, due also to the
lack of high quality studies [27]. In fact, as regards practical managerial significance, i.e.,
the inclusion of a wider demographic, the system should meet multiple needs. To date,
many technological systems have been designed for specific population (e.g., affected by
one pathological condition), and offer a quite narrow spectrum of functionalities [28,29].
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As emerged from the present study, end users ask for personalized and heterogeneous
functionalities embedded in a single ecosystem, so that they can use it according to their
needs. On the basis of this analysis, it would be desirable in the future to start from
the great acceptability shown by the elderly population towards Misty II, to build an
upgraded ecosystem which should be rich in functionality, so as to create a scalable product
capable of meeting the individual needs of many elderly people struggling to maintain
their independence.
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