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Abstract: With the rapid rate at which networking technologies are changing, there is a need to
regularly update network activity datasets to accurately reflect the current state of network infras-
tructure/traffic. The uniqueness of this work was that this was the first network dataset collected
using Zeek and labelled using the MITRE ATT&CK framework. In addition to identifying attack
traffic, the MITRE ATT&CK framework allows for the detection of adversary behavior leading to
an attack. It can also be used to develop user profiles of groups intending to perform attacks. This
paper also outlined how both the cyber range and hadoop’s big data platform were used for creating
this network traffic data repository. The data was collected using Security Onion in two formats:
Zeek and PCAPs. Mission logs, which contained the MITRE ATT&CK data, were used to label
the network attack data. The data was transferred daily from the Security Onion virtual machine
running on a cyber range to the big-data platform, Hadoop’s distributed file system. This dataset,
UWF-ZeekData22, is publicly available at datasets.uwf.edu.

Keywords: network traffic dataset; Zeek logs; MITRE ATT&CK framework; netflow traffic analyzer;
big data; hadoop; spark

1. Introduction

As the variety of cyberattacks grow by the day, targeting everything from corporations
(large and small), municipalities, healthcare institutions, educational institutions, critical
infrastructure, etc., it is no longer sufficient to just analyze attacks after they happen.
Though analyzing attacks after they happen will provide some insight, attackers are
constantly finding new ways to attack different systems and infrastructures. Basically, in
addition to network intrusion detection, other aspects such as threat hunting, intelligence
hunting, and risk management are equally important for corporations (large and small)
as well as other systems and infrastructures. Hence, developing a good cybersecurity
dataset is a major challenge in today’s world. In addition to network intrusion detection
capabilities, a good network dataset has to be able to provide intelligence and be responsive
to address the new threats. Hence our choice of using the MITRE Adversarial Tactics,
Techniques, and Common Knowledge (ATT&CK) framework in the development of this
new network dataset, UWF-ZeekData22, available at datasets.uwf.edu [1]. The MITRE
ATT&CK framework has a knowledge base that can be expanded to be quickly responsive
to newer threats.

This paper describes the creation of a one-of-a-kind modern real (not simulated)
network data repository, created using Zeek [2], labeled using the MITRE ATT&CK frame-
work [3]. The MITRE ATT&CK® framework, originally created in 2013 and constantly
being upgraded to the present day, is a knowledge base of adversary tactics and techniques
based on real-world observations. This knowledge base serves as a foundation for the
development of threat models used in the private sector as well as government. The present
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version of the MITRE ATT&CK framework presently contains 14 tactics, and each tactic
consists of several techniques and sub-techniques. The basis of the ATT&CK model is the
set of techniques and sub-techniques that represent actions that adversaries can perform to
accomplish objectives (tactics).

Zeek is an open-source traffic analyzer, optimized for interpreting network traffic and
generating logs based on network traffic. Zeek specifically targets high-speed, high-volume
network monitoring, and an increasing number of sites, including supercomputing centers,
major corporations, government agencies, etc., are now using Zeek to monitor their 10 GE
networks. Zeek is best known for its transaction data, and it generates a collection of
compact, richly annotated sets of transaction logs that describe the protocols and activities
seen on the wire [2]. By default, Zeek writes all this information into well-structured
tab-separated or JSON log files suitable for post-processing with external software.

Due to the volume of data being collected, the data collected for this research project,
UWF-ZeekData22, generated using Zeek, is being collected in the Big Data Framework,
specifically, Apache Hadoop. Hadoop is a highly fault-tolerant distributed file system that
is used to efficiently store and process large datasets. Apache hadoop uses an open-source
framework.

Hence, to summarize the novelty of this paper:
This dataset, UWF-ZeekData22, was created using the MITRE ATT&CK framework.

This implies that this dataset:

• Can be used to detect adversary behavior leading up to an attack;
• Can be used to develop a profile of user or user groups intending to perform attacks;
• Can also be used to identity attack traffic and attacks.

The rest of the paper is organized as follows. The next section presents the related
works and provides some background on the present state of network datasets. Section 3
presents the architectural framework used for collecting UWF-ZeekData22. Section 4
describes the process of generating and collecting the data. Section 5 explains the data.
Section 6 presents the mapping and correlation (labelling) of the data. Section 7 presents a
traffic analysis, and, finally, Section 8 presents the conclusion.

2. Background and Related Work

To develop strong and robust automated network risk detection and mitigation so-
lutions, the first necessity is to have a modern network traffic dataset, which is presently
lacking. Though several network intrusion datasets have been developed over the past
25 years, researchers are still looking for better datasets that can be used to build robust
solutions. Table 1 presents a comparison of many of the major network intrusion datasets
built to date, starting with KDDCup99. The datasets were compared based on the following
parameters: duration of data collected, whether the data was simulated or real, number of
attack families, format of the data collected, the number of networks the data was collected
from, number of distinct IP addresses, extraction tools used, number of features, number of
files in the data, and the framework. Next, the datasets are briefly discussed.
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Table 1. Comparing major network intrusion detection datasets.

Parameters KDDCUP99 NSL-KDD UNSW-NB15 UGR16 CIC-IDS 2017 CSE-CIC-IDA 2018 ToN-IoT UWF-ZeekDatas22

Year 1999 2009 2015 2016 2017 2018 2019 2022

Duration of data
collected 5 weeks N/A, based off

KDDCUP99
16 h
15 h 4 months 5 days 16 days (based on

attack days) 27 days 16 weeks

Simulated? Yes Yes Yes
Mixed; real

background traffic and
synthetic attack traffic

Yes Yes Yes

No; mixed: live
wargaming in a

controlled
environment

Number of
attack families 4 4 9 3 8 7 9 14

Format of data
collected

3 types (tcpdump,
BSM, dump files)

2 types (ARFF and
txt for CSV) Pcap files Flow

PCAPs, CSVs,
network/labeled

flows

CSV, event logs,
Pcaps Zeek logs, PCAP Zeek logs, PCAPs

Number of
networks 2 2 3

2 sub-networks (core,
inner), 1 network (in

core), 3 networks
(inner)

2 (attacker, victim) 5 servers, 5 subnets,
one attack-network

3 layers;
Edge: 7 IoT/IIoT

Fog: 6 VMs
Cloud:

81 subnets

Number of
distinct IP
addresses

11 11 45
Over 600 million

external, 16 billion
individual flows

2 (attacker), 12
(victim) 31 10 Source_ip 254;

Destination_ip 4324

Extraction tools Bro-IDS N/A, based off
KDDCUP99

Argus, Bro-IDS, and
new tools nfdump, nfanon CICFlowMeter CICFlowMeter-V3 Zeek Zeek, MITRE ATT&CK

Framework

Number of
features 41 Based off

KDDCUP99 49 7 80+ 84 45 Several files and
several features per file

Number of files 23 processed
network logs 16 logs

Framework MITRE ATT&CK

Website

https:
//kdd.ics.uci.edu/
databases/kddcup9
9/kddcup99.html

(accessed on 3
September 2022).

https:
//www.unb.ca/cic/

datasets/nsl.html
(accessed on 3

September 2022).

https:
//research.unsw.
edu.au/projects/

unsw-nb15-dataset
(accessed on 3

September 2022).

https://security.kiwi/
docs/ugr16-dataset/

(accessed on 3
September 2022).

https://www.unb.
ca/cic/datasets/ids-
2017.html (accessed

on 3 September
2022).

https://www.unb.
ca/cic/datasets/ids-
2018.html (accessed

on 3 September
2022).

https:
//research.unsw.
edu.au/projects/
toniot-datasets
(accessed on 14

September 2022).

https:
//datasets.uwf.edu

(accessed on 1
November 2022).

https://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html
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https://www.unb.ca/cic/datasets/nsl.html
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https://research.unsw.edu.au/projects/unsw-nb15-dataset
https://research.unsw.edu.au/projects/unsw-nb15-dataset
https://research.unsw.edu.au/projects/unsw-nb15-dataset
https://research.unsw.edu.au/projects/unsw-nb15-dataset
https://security.kiwi/docs/ugr16-dataset/
https://security.kiwi/docs/ugr16-dataset/
https://www.unb.ca/cic/datasets/ids-2017.html
https://www.unb.ca/cic/datasets/ids-2017.html
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https://research.unsw.edu.au/projects/toniot-datasets
https://research.unsw.edu.au/projects/toniot-datasets
https://research.unsw.edu.au/projects/toniot-datasets
https://research.unsw.edu.au/projects/toniot-datasets
https://datasets.uwf.edu
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While other network attack datasets have been purposed [4–7], older datasets such as
DARPA’98 and KDDCup 99 [8,9] are still being used in current research. The KDD99Cup
dataset has been a very widely studied network intrusion dataset. This simulated dataset
was mainly built off DARPA’98 and inherited the problems of DARPA’98. For example, an
analysis of the attacks in the DARPA dataset revealed that many did not fit any of the attack
categories and were likely caused by simulation artifacts [10]. KDD99Cup has additional
problems of its own. The KDD99Cup dataset is un-proportionately distributed and hence
is not efficient for machine learners. It is known to have repeating records. To solve the
issues of the KDD99Cup dataset, the NSL-KDD was developed. In the NSL-KDD dataset,
redundant or duplicate records were removed, and the dataset was more balanced [10].
This dataset has four types of attacks: DoS, probe, user-to-root, and remote-to-local. It has
5,209,458 records.

The DDoS 2016 dataset (not included in Table 1) was developed using the Network
Simulator NS2 [11]. This dataset has 27 features and 734,627 records. It includes four types
of attacks: HTTP flood, UDP flood, DDoS using SQL injection, and Smurf.

The UNSW-NB15 dataset was developed using the IXIA PerfectStorm tool in a network
with 45 IP addresses over 31 h [12]. This dataset, which has 49 features and 175,341 records,
and includes both typical activities and injected attack behaviors.

The University of Granada 2016 (UGR16) acquired network data from a teir-three
Internet Service Provider (ISP) over four months, and this dataset was labeled using the
logs from a honeypot system [13]. This dataset includes three types of malware: annotated
botnet, SSH scan, and SPAM attacks.

The CICIDS 2017 dataset, collected by the Canadian Institute for Cybersecurity [14],
used the CICFlowMeter for the extraction of network data from twenty-five users over five
days. This dataset includes Heartbleed, DoS, and DDoS attacks and has 80 features.

The CSE-CIC-IDA 2018 dataset uses synthetic user profiles, which abstractly rep-
resent network events and behaviors of 420 computers and 30 servers collected with
CICFlowMeter-V3 [15]. This dataset has eighty-four features and includes four types of
attacks: Botnet, brute force, denial-of-service, and distributed DoS.

ToN-IoT, published in 2021 by researchers at the University of New South Wales,
includes Zeek netflow data, system operation logs from both windows and linux operating
systems, and telemetry datasets from a collection of seven IoT and IIoT devices. The
dataset has nine attack families, and the authors specifically emphasized the need for a
standardization of feature descriptions and cyberattack classes. This dataset is the first that
combines netflow, IoT telemetry, and operating system data [16].

Additional comparisons of network attack datasets can be found in [17,18]. These
comparisons are based largely on network statistics, types of attacks, whether the data is
synthetic or not, and the size of the dataset. Hence, from the literature it is apparent that, to
date, there is no modern network labelled dataset using the MITRE ATT&CK framework,
as is created in this work.

3. Architectural Framework for Collecting UWF-ZeekData22
3.1. Overall Architectural Framework

Figure 1 presents the overall architectural framework for data collection. It shows
how both the cyber range and big data platform were used for this research. Cybersecurity
attacks generated in University of West Florida (UWF)’s cybersecurity classes were collected
using Security Onion in two formats: Zeek and PCAPs. Mission logs, which contain the
MITRE ATT&CKs, were collected and used to label the network attack data. The data was
transferred daily from the Security Onion virtual machine running on the cyber range to
the big-data platform, Hadoop’s distributed file system (HDFS).
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Figure 1. UWF cyber range and big-data platform.

3.2. The UWF Cyber Range

The UWF cyber range is an internet HTML5 browser-accessible VMware vCenter that
consists of one vCenter server appliance and three ESXi servers. The cyber range allows for
the development of a full spectrum of cybersecurity skills, malware analysis, offensive cyber
operations, and defensive cyber operations, in the safety of a sandbox environment. The
software stack consists of virtualization, router/firewall, penetration testing/cybersecurity,
induction detection system/threat hunting, targeting insecure application servers, and
targeting insecure platform servers (Windows and Linux). Specifically, it is composed of:

• VMware vCenter;
• Pfsense;
• Kali;
• WebGoat;
• Security Onion 2;
• Ubuntu and Windows Server 2008 R2 Metasploitable 3.

VMware vSphere is VMware’s virtualization platform, which transforms data centers
into aggregated computing infrastructures that include CPU, storage, and networking
resources [19]. vSphere manages these infrastructures as a unified operating environment
and provides tools to administer the data centers that participate in this environment. The
range runs VMware vCenter Server Essentials Version 6.7. Figure 1 presents the UWF’s
cyber range, and the specifications of UWF’s cyber range are presented in Table 2.

Table 2. UWF cyber range specifications.

Server CPU Memory Storage

Supermicro
X9DRE-TF+/X9DR7-TF+ 2 × E5-2630 v2 @2.6 GHz (24 cores) 128 GB 20.02 TB

Dell PowerEdge R740 2 × Gold 6126 @ 2.6 GHz (48 cores) 768 GB 6.74 TB (SSD)

ASUSTeK Computer INC. 2 × Opteron 6344 (24 cores) 192 GB 7.27 TB

3.3. UWF’s Hadoop Cluster

UWF’s big-data platform is a HTML5-accessible JupyterLab via secure shell protocol
(SSH) tunneling for security, as shown in Figure 2. The software stack consists of HDFS
and the Spark distributed computing system.

• RedHat Enterprise Linux;
• Podman;
• Apache HDFS;
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• Apache Spark;
• JupyterLab.
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Red Hat Enterprise Linux is the world’s leading enterprise Linux platform, which is
certified on hundreds of clouds and with thousands of hardware and software vendors [20].
Red Hat Enterprise Linux can be purchased to support specific use cases such as edge
computing or SAP workloads, but every subscription includes these core benefits. Podman
is a daemonless container engine for developing, managing, and running OCI containers
on Linux system’s [21]. Containers can either be run as root or in a rootless mode. Apache
HDFS is a distributed file system that provides high-throughput access to application
data [22]. Apache Spark is a multi-language engine for executing data engineering, data
science, and machine learning on single-node machines or clusters [23]. JupyterLab is the
latest web-based interactive development environment for notebooks, code, and data [24].
Its flexible interface allows users to configure and arrange workflows in data science,
scientific computing, computational journalism, and machine learning. A modular design
allows extensions to expand and enrich functionality.

The hardware stack includes nine servers.

• (×3) 2015 Dell PowerEdge R730 (20 cores, 128 GB RAM, and 4 TB Storage);
• (×6) 2015 Dell PowerEdge R730xd (20 cores, 128 GB RAM, and 48 TB Storage).

UWF’s Hadoop cluster consists of one Hadoop name node and five Hadoop worker
nodes. The Apache Hadoop software library is a framework that allows for the distributed
processing of large datasets across clusters of computers using simple programming mod-
els [22]. It is designed to scale-up from single servers to thousands of machines, each
offering local computation and storage. Rather than relying on hardware to deliver high-
availability, the library itself is designed to detect and handle failures at the application
layer, thus delivering a highly available service on top of a cluster of computers, each of
which may be prone to failures. The cluster runs Apache Hadoop Version 3.3.1-RC3 on
Redhat Enterprise Release 8 (Figure 3). The cluster has a storage capacity of 214.88 TB.
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UWF’s Hadoop and Spark clusters share the same hardware. The clusters:

• Use one Dell PowerEdge R730 with 40 cores, 128 GB Memory, and a minimal amount
of storage as the Hadoop name node and Spark master (Table 3);

• Use five Dell PowerEdge R730xd, while maximizing the storage, as the Hadoop worker
nodes and Spark workers;

• The cluster is interconnected using two bonded 10 gbps

Table 3. UWF Hadoop/Spark cluster.

Server CPU Memory Storage

Dell PowerEdge
R730 2 × E5-2650 v3 @2.3 GHz (40 cores) 128 GB

Dell PowerEdge
R730 xd 2 × E5-2650 v3 @2.3 GHz (40 cores) 128 GB 12 × 4 TB 7.2 K RPM

(48 TB)

Dell PowerEdge
R730xd 2 × E5-2650 v3 @2.3 GHz (40 cores) 128 GB 12 × 4 TB 7.2 K RPM

(48 TB)

Dell PowerEdge
R730xd 2 × E5-2650 v3 @2.3 GHz (40 cores) 128 GB 12 × 4 TB 7.2 K RPM

(48 TB)

Dell PowerEdge
R730xd 2 × E5-2650 v3 @2.3 GHz (40 cores) 128 GB 12 × 4 TB 7.2 K RPM

(48 TB)

Dell PowerEdge
R730xd 2 × E5-2650 v3 @2.3 GHz (40 cores) 128 GB 12 × 4 TB 7.2 K RPM

(48 TB)

3.4. UWF’s Spark Cluster

UWF’s Spark cluster consists of one Spark master and five Spark workers. Apache
Spark is a multi-language engine for executing data engineering, data science, and machine
learning on single-node machines or clusters [23]. The cluster runs Apache Spark Version
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3.2.1 (Apache Software Foundation, United States) on Redhat Enterprise Release 8 (Figure 4).
The cluster has a storage capacity of 460 GHz/200 cores and 640 GB of memory.
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4. Generating and Collecting the Data

These data were collected from a cyber wargaming course, designed and offered at the
University of West Florida, Pensacola, Florida, USA. The theme of the course was that every
organization, whether government or private, needs IT personnel to defend its networks
against attack. The most effective way to provide this experience was to recreate scenarios
that students will see in the real world. Exercises were provided that performed specific
roles in attacking and defending IT infrastructures. The cyber wargaming courses used
UWF’s cyber range, as presented in Figure 5.

This VMware vCenter allowed access to virtualized networks from the Internet via a
hypertext markup language version 5 (HTML5)-compatible web browser. Network princi-
ples were practiced with the aid of pfsense, which acted as a router with a built-in firewall.
Offensive cyber operations (OCO) (e.g., red team or penetration testing) were practiced in
the safety of the closed virtualized networks provided by the UWF cyber range using Kali
Linux, implementing the full Lockheed Martin kill chain (e.g., the use of EternalBlue) [25].
Kali Linux is an open-source penetration-testing, security-research, computer-forensics,
and reverse-engineering distribution based on Debian Linux [26]. Defensive cyber opera-
tions (DCO) and network operations (NetOps) (e.g., blue team, hunt, network monitoring)
were conducted using Security Onion with both built-in and custom IDS rules via Snort
and Suricata, and analytics using Elastic Stack dashboards and visualization were used to
detect events. Security Onion is a free and open-source threat-hunting, network-security-
monitoring, and log-management platform including best-of-breed open-source tools (e.g.,



Data 2023, 8, 18 9 of 18

Zeek, Wazuh, and Elastic Stack) [27]. A target-rich and diverse environment was provided
by both Windows and Linux variants of Metasploitable. Metasploitable is a virtual ma-
chine with numerous built-in security vulnerabilities (e.g., security vulnerabilities found in
GlassFish, Apache Structs, Tomcat Jenkins, IIS FTP, IIS HTTP, psexec, SSH, WinRM, Chi-
nese caidao, ManageEngine, ElasticSearch, Apache Axis2, WebDAV, SNMP, MySQL, JMX,
Wordpress, SMB, Remote Desktop, PHP MyAdmin), which are intended to be exploited
using Metasploit, such as the Metasploit Framework found in Kali Linux [18]. These VMs
formed the bases of our virtualized networks, but many other VMs and services have found
their way into the network for research and educational purposes (e.g., Splunk, CentOS,
Windows XP, Windows 7, Windows 10, lightweight directory access protocol (LDAP), active
directory (AD)). Pfsense, Kali Linux, Security Onion, and Metasploitable were arranged in
such a manner that each group had their own network (Figure 5).
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The cyber war-gaming stages of the cyber operation topics (i.e., reconnaissance, gain-
ing access, hiding presence, establishing persistence, execution, and assessment) were
assessed through labs conducted within UWF’s cyber range (e.g., conduct a reconnaissance
offense cyber operation on your target(s)). The attacks were recorded using the Security
Onion VM, producing Zeek logs and PCAP files. Mission logs that contained the MITRE
ATT&CK data were collected and used to label the network attack data. The data was
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transferred daily from the Security Onion virtual machine running on the cyber range to
the big-data platform, HDFS.

To date, 208.62 GB of Zeek logs and PCAPs have been collected. A total of 16 weeks of
network traffic data have been collected using 81 subnets.

5. The Data

This dataset contains several files that include nominal and numeric as well as object
variables. To completely understand this dataset, it is necessary to have a good understand-
ing of Zeek as well as the MITRE ATT&CK framework, both of which are fairly complex
structures.

5.1. Zeek

Zeek, in many ways, exceeds the capabilities of other network-monitoring tools and is
also highly customizable. Zeek produces an extensive set of logs that describe the network
activity. These logs not only document every connection but also document application-
layer transcripts such as DNS requests with replies. Table 4 shows the Zeek log files
collected in this experimentation process, the total count of records in each file, and a
description of each of the files. The field names of each of the files are given in Appendix A.
For further information on the files, for example, the field types, null values, and other
information, please refer to [1].

Table 4. Zeek Files in UWF-ZeekDa a22 dataset.

Name Total Count Description

mission_logs 377 Used for collating the records.

Broker 197,985 Communication file used to enforce asynchronous distributed communication as well as to
interact with persistent data stores.

capture_loss 197,800 Shows how well Zeek’s management and analysis tools are working. A missing TCP
sequence set is correlated to a “gap” of lost data. This lost data results in a capture_loss file.

Cluster 362 Zeek cluster messages.

conn-summary 318,225

Conn 140,477,116
Tracks protocols and associated information such as IP addresses, durations, transferred
(two way) bytes, states, packets, and tunnel information. Conn files provide all data
regarding the connection between two points.

dhcp 2,356,475
Helps correlate IP addresses and MAC addresses and potentially hostnames. From a
security standpoint, this allows for the confirmation of connected systems/services and
potential intrusion detection by determining which system assigned which IP address.

dns 191,049,652
Provides a swath of information on how specific systems access and utilize the internet and
other systems and focuses on the system that is asking a question and all elements of the
question and its associated answer.

loaded_scripts 3880

Notice 144,946
An event that Zeek learning has determined to be inspection-worthy; these are often
higher-level alerts such as self-signed certs and are Zeek’s approximate equivalent to IDS
alerts.

packet_filter 0 Lists packet filters that were applied.

Reporter 74 Internal error/warning messages.

Stats 346,088 Memory/event/packet/lag statistics.

Stderr 48 Captures standard errors when Zeek is started from ZeekControl.

Stdout 72 Captures standard outputs when Zeek is started from ZeekControl.

Weird 47,311 Essentially anything that does not fall into any other category.
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5.2. MITRE ATT&CK Framework

ATT&CK is a behavioral model consisting of tactics, techniques, and sub-techniques.
It documents known adversary behavior. The first ATT&CK model, created in September
2013, was refined and released in May 2015 with ninety-six techniques organized under
nine tactics. Since then, the ATT&CK model has experienced tremendous growth based on
contributions from the cybersecurity community and has had several updated versions.
The April 2021 version, used for the creation of UWF-ZeekData22, has 14 tactics as well as
191 techniques and 358 sub-techniques, for a grand total of 576 techniques. In order to keep
the techniques at a manageable level as well as address some of the new abstractions of the
techniques, sub-techniques were added to the knowledge base in 2020.

The MITRE ATT&CK framework reflects various phases on an adversary’s attack
lifecycle. Tactics represent an adversary’s goals for an attack. Tactics are the ways that
adversaries perform an operation, such as persist, discover information, move laterally, or
execute files.

Tactics have techniques, and techniques have sub-techniques. A technique or sub-
technique can be used to perform one or multiple tactics, and there can be multiple tech-
niques for each tactic. Likewise, there are multiple ways to perform a technique, so there
can be multiple sub-techniques for each technique. However, all techniques may not have
sub-techniques.

Techniques or sub-techniques show what an adversary intends to do. For example, for
the discovery tactic, the technique or sub-technique may show what type of information
an adversary is after. Techniques and sub-techniques, which are actions for a tactic, are
implemented with procedures and used for achieving tactical goals. Sub-techniques further
break down behaviors described by techniques [28].

The quick response offered by the MITRE ATT&CK framework after identifying new
adversarial behavior is created by adding a new technique or sub-technique and making
the existing technique or sub-technique inclusive of the new adversarial behavior. Some
techniques were originally very broad, having the capacity to add sub-techniques, hence
limiting the need to create new techniques every time. However, each sub-technique
will only have a relationship with a single parent technique, and the sub-technique is not
required to fall under all tactics that a technique is in. This is shown in Figure 6 with the
blue lines. Sub-technique2 falls under Technique1 and Tactic1, but not Tactic2, although
Technique1 falls under both Tactic1 and Tactic2. Similarly, Sub-technique3 falls under
Technique3 and Tactic2, though Technique3 falls under both Tactic2 and Tactic3. This
presents an interesting problem for the data structure and how the data is stored, which is
discussed briefly in the latter part of this paper.
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Hence, since the ATT&CK model is just as much about the mindset of the user as the
process of using it (with a combination of various techniques and sub-techniques), it can
be used to develop profiles of adversary groups, which can be used to improve defensive
measures [29].



Data 2023, 8, 18 12 of 18

Tactics Available in UWF-ZeekData22

All 14 tactics presently available in the MITRE ATT&CK framework are now available
in this dataset, UWF-ZeekData22. Table 5 presents the tactics found in UWF-ZeekData22.
Not all tactics are disruptive to information systems. For example, some tactics such
as initial access, discovery, and credential access are mainly focused on breaching the
confidentiality of information and can be used to gain information and obtain more access
within an environment, with the eventual goal of obtaining information through collection
and exfiltration.

Table 5. Tactics in UWF-ZeekData22.

Attack Type Description

Reconnaissance Active or passive tactics for gathering information that can be used to plan future operations.

Discovery Tactics that may be used to gain knowledge about the system and internal network.

Credential access Tactics for stealing credentials such as account names and passwords.

Privilege escalation Tactics used to gain higher-level permissions on systems or networks.

Exfiltration Tactics that may be used to steal data from network.

Lateral movement Tactics used to enter and control remote systems on networks.

Resource Development Tactics to try to establish resources that can be used to support operations.

Initial access Tactics that use various entry vectors to gain an initial foothold within network.

Persistence Tactics used to keep access to systems across restarts, changed credentials, and other interruptions.

Defense evasion Tactics used to avoid detection throughout their compromise.

Execution Tactics to try to run malicious code.

Collection Tactics to try to gather data to reach a goal.

Command and control Tactics to try to communicate with compromised systems to control them.

Impact Tactics to try to manipulate, interrupt, or destroy systems and data.

Table 6 presents the distribution of malicious traffic in the UWF-ZeekData22 dataset,
labelled as per the MITRE ATT&CK framework. There were 10 attack types (or tactics), but
reconnaissance made up 99.97% of the attacks in this dataset.

Table 6. Distribution of malicious traffic in UWF-ZeekData22.

Attack Type Count %

Reconnaissance 9,278,722 0.999768664

Discovery 2086 0.000224763

Credential access 31 3.3402 × 10−6

Privilege escalation 13 1.40073 × 10−6

Exfiltration 7 7.5424 × 10−7

Lateral movement 4 4.30994 × 10−7

Resource development 3 3.23246 × 10−7

Initial access 1 1.07749 × 10−7

Persistence 1 1.07749 × 10−7

Defense evasion 1 1.07749 × 10−7

6. Mapping and Labeling the Data

One of the major challenges faced in creating this dataset was mapping and labelling
the attacks or Zeek logs as per the MITRE ATT&CK framework. This was conducted with
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the help of the mission logs and is detailed in the next couple sections. We present the
pseudo-algorithms used to label two data files: the DNS data file and a similar sub-set of
the DNS mappings that were used to label the Conn data files.

6.1. Labeling the DNS Data File

Figure 7 presents a flowchart of the process used to map and label the DNS data file.
The numbers in the figure correspond to the numbered list below.

1. Preprocess mission logs

a. Convert time stamps to unix epoch time;
b. Create arrays for port, IP, and attack features;

i. With strings such as “101, 102, 103” in a port column, create a new
column port_array that contains [101, 102, 103];

ii. Manually set port and IP address values where mission log input is noisy
or unclear (for example, for responses such as “unknown high port”
or “all ports”). Responses were interpreted as broadly as possible; for
instance, the response “unknown” was replaced with all port numbers
in the registered range 1–1023;

2. Preprocess Conn data file (this is shown in Section 6.2);

a. Convert time stamps to unix epoch time;
b. Rename attributes with “.” in the attribute name to avoid Spark syntax issues;

3. Join mission logs and preprocessed Conn file on the following:

a. Time (see Figure 8 for specifics on slop factor)

Conn datetime ≥ mission log start time (±slop factor)
AND Conn datetime ≤ mission log end time (±slop factor)
AND IP
Conn src ip == mission log src ip
AND Conn dest ip == mission log dest ip
AND Port
Conn src port == mission log src port
AND Conn dest port == mission log dest port

4. Join labeled Conn and STIX data;

a. Flatten array columns (IP and MITRE attacks). Unflattened and flattened data
are shown in Tables 7 and 8 respectively;

b. Map MITRE technique (already in Conn) to MITRE tactic (with mappings from
STIX data);

i. Some techniques map to multiple tactics. This is handled by flattening
the array;

5. Mix benign data;

a. Label with mitre_attack == none, label_tactic == none;

6. Join labeled Conn with raw DNS to produce labeled DNS;

a. FROM Conn SELECT uid, mitre_attack, label_tactic

FROM dns SELECT all
Join on conn.uid == dns.uid

The slop factor (Figure 8) was used to take-into-account any human error that might
have occurred in the recording of the mission logs. Since the manual timings entered in the
mission logs might be plus or minus a few minutes, to adjust for this, a time interval of
plus or minus a few minutes was used to record the actual time of the attack.

Since there were multiple techniques for each tactic and multiple sub-techniques for
each technique, the STIX data contained many array type attributes. We chose to flatten
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these; Table 7 shows a generic base case with array data, and Table 8 shows the method we
used to flatten our data applied to the generic case from Table 7.
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Table 7. Unflattened dataframe with array data.

id Col2. Col3

1 val1 [1]

2 rand2 [2,3]

3 val3 [4–6]

Table 8. Flattened dataframe.

id Col2 Col3

1 val1 1

2 rand2 2

2 rand2 3

3 val2 4

3 val2 5

3 val2 6

6.2. Labeling the Conn Data File

Figure 9 presents a flowchart of the process to map and label the Conn data file. The
numbers in the figure correspond to the numbered list in Section 6.1.
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7. Traffic Analysis

Table 9 shows the distribution of the malicious vs. non-malicious traffic in this new
dataset, UWF-ZeekData22. The non-malicious traffic was collected at a time where there
was no possibility of an attack.

Table 9. Malicious vs. non-malicious traffic.

Non-malicious traffic 9,281,599

Malicious traffic 9,280,869

A total of 60 different tactics and techniques are available in UWF-ZeekData22. More
information about the specific tactics and techniques (both flattened and unflattened) is
available in [1]. Table 10 presents an unflattened count of each of the different tactics and
techniques in UWF-ZeekData22.

Table 10. MITRE ATT&CK tactics/techniques in UWF-ZeekData22.

Tactics/Technique Count

Command and control 36

Defense evasion, privilege escalation 27

Defense evasion, initial access, persistence, privilege escalation 5

Impact 26

Collection 28

Discovery 37

Defense evasion, discovery 5

Persistence, privilege escalation 42

Lateral movement 14

Initial access, persistence 1

Resource development 38

Defense evasion, persistence 7

Initial access, lateral movement 1

Credential access, defense evasion, persistence 6
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Table 10. Cont.

Tactics/Technique Count

Privilege escalation 2

Execution 25

Reconnaissance 42

Credential access 42

Defense evasion, persistence, privilege escalation 13

Execution, lateral movement 1

Collection, credential access 9

Command and control, defense evasion, persistence 2

Persistence 26

Defense evasion, execution 1

Defense evasion, lateral movement 5

Execution, persistence, privilege escalation 6

Credential access, discovery 1

Initial access 12

Exfiltration 17

Defense evasion 99

Traffic Analysis of Cumulative Flows

A summary traffic analysis is presented for the cumulative flows during the period of
data collection while generating the UWF-ZeekData22 dataset. Table 11 presents the dataset
statistics, which shows the flow numbers, total of source bytes, destination bytes, number
of source packets, number of destination packets, protocol types, number of normal and
abnormal records, and the number of unique source/destination IP addresses for the data
collection period.

Table 11. Summary traffic analysis of UWF-ZeekData22.

Statistical Features

Src_bytes 1,881,011,939,061

Des_bytes 23,446,737,545

Src_pkts 359,379,346

Dst_pkts 243,986,486

Protocol types

TCP 33,987,569

UDP 105,098,306

ICMP 1,391,241

Unique
Src_ip 254

Dst_ip 4324

8. Conclusions

In conclusion, UWF-ZeekData22 can be considered a modern NIDS benchmark dataset
and will be useful to the NIDS research community. Since it is based on the MITRE ATT&CK
framework, in addition to the network traffic analysis that is usually carried out using
machine learning, other aspects of adversarial behavior can also be studied using this
dataset, which is available at datasets.uwf.edu [1].
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9. Future Works

This dataset will be used in the future for the classification of attacks using classification
algorithms such as Random Forest, Decision Tree, SVM, and other machine learning
algorithms. Feature selection will also be conducted using this dataset.
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Appendix A

Table A1. Zeek files and attributes.

Name Attributes

mission_logs
id, sis_id, datetime_submitted, attempt, group_number, mitre_attck_technique,
bcol_1-011, src_ip, src_port, dest_ip_arrays, dest_ip, dest_portdatetime_submitted,
dt_start, datetime_start, dt_end, datetime_end, num_correct, num_incorrect, score

Broker ts, ty, ev, peer.address, peer.bound_port, message, peer

capture_loss ts, ts_delta, peer, gaps, acks, percent_lost

Cluster

conn-summary

Conn
ts, uid, id.orig_h, id.orig_p, id.resp_h, id.resp_p, proto, service, duration, orig_bytes,
resp_bytes, conn_state, local_orig, local_resp, missed_bytes, history, orig_pkts,
orig_ip_bytes, resp_pkts, resp_ip_bytes, community_id, id, tunnel_parents

dhcp
ts, uids, client_addr, server_addr, mac, host_name, domain, assigned_addr, lease_time,
msg_types, duration, requested_addr, client_port, server_port, client_fqdn,
client_message, server_message, client_chaddr

dns

ts, uid, id.orig_h, id.orig_p, id.resp_h, id.resp_p, proto, trans_id, query, qclass,
qclass_name, qtype, qtype_name, rcode, rcode_name, AA, TC, RD, RA, Z, rejected, rtt,
answers, TTLs, lass_name, qtype, qtype_name, rcode, rcode_name, AA, TC, RD, RA, Z,
rejected, rtt, answers, TTLs, id, total_answers, total_replies, saw_query, saw_reply

loaded_scripts

Notice
ts, uid, id.orig_h, id.orig_p, id.resp_h, id.resp_p, fuid, proto, note, msg, sub, src, dst, p,
peer_descr, actions, suppress_for, id, conn, iconn, f, file_mime_type, file_desc, n,
peer_name, email_dest, email_body_sections, email_delay_tokens, identifier

packet_filter

Reporter

Stats

ts, peer, mem, pkts_proc, bytes_recv, events_proc, events_queued, active_tcp_conns,
active_udp_conns, active_icmp_conns, tcp_conns, udp_conns, icmp_conns, timers,
active_timers, files, active_files, dns_requests, active_dns_requests, reassem_tcp_size,
reassem_file_size, reassem_frag_size, reassem_unknown_size, pkts_dropped,
pkts_link, pkt_lag

Stderr

Stdout

Weird ts, uid, id.orig_h, id.orig_p, id.resp_h, id.resp_p, name, notice, peer, addl, source, id,
conn, identifier
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