Data Descriptor

Anomaly Detection in Student Activity in Solving Unique
Programming Exercises: Motivated Students against
Suspicious Ones

Liliya A. Demidova *'*, Peter N. Sovietov *, Elena G. Andrianova *'©’ and Anna A. Demidova *

check for
updates

Citation: Demidova, L.A.; Sovietov,
PN.; Andrianova, E.G.; Demidova,
A.A. Anomaly Detection in Student
Activity in Solving Unique
Programming Exercises: Motivated
Students against Suspicious Ones.
Data 2023, 8,129. https://doi.org/
10.3390/data8080129

Academic Editor: Kassim
S. Mwitondi

Received: 30 June 2023
Revised: 29 July 2023
Accepted: 2 August 2023
Published: 8 August 2023

Copyright: © 2023 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

Institute of Information Technologies, Federal State Budget Educational Institution of Higher Education,

MIREA—Russian Technological University, 78, Vernadsky Avenue, 119454 Moscow, Russia

* Correspondence: liliya.demidova@rambler.ru (L.A.D.); sovetov@mirea.ru (PN.S.);
andrianova@mirea.ru (E.G.A.); demidova_aa@mirea.ru (A.A.D.)

Abstract: This article presents a dataset containing messages from the Digital Teaching Assistant
(DTA) system, which records the results from the automatic verification of students’ solutions to
unique programming exercises of 11 various types. These results are automatically generated by the
system, which automates a massive Python programming course at MIREA—Russian Technological
University (RTU MIREA). The DTA system is trained to distinguish between approaches to solve
programming exercises, as well as to identify correct and incorrect solutions, using intelligent
algorithms responsible for analyzing the source code in the DTA system using vector representations
of programs based on Markov chains, calculating pairwise Jensen—Shannon distances for programs
and using a hierarchical clustering algorithm to detect high-level approaches used by students in
solving unique programming exercises. In the process of learning, each student must correctly solve
11 unique exercises in order to receive admission to the intermediate certification in the form of a test.
In addition, a motivated student may try to find additional approaches to solve exercises they have
already solved. At the same time, not all students are able or willing to solve the 11 unique exercises
proposed to them; some will resort to outside help in solving all or part of the exercises. Since all
information about the interactions of the students with the DTA system is recorded, it is possible to
identify different types of students. First of all, the students can be classified into 2 classes: those
who failed to solve 11 exercises and those who received admission to the intermediate certification in
the form of a test, having solved the 11 unique exercises correctly. However, it is possible to identify
classes of typical, motivated and suspicious students among the latter group based on the proposed
dataset. The proposed dataset can be used to develop regression models that will predict outbursts
of student activity when interacting with the DTA system, to solve clustering problems, to identify
groups of students with a similar behavior model in the learning process and to develop intelligent
data classifiers that predict the students” behavior model and draw appropriate conclusions, not only
at the end of the learning process but also during the course of it in order to motivate all students,
even those who are classified as suspicious, to visualize the results of the learning process using
various tools.

Dataset: doi: 10.5281/zenodo.8092417.
Dataset License: CC-BY-4.0
Keywords: unique programming exercises; tasks; Python; Digital Teaching Assistant; anomalies
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1. Introduction

In recent years, educational data mining (EDM) has become increasingly important
due to its impressive results in the analysis and prediction of the academic performance of
students, both in general and in individual disciplines [1]. Nowadays, EDM methods are
successfully combined with various advanced machine learning tools that are used to solve
problems of classification, clustering and prediction in the educational field. In particular,
we should mention the random forest (RF) algorithm, support vector machine (SVM)
algorithm, k-nearest neighbors (KNN) algorithm, logistic regression (LR) and deep artificial
neural networks (ANN), which use features extracted from educational data [1-4] to help
higher education institutions to form strategies, providing an increase in the academic
performance of the students and a decrease in the proportion of students who are expelled.

With the increase in the number of tasks in the IT sector of the economy, there is a
need for the large-scale training of IT specialists in higher educational institutions. This
need arises due to the expansion of the range of tasks that need to be addressed in the IT
sector, which can be related to various areas, such as software development, data analysis,
cybersecurity and others. In order to meet this need, appropriate study programs should
be available in higher education institutions that allow students to acquire the necessary
knowledge and skills to work in the IT sector. At the same time, special attention should
be paid to the issues of data management of the program of the academic discipline for
the educational environment management information system, which will, among other
things, increase the level of awareness of the participants in the educational process [5].

The automatic generation of tasks of certain types is an example of the effective use
of IT technologies in the educational process. From the teachers’ point of view, automatic
task generation makes it possible to reduce the time required to develop new teaching
materials, which reduces the teachers’ working load and allows them to focus on individual
work with students. In addition, it also helps to stimulate students’ interest by presenting
each student with unique, individual tasks. Thus, automatic task generation is a valuable
addition to the learning process.

Automatic task generation can be used in computer programming courses. In particu-
lar, such tools are discussed in [6-10]. To prevent fraud in such systems, plagiarism checks
are carried out using various methods of analyzing program texts [10]. Such methods
use an abstract syntax tree based on code clone detection algorithms [11-13], clustering
algorithms based on pairwise comparisons of weighted keywords extracted from program
source texts [14], as well as algorithms based on the preliminary conversion of program
source texts into vectors [15]. It should be noted that students can deceive plagiarism
detection software by making changes to the program source texts.

This article deals with a dataset containing information about the activities of second
year students of MIREA—Russian Technological University (RTU MIREA) in the discipline
“Programming in Python” in the spring semester of 2023. During the semester, students had
to solve mandatory unique exercises on the 11 tasks automatically generated by the Digital
Teaching Assistant (DTA) system [16,17] in order to receive admission to the intermediate
certification in the form of a test. The generators of unique exercises for programming tasks
used in the DTA system solve the problem of plagiarism of solutions and are useful, first of
all, in mass training courses [18].

The dataset under consideration contains anonymous information about students,
their groups, variants, the times for successful and unsuccessful attempts to send the
solutions of exercises for 11 tasks to the DTA system, as well as the number of methods
with which a particular student solved a particular unique exercise. The most common
approaches to solving exercises on the 11 tasks can be identified at the end of the semester
using intelligent algorithms [19,20] and added to the knowledge base of the DTA system.

During the analysis of the texts of the programs, it becomes possible to identify gaps
in the knowledge of the students before the intermediate certification in the form of a test.
In addition, a program text analysis is also useful for the quality control of the exercise
generator in order to exclude tasks that allow typical or similar solutions. In order to
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find similar approaches to solving unique programming exercises in a dataset containing
a large number of unique source texts verified and accepted by the DTA system, code
vectorization methods based on Markov chains [20,21] with Jensen-Shannon pairwise
discrepancies [22,23], as well as an agglomerative hierarchical clustering algorithm [24,25],
were applied. The construction of Markov chains is based on the representation of the text
of programs in the form of an abstract syntax tree, which allows for saving information
about the hierarchy with a compact, limited size in the embedding process, which does not
depend on the size of the original program.

The purpose of the analysis of the proposed dataset is to identify and study the hidden
information about the behavior patterns of students in the process of interacting with the
DTA system in the course of studying the discipline “Programming in Python”.

The analysis of statistical information collected by the DTA system makes it possible
to identify general patterns in the course of the educational process. In particular, this
information can be used to detect anomalies in the structure of a multidimensional time
series formed from the messages sent to the DTA system as a whole, as well as in the
behavior models of groups of students and individual students when working with the
DTA system. An examination of the dataset may reveal:

e  Models that describe typical students who perform the exact amount of work that is
necessary for admission to the intermediate certification in the form of a test;

e  Models that describe motivated students who are looking for alternative ways to solve

exercises that have already been solved. Increased activity provides students with
points that allow them to count on some preferences when passing an intermediate
certification in the form of a test;
Models that describe students who failed to submit correct solutions to all 11 exercises;
Models that describe suspicious students, who although they successfully submitted
all the tasks, did it extremely quickly, started working with the DTA system only at
the very end of the semester.

The identification of various models of student behavior allows for developing and
applying various motivating techniques in accordance with the nature of the students’
activity in the DTA system. If such information is available during the semester, it is
possible to make adjustments to the interactions between students and teachers, as well as
between students and the DTA system.

The proposed dataset can be used to:

e  Develop regression models that will allow one to predict outbursts of student activity
when interacting with the DTA system;

e Develop classification models that will allow one to identify different models of
student behavior, both on the basis of the results of training in the semester as a whole
and at earlier stages (for example, based on the results of training during the week);
Perform a cluster analysis that allows one to group students with similar behaviors;
Visualize the results of the learning process using various tools.

This article is structured as follows. Section 2 contains information about the DTA
system and the tasks presented in it. Section 3 describes the content of the dataset under
consideration. Section 4 presents the results of the analysis of the activity of the students of
various categories, the entry criteria for which were formulated on the basis of a dataset.
Section 5 is devoted to a discussion of the obtained results.

2. Digital Teaching Assistant

A detailed description of the DTA system that automates the Python programming
course at RTU MIREA is presented in [26].

The types of tasks offered to students are presented in Table 1.

All tasks can be divided into 2 blocks: the first block includes tasks with numbers 1,
2,3,4,and 5, and the second block includes tasks with numbers 6,7, 8,9, 10, and 11. The
tasks from the first block are fairly simple and can be easily solved by most students. The
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tasks from the second block are more complex, and they require much more time to solve.
At the same time, task 10 also involves the implementation of 100% code coverage by tests,
meaning it is the most time-consuming.

Table 1. Types of tasks presented in the DTA.

Ne Programming Exercise Type Category of the Exercise Type
1. Implement a function Notation into code translation
2. Implement a piecewise function Notation into code translation
3. Implement an iterative function Notation into code translation
4. Implement a recurrent function Notation into code translation
5. Implement a function that processes vectors Notation into code translation
6. Implement a function computing a decision tree Notation into code translation
7. Implement bit field conversion Conversion between data formats
8. Implement a text format parser Conversion between data formats
9. Implement tabular data transformations Conversion between data formats
10. Implement a finite state machine as a class Notation into code translation
11. Implement a binary format parser Conversion between data formats

3. Data Description

This article presents a dataset containing anonymous statistics from checking the texts
of programs that solve programming exercises of the 11 different types generated by the
DTA system. The dataset is represented by the “messages2023.csv” file, which describes
the history of the students’ interactions with the DTA web application.

The “messages2023.csv” file contains a table with 7 columns, which are described in
Table 2.

Table 2. Structure of the “messages2023.csv” file.

Column Column Description Column Data Type Possible Values
1. Group number Integer {1,..., 54}
2. Task number Integer {0,..., 10}
3. Variant number Integer {0,..., 39}
.. . . Y% Y-%m-%d
4. Message submission time String O H:%M:%S. %
5. Task status Integer {2, 3, 6}
6. Student ID Integer {1,...,1736}
7. Achievement number Integer {empty, 0,..., 5}

The table in the “messages2023.csv” file contains 100,691 rows of data, as well as a
header row. Each line of data represents the characteristics of a message sent to the DTA
web application.

The first, second and third columns contain integers encoding the group number, task
number and variant number, respectively; the fourth column contains timestamps indicat-
ing when the message was sent. Each timestamp is represented in the format ‘% Y-%m-%d
%H:%M:%S.%{’. For example, a timestamp might look like “2023-02-08 22:09:13.821983'.
The fifth column contains the status for checking the solution of the task by the student.
The state transition diagram describing the transitions among different task statuses is
shown in Figure 1.

As shown in Figure 1, “2” means that the message was checked and accepted by the
DTA system, “3” means that some error was detected during the check and “6” means that
some correct solution for the exercise was previously accepted by the DTA system and one
or another error was found in the new solution.

The sixth column contains the unique ID number assigned to the student upon reg-
istration in the DTA. It should be noted that generally speaking, a student who has been
assigned a certain ID can submit solutions not only to the exercises of their own variant of
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their group but also to exercises of any additional variants, if they have a desire to practice
solving tasks, because the exercises corresponding to the same task are unique for different
students. Since there are usually no more than 30 students on the list in a group, options 30
to 39 are free and can be used to acquire additional programming skills. Unfortunately, a
student may mistakenly or deliberately submit a solution to an exercise that is not their
own, although this can be easily detected by analyzing the messages recorded in the DTA
system. In addition, in 2023, students were given the opportunity to search extra solu-
tions to exercises on writing programs for all variants of all tasks. In case of successful
completion of the exercise for any task by any method known to the DTA system, the
number of solution methods is fixed. The seventh column records the presence or absence
of achievement in solving the exercise. If an error is found in the solution of an exercise sent
to the DTA system, then there is no value in this column. If the solution to a certain exercise
sent to the DTA system is recognized as correct during the verification, then the value in
this column determines the method for solving the exercise (for example, “2” means that
a particular exercise was solved by the second method known to the DTA system). The
DTA system knows a specific number of distinct methods for each exercise. At the same
time, the number of attempts to upload solutions to the same exercise by a student is not
limited; even after successfully solving it in some way, the student can try to find solutions
to the same exercise in other ways. If a student, by their own initiative, tries to find several
ways to solve the same exercise, then all of their actions are also recorded in the form of
messages. If the method proposed by the student for solving the exercise of a particular
group and a particular variant repeats the method of solution already accepted by the
DTA system as correct, then this solution is set to the status value equal to “2” (in the fifth
column of the dataset), and the achievement value (in the seventh column of the dataset) is
the number of methods with which the exercise was solved. If the method proposed by
the student is correct and new, then this solution is set to the status value equal to “2” (in
the fifth column of the dataset), and the achievement value (in the seventh column of the
dataset) is set equal to the method number known to the DTA system. If the new method
proposed by the student for solving the exercise of a specific group of a specific variant is
determined by the DTA system as containing one or another error, then the fifth column of
the dataset is set to the status value equal to “6” (and not “3”, as it is in the absence of any
correct submitted solutions). This means that the correct solution to the task has already
been obtained in some way but the new solution still contains certain errors.

Not Submitted

Student submits a solution
for the first time

The tests don't pass o
. , — ”| 3: Rejected, an Error
Checking Student resubmits a solution J
< has Occured
The tests pass
successfull .
* 6: Accepted Earlier,
Rejected
2: Accepted | The tests pass . . A
Student resubmits
successfully, the )
) student possibly the solution
Student resubmits )
o ) earns an
the solution indending achievement The tests of a
to earn an achievement U
newly submitted
Accepted Earlier, solution don't pass
Checking

Figure 1. State transition diagram describing how the task statuses change in the DTA system.
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The numbers of solution methods corresponding to each task given in Table 1 were
determined experimentally using the author’s algorithms for clustering program codes
represented by Markov chains. Table 3 lists the numbers of solution ways that the DTA sys-
tem “knows”. In order to find the number of ways to solve unique programming exercises
for each of the 11 tasks in the dataset [27], which contains a large number of unique source
codes of programs tested and accepted by the DTA system, code vectorization methods
based on Markov chains [20,21] with Jensen-Shannon pairwise discrepancies [22,23], as
well as an agglomerative hierarchical clustering algorithm [24,25], were applied. The found
number of clusters for each task determines the number of methods.

Table 3. Number of solution methods for each task in the DTA system.

Task number

1 2 3 4 5 6 7 8 9 10 11

Number of solution ways

4 4 3 5 5 8 6 5 8 5 4

More detailed information on determining the number of ways to solve tasks can
be found in [27]. The programs contained in the files of the dataset [28] were used in the
development of classifiers that form the basis of the achievement assessment system [19,20].
In accordance with the number of methods to solve each task, the possible number of
achievements for the exercise was determined.

The main difference between the considered dataset with messages and the set pro-
posed in [26,28] is the use of additional characteristics responsible for the student ID and
student achievements. For the characteristic responsible for the status of the solution of
the exercise, an additional value equal to “6” is used, which is set in case of repeated
unsuccessful attempts to solve a previously solved exercise using another method. At
the same time, the characteristic responsible for the verification time of the sent message
to the DTA system was excluded from consideration (since the difference between the
sending time and verification time is minimal and does not play a significant role because
the verification delay does not exceed a few seconds).

The presence of achievements allows students to count on some preferences when
passing an intermediate certification in the form of a test.

The proposed changes in organizing a dataset with messages open up new opportuni-
ties for analyzing student activity; in particular, anomalous examples of student behavior
can be identified, which can be referred to as examples formed with the participation
of motivated students searching for various methods to solve tasks, as well as examples
formed by suspicious students, which include students who started solving tasks late,
students uploading solutions provided by other people, etc.

It should be noted that the unique exercises for 11 tasks were not published simultane-
ously at the beginning of the semester but instead with some changes in dates. Information
on the publication dates is presented in Table 4.

Table 4. Dates of publication of exercises for 11 tasks in the DTA system.

Publication Date Task Number
8 February 2023 1
15 February 2023 2,3,4,5
26 February 2023 6,7
4 March 2023 8
12 March 2023 9
18 March 2023 10
1 April 2023 11

During the spring semester of 2023, the DTA system received 100,691 messages, and
82,008 solutions for writing programs for various tasks were automatically rejected as
incorrect, while 18,683 solutions were automatically accepted as correct. Since in 2023
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students could search for additional methods for solving the exercises they had already
completed correctly in writing programs for various tasks, incorrect solutions submitted
before and after the first correct solution were distinguished in the dataset. These options
correspond to the status values “3” and “6” in the fifth column of the dataset. In this case,
the total number of incorrect messages is the sum of the number of messages with status
“3” and the number of messages with status “6”, i.e., 76,885 and 5123, respectively.

It should be noted that compared to 2022, in 2023 the DTA system received more
solutions represented by program texts (100,691 in 2023 and 66,553 in 2022) [26,28], which
can be explained by a slight complication of some tasks from the second block but also the
excitement of motivated students who tried to discover new ways of solving the exercises
they had already successfully completed in writing programs for various tasks.

Figure 2 shows the ratio of the numbers of accepted and rejected (before the first
correct answer or after the first correct answer) solutions to exercises in writing programs
for various tasks. The rejected (up to the first correct answer) solution to an exercise for a
specific task is a solution in which the DTA system has detected a particular error, while
the correct solution to the exercise for this task has not yet been obtained. Such a solution
has a status of “3”. A rejected (after the first correct answer) solution to an exercise for a
specific task is a solution in which the DTA system detected one or another error, while
the correct solution of the exercise for this task was already obtained earlier. That means
that the student tried to find another way to solve the exercise. Such a solution has a status
of “6”.

18.555%
(18,683)

B Accepted
EEm Rejected, an Error has Occured
s Accepted Earlier, Rejected

76.357%
(76,885)

Figure 2. Diagram describing the ratio of the numbers of accepted and rejected (before the first correct
answer or after the first correct answer) solutions to exercises.

The solution accepted by the DTA system as correct has a status of “2”. The student
can repeatedly submit the solution to the exercise using the same method or find new
methods to solve the exercise. When evaluating a student’s achievements, unique ways of
solving an exercise will be of interest.

As can be seen from Figure 2, a large proportion of messages in the DTA system are
messages with errors.

Figure 3 shows the total number of program texts rejected due to errors (divided by
status values “3” and “6”) and accepted by the DTA system, grouped by exercise numbers
(see Table 1). In this case, the numbering of tasks starts from 0 and not from 1, as in Table 1,
which can be explained by the fact that the numbering in Python starts from 0 by default.

As can be seen from Figure 3, the largest number of unsuccessful attempts is associated
with tasks 1, 9 and 10. For task 1, this can be explained by the fact that students who have
never interacted with the DTA system before experience some difficulties when working
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with it, submitting solutions and observing the system’s reaction. The large number of
unsuccessful attempts for tasks 9 and 10 is due to their complexity.

17.500{ ™™= Accepted  mmm Rejected, an Error has Occured ~ mmm Accepted Earlier, Rejected

15,257

15,0001

12,500 1

11,955

10,000

Program count

7500
&

(=]

5000 - = =

<

2500 1

1430
873
254
246

Figure 3. The total numbers of program texts rejected due to errors (divided by status values “3” and
“6”) and accepted by the DTA system, grouped by task numbers.

Solutions to problem-based programming exercises submitted to the DTA system may
be rejected for various reasons. For example, a Python program may be rejected if it is not
formatted according to the PEPS8 standard [29], if the cyclomatic complexity of the program
is too high [30], if the submitted program text does not contain a function named ‘main’, if
there is a syntax error or if an exception occurs while testing the submitted exercise solution
in a containerized environment. If the result returned by the program is incorrect, the
solution is also rejected.

4. Intelligent Analysis of Dataset

The search for hidden information contained in a dataset that characterizes the activity
of students in their interactions with the DTA system is of significant interest.

The preliminary mining of a dataset was performed in Google Collab using the Python
programming language.

Ideally, each student interacting with the DTA system should come up with at least
one method for each exercise when writing programs for 11 tasks, and all of these solutions
should be evaluated in the DTA system as correct. In such cases it is considered that
the student has successfully completed the discipline and is admitted to the intermediate
certification in the form of a test. It should be noted that all exercises for all tasks are unique.

In the course of an analysis of the dataset under consideration, one may be primarily
interested in the following questions.

How can one characterize the interactions of students with the DTA system as a whole?

How do typical students behave when they strive to gain admission to the test and
solve unique exercises when writing programs for 11 exercises during the semester?
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Are there any motivated students looking to find additional methods for solving the
task exercises they have already solved? How do motivated students behave?

Are there any suspicious students who are trying to submit the solutions to the
exercises for writing programs for 11 tasks completed not by themselves (entirely or
partially)?

Of course, when answering this last question, we may be subjective. However, no one
will argue that it is practically impossible to successfully submitted the solution of exercises
for all 11 tasks in 3.5 min (after assessing their complexity and scale) without making a
single mistake. Yes, there probably are some talented students who can do programming
exercises very quickly. However, even they need time to get familiar with the DTA system
(even at the PEPS8 level). It can, of course, be assumed that the student will write the
solutions to all the exercises for 11 tasks and then upload them into the DTA system all at
once. However, would they really never want to check the written program (especially
such a complex one) for the correctness of the solution? Or are they so confident in their
abilities? It is obvious that an objective answer to this question can only be obtained in the
test, when the student will be given the opportunity to interact with the DTA system in
person for 50 min, during which time they must correctly complete the exercises on 2 tasks
from 2 groups of tasks, the numbers of which are selected randomly from the sets {5, 6, 7}
and {8, 10} (Table 1). If a student was able to successfully submit solutions for all 11 tasks in
3.5 min (or even an hour), then solving exercises for two tasks on the test should not be
a problem for them. In the meantime, it is more logical to classify such students as very
suspicious students. In addition, students can be considered suspicious if they start solving
their unique exercises for the 11 tasks too late but in the end submit them successfully (of
course not in 3.5 min and not in 1 h but perhaps in one day). It is possible that they are
very talented but their attitude towards learning (their strategy of behavior) does not serve
them well (preventing them from achieving full professional development).

For now, we are only interested in identifying typical, motivated and suspicious
students in the proposed dataset. What are the proportions of first, second and third groups
in this dataset?

Is it possible to identify the second and third groups as early as possible in order to
offer interesting tasks to the second group, motivate the third group to study regularly (not
occasionally) and at the same time spark the interest of typical students and help them?

4.1. Analysis of Student Activity by Weeks of the Spring Semester

The spring semester lasts 16 weeks, with classes starting on 9 February 2023. The first
interaction with the DTA system was recorded on 8 February ("2023-02-08, 22:09:13.821983")
but it should be noted that the first user registered during the semester was one of the
teachers of the academic discipline. Initially, the DTA system was supposed to accept
solutions for 11 tasks until the end of the day on 31 May 2023 but then their work was
extended (at the request of students who did not have time to turn in the solutions for
exercises for the last tasks) until 00:30 on 7 June 2023. The timestamp of the last submitted
message was ‘2023-06-07, 00:20:25.250057". It should be noted that the students had the
opportunity to upload solutions to their unique exercises on tasks around the clock, writing
program texts at any time convenient for them.

Figure 4 shows a visualization of the students’ activity in general when working with
the DTA system, expressed in uploads of exercise solutions for 11 tasks by week during
the semester.

We can see that in the 2nd week of the semester, the students uploaded a lot of
exercise solutions, which is explained by them familiarizing themselves with this system.
A slight jump in student activity in the 6th week was due to attempts to upload solutions
to exercises on rather simple tasks from the first block (tasks numbered 1-5). Explosive
growth of the student activity can be seen in the 16th week; it was then that the work on the
DTA system for accepting solutions to exercises on the 11 tasks for verification should have
been stopped. Such an increase in activity, of course, could not go unnoticed. Who was
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so active in solving exercises on tasks in the DTA? Students who worked in the classroom
and completed exercises on tasks throughout the semester or suspicious students from the
point of view of the educational process?

Number of actions per week

20,000 -
17,500 -
15,000 -
12,500 -

10,000 -

Program count

7500 -

5000 -

2500 -

0_
X XM MM XXM XXMM XX XX XX
v VOV VOV UVOUVOVOUVOUVOUVOUU VO
v VOV OO OVOVOVOUOVOVOVOVOVOYV VW
= =222 23222222222 =2-°=3
N ANM TN O™~ 00O -~ N M N © ™~
N~ ~ ~ ~ ~ ~ ~

Figure 4. Solution upload activity for all exercises by weeks.

Answering this question requires a detailed study of the dataset in order to identify
hidden patterns.

4.2. Development of Rules for Classifying Students as Typical, Motivated and Suspicious
Let us form the following set of rules, some of which may seem subjective.

1.  We will consider a student as typical if they successfully submitted all exercises on
the 11 tasks to the DTA system (having solved each one in any one way known to the
DTA system), while not being classified as suspicious by any rule given below.

2. We will consider a student as motivated if they successfully submitted the exercises

on the 11 tasks to the DTA system (and at the same time completed at least one
exercise correctly in two different ways), while not being classified as suspicious by
any rule given below. Each motivated student can be assigned a so-called number of
achievements. This is defined as the number of additional unique ways of solving
exercises for 11 tasks, not counting the ways in which the student completed these
exercises earlier (to obtain admission to the intermediate certification in the form of
a test). Thus, the number of achievements of a motivated student is at least 1. At
the same time, motivated students, by scaling the values of the numbers of their
achievements in the range [0, 1], can be divided into groups:

a. A “slightly motivated student” is identified if the scaled number of achieve-
ments belongs to the range of (0, 1/3];

b. A “moderately motivated student” is identified if the scaled number of achieve-
ments belongs to the range of (1/3,2/3];

c. A “highly motivated student” is identified if the scaled number of achievements

is in the range of (2/3, 1].

3. We will consider a student suspicious if they successfully submitted all exercises on

the 11 tasks to the DTA system in the shortest possible time. At the same time, we
define the “shortest timeframes” into 2 types: for exercises on all 11 tasks and for
exercises on tasks 6-11. The emphasis on the “shortest timeframes” for exercises on
tasks 6-11 can be explained by the higher complexity of these tasks, due to which the
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students were not able to deal with them (while students were able to find or hope to
find the right solutions for tasks 1-5, which are easier). Suspicious students can be
divided into the following groups:

a.  “Highly suspicious students” who successfully submitted solutions to the exer-
cises for all 11 tasks in 1 h or less;

b. “Highly suspicious students” who successfully submitted solutions to the exer-
cises for tasks 6-11in 1 h or less;

c. “Moderately suspicious students” who successfully submitted solutions to the
exercises for all 11 tasks within the time range of (1 h, 24 h];

d.  “Moderately suspicious students” who successfully submitted solutions to the
exercises for tasks 6—11 within the time range of (1 h, 24 h];

e. “Slightly suspicious students” who successfully submitted solutions to the
exercises on all 11 tasks within the time range of (24 h, 48 h];

f. “Slightly suspicious students” who successfully submitted solutions to the

exercises for tasks 6—11 within the time range of (24 h, 48 h).

4. We will consider a student to have failed the academic discipline if they did not solve
all exercises for the 11 tasks during the semester.

Of course, we can divide the students into classes based on our rules, some of which
can be called subjective. The question arises of whether it is possible to somehow visualize
classification decisions according to our rules? Is it possible to cluster the data on the
interactions of students with the DTA system?

Obviously, it is necessary to describe the interactions of students with the DTA system
based on a certain set of features that will describe the activity of the students.

4.3. Feature Selection
4.3.1. Description of Student Activity Based on Two Features

In the simplest case, each student will be described by two features characterizing the
minimum and maximum times for successfully sending the solutions of the exercises of all
11 tasks to the DTA system.

The student can send the exercise solutions for the 11 tasks to the DTA system in any
order. At the same time, sending solutions can be either successful or unsuccessful. For
example, a student can successfully submit the exercise solution for the 5th task before
the exercise solution for the 1st one. It may be that the first successful submission for a
student is the submission of the exercise solution for the 11th task, while the last successful
submission is the submission of the exercise solution for the 1st task. Due to the fact that
the student can look for additional ways to solve the exercise for each task, in the course of
the formation of two features, we choose exactly the minimum time for the first successful
submission of the exercise solutions for all 11 tasks and the maximum time for the first
successful submission of the exercise solutions for all 11 tasks. As a result, we can determine
the boundaries of the time range within which the first successful attempts are found for
all 11 tasks.

Therefore, the minimum time is the minimum time for the first successful submission
of the solutions of the exercises for all 11 tasks. The maximum time is the maximum
time for first successful submission of the solutions of the exercises for all 11 tasks to the
DTA system.

In addition, let us recalculate the time in seconds starting from 1 January 1970 (using
Python language functions), followed by scaling to the range of [0, 1] for each coordinate
(for each feature).

Figure 5 shows an example visualization of the students’ activity in a two-dimensional
space in coordinates (minimum time, maximum time).

It should be noted that most of the suspicious students (especially those who spent
no more than 1 h sending the solutions to the exercises on all 11 tasks to the DTA system)
are grouped close to the diagonal and began to interact with the DTA system towards
the end of the semester. Most of highly motivated students started interacting with the
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DTA system at the beginning of the semester, reached their maximum fairly quickly (in
terms of the number of successfully completed exercises on the 11 tasks) and then stopped
interacting with the DTA system. The moderately motivated students started interacting
with the DTA system at the beginning of the semester and continued to interact with it
throughout the semester. Most of typical students also started interacting with the DTA
system at the beginning of the semester and continued to interact with it throughout the
semester. Obviously, such a two-dimensional dataset will be problematic to process with
any clustering algorithm in order to obtain compact and well-separated clusters.
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Figure 5. An example visualization of the students” activities in a two-dimensional space in coordi-
nates (minimum time, maximum time).

4.3.2. Description of Student Activity Based on Eleven Features

In order to describe each student, we will use eleven features, each of which determines
the time when the first correct solution to the exercise was submitted to the DTA system.
At the same time, we will preliminarily recalculate the time into seconds, starting from
1 January 1970, with subsequent scaling to the range of [0, 1] for each coordinate (for
each feature).

Let us use the UMAP algorithm [31-33] to embed 11-dimensional objects (data points)
characterizing student activity into a two-dimensional space and perform data visualization.

The UMAP algorithm allows us to perform a non-linear reduction in the dimension of
a dataset, using the concepts of the fuzzy set theory and graph theory [31].

We used a software implementation of the UMAP algorithm with default parameter
values [34].

Figure 6 presents the results of the visualization of 11-dimensional objects characteriz-
ing the activity of the students in a two-dimensional space based on the UMAP algorithm.
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Figure 6. Results of the visualization of 11-dimensional objects characterizing the activity of the
students in a two-dimensional space based on the UMAP algorithm.

Two clusters are already clearly visible in this figure. Obviously, they correspond to
students who began to interact with the DTA system at the beginning of the semester (the
right cluster of points) and students who began to interact with the DTA system towards
the end of the semester. It should be noted that there is a chain of data points corresponding
to suspicious students (primarily those who successfully sent the solutions to exercises for
all 11 tasks to the DTA system) in the upper left part of the data cloud. One can also see a
number of suspicious data points at the bottom of the right cloud (these points describe
prudent suspicious students who bothered to submit solutions to the tasks in the DTA
system in April and did it successfully).

Can visualization results be improved by adding new features? Let’s try to get an
answer to this question in the following sections of the article.

4.3.3. Description of Student Activity Based on Twelve Features

Let us append the list of 11 features from Section 4.3.2 with one more feature that
characterizes the numbers of the students” achievements in their interactions with the DTA
system. We will assume that a student has a certain number of achievements if the DTA
system has registered more than 11 successful unique submissions for exercise solutions
for the 11 tasks. The difference between the total number of unique submissions (i.e., the
number of different methods for the solutions to exercises for all 11 tasks) and the number
11 (i.e., the number that determines that the exercises for all 11 tasks are solved successfully)
will be used as the number of achievements. At the same time, let us start with the scaling
of the values by this attribute in the range of [0, 1].
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Figure 7 presents the results of the visualization of 12-dimensional objects characteriz-
ing the activity of the students in a two-dimensional space based on the UMAP algorithm.
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Figure 7. Results of the visualization of 12-dimensional objects characterizing the activity of the
students in a two-dimensional space based on the UMAP algorithm.

In this figure, as in Figure 6, 2 clusters are clearly visible. At the same time, thanks to
the introduction of a feature that is responsible for the number of students’ achievements,
students who showed motivation and students who were classified as highly suspicious
were very well grouped; the motivated students made achievements and the suspicious
students (who spent no more than 1 h on interactions with the DTA system during the
successful submission of solutions to exercises for all 11 tasks or for tasks 6-11) did not
(they simply would not even have time to send them to the DTA system, let alone perform
any exercises on tasks in new ways due to the time limitations).

4.3.4. Description of Student Activity Based on Twenty-Three Features

Let us add 11 more features to the 12 features from Section 4.3.3 that characterize the
number of unsuccessful submissions for exercise solutions for each task before the first
successful submission.

Figure 8 presents the results of the visualization of 23-dimensional objects characteriz-
ing the activity of the students in a two-dimensional space based on the UMAP algorithm.

In this figure, as in Figures 6 and 7, 2 clusters are clearly visible. At the same time,
denser groups are visible for highly suspicious students in the data cloud on the left and
for highly motivated students in the data cloud on the right.

The purpose of further research may be to search for new features that would make it
possible to separate one group of students from the others even better.
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Figure 8. Results of the visualization of 23-dimensional objects characterizing the activity of the
students in a two-dimensional space based on the UMAP algorithm.

4.4. Cluster Analysis

Let us study the results of the cluster analysis in the form of dividing students into
groups with similar behavior models in the process of interacting with the DTA system.
The division of students into groups was performed using clustering algorithms such as
k-means [35-37] and DBSCAN [38—40]. Clustering was performed for the 11-, 12- and
23-dimensional datasets obtained in Sections 4.3.2—4.3.4 and for the corresponding two-
dimensional sets obtained using the nonlinear dimensionality reduction algorithm, namely
the UMAP algorithm.

The k-means algorithm is based on minimizing the total square deviation of objects
belonging to clusters from the centroids of these clusters. This is the simplest and most
commonly used clustering algorithm. It usually works well if the clusters are well separable
from each other and have a hyperspherical shape. The main problem is finding the optimal
number of clusters. However, this problem can be solved by enumerating the number
of clusters in order to choose such a number for which the value of the cluster silhouette
index [41] reaches its maximum value (ideally a value equal to 1).

DBSCAN (density-based spatial clustering of applications with noise) implements
density-based spatial clustering with noise object extraction. It forms clusters of arbitrary
shapes but it may experience difficulties in identifying clusters due to the peculiarities of
their formation, taking into account their density; it is possible that a significant part of the
objects will be classified as noise. By varying the values of the parameters of this algorithm,
one can try to find the optimal number of clusters by maximizing the value of the cluster
silhouette index.

When working with clustering algorithms, their software implementations in the
Python language from the scikit-learn library [42,43] were used. In the case of the k-
means algorithm, the values of only one parameter responsible for the number of clusters
(the n_clusters parameter in the software implementation) varied, and for the DBSCAN
algorithm, the varying parameters were responsible for the maximum distance between
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two samples for one to be considered as in the neighborhood of the other and the number
of samples (or total weight) in a neighborhood for a point to be considered as a core
point. This included the point itself (parameters eps and min_samples in the software
implementation). For the remaining parameters of these algorithms, the default values in
their software Implementation were used.

Table 5 summarizes the results of the application of the k-means and DBSCAN cluster-
ing algorithms for the 11-, 12-, and 23-dimensional datasets, as well as for their correspond-
ing two-dimensional ones.

Table 5. Summary table of the cluster analysis results.

Dimension of Space

Algorithm 2-Dimensional 2-Dimensional 2-Dimensional 11-Dimensional 12-Dimensional 23-Dimensional
Space Based on Space Based on Space Based on S S S
11-Dimensional 12-Dimensional 23-Dimensional pace pace pace

k-means 3 clusters: 0.599 3 clusters: 0.604 3 clusters: 0.639 2 clusters: 0.472 2 clusters: 0.463 2 clusters: 0.440
2 clusters: 2 clusters 2 clusters 1 cluster (0.15/54): 1 cluster (0.17/54): 2 clusters (0.6/12):

DBSCAN (0.07/10) 0.510/0  (0.06/10): 0.568/0  (0.07/10): 0.488/0 0.375/948 noise 0.368/948 noise 0.294/87 noise

noise objects noise objects noise objects objects objects objects

Figures 9-11 (right) show the best clustering results for the 2D datasets obtained
using the UMAP algorithm for the 11-, 12- and 23-dimensional datasets generated in
Sections 4.3.2-4.3.4. At the same time, Figures 9-11 (left) show the cluster silhouettes of the

selected clusters [44].
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Figure 9. Results of clustering using the k-means algorithm on a two-dimensional dataset obtained
using the UMAP algorithm on the 11-dimensional dataset mentioned in Section 4.3.2.
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Figure 10. Results of clustering using the k-means algorithm on a two-dimensional dataset obtained
using the UMAP algorithm on the 12-dimensional dataset mentioned in Section 4.3.3.
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The silhouette plot for the clusters Data visualization
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Figure 11. Clustering results using the k-means algorithm on a two-dimensional dataset obtained
using the UMAP algorithm on the 23-dimensional dataset mentioned in Section 4.3.4.

The red markers of the “+” type in the figures on the right show the locations of the
cluster centroids. The red dotted vertical lines in the figures on the left show the average
silhouette scores for all values. Different colors of cluster silhouettes in the left figures and
dots in the right figures correspond to different clusters.

We can see 2 clusters that are well separated from each other. However, the k-means
algorithm splits the data into 3 clusters.

Table 5 indicates the optimal number of clusters and the corresponding value of
the cluster silhouette index, calculated as a result of applying the k-means algorithm to
the corresponding dataset for each case. In all cases, the number of clusters is 3, while
the maximum value of the cluster silhouette index is 0.639, which is obtained for a two-
dimensional dataset built on the basis of a 23-dimensional one.

Figures 12-14 (right) show the best clustering results using the DBSCAN algorithm
for two-dimensional datasets obtained using the UMAP algorithm for the 11-, 12- and
23-dimensional datasets mentioned in Sections 4.3.2—4.3.4. At the same time, Figures 12-14
(left) show the cluster silhouettes of the selected clusters. One can see by analyzing the
cluster silhouettes of individual clusters that the number of objects that could be erroneously
assigned to the cluster with the number “0” is greater in the case of a 23-dimensional dataset
than in the case of an 11-dimensional dataset (while in the results clustering based on the k-
means algorithm, the doubtful cluster membership of objects was not revealed at all). Noise
objects in the results for the clustering based on the DBSCAN algorithm were not identified.
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Figure 12. Clustering results using the DBSCAN algorithm on a two-dimensional dataset obtained
using the UMAP algorithm on the 11-dimensional dataset mentioned in Section 4.3.2.
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Figure 13. Clustering results using the DBSCAN algorithm on a two-dimensional dataset obtained
using the UMAP algorithm on the 12-dimensional dataset mentioned in Section 4.3.3.
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Figure 14. Clustering results using the DBSCAN algorithm on a two-dimensional dataset obtained
using the UMAP algorithm on the 23-dimensional dataset mentioned in Section 4.3.4.

Table 5 shows the optimal number of clusters and the corresponding value of the
cluster silhouette index in the case of using the DBSCAN algorithm for each case. In
all cases, the number of clusters is 2, while the maximum value of the cluster silhouette
index is 0.568, which is obtained for a two-dimensional dataset built on the basis of a
12-dimensional one.

As noted above, Table 5 provides information on the results of a cluster analysis for
the original 11-, 12-, and 23-dimensional datasets. However, these results are difficult to
consider satisfactory in the case of working with the DBSCAN algorithm. At the same time,
the k-means algorithm for the initial 11-, 12-, and 23-dimensional datasets determined the
splitting into 2 clusters as the best, while in the two-dimensional space it revealed 3 clusters
in all cases. Obviously, in multidimensional spaces there is a lot of noise in the data, which
is leveled when moving to the two-dimensional space. It should be noted that clusters in
multidimensional spaces with the numbers of clusters equal to 2 and 3 have similar values
for the cluster silhouette index, although at the same time the results are more preferable
with the number of clusters equal to 2 (in terms of maximizing the value of the cluster
silhouette index).

Table 5 for the k-means algorithm shows the values of the n_clusters parameter,
which is responsible for the number of clusters, with the value of the cluster silhouette
index separated by a colon; for the DBSCAN algorithm, the number of clusters is indicated
and separated by a colon, the values of the eps and min_samples parameters in parentheses
are separated by a slash and the number of noise objects and the value of the cluster
silhouette index are shown.
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In general, the clustering takes into account the time of the first successful submission
of the exercise solutions to the DTA system for each of the 11 tasks (Section 4.3.2), the time
of the first successful submission of the exercise solutions to the DTA system for each of the
11 tasks and the number of student achievements (Section 4.3.3), the number of student
achievements and the number of unsuccessful submissions (before the first successful one)
of the exercise solutions for each of the 11 tasks (Section 4.3.4). Therefore, when grouping
data points into clusters, they are first grouped by taking into account the time of the
interaction of the students with the DTA system.

Therefore, the students who successfully submitted all exercise solutions for the
11 tasks towards the end of the semester, according to the k-means algorithm in Figures 9-11,
are shown in clusters with numbers 2, 1 and 2, respectively (see the colors of the markers of
these clusters in the figures on the left). Most of the suspicious students marked with the
corresponding markers in Figures 6-8, respectively, fell into these clusters. The clusters with
numbers 0, 0 and 0 according to the k-means algorithm in Figures 9-11 include students
who successfully submitted all exercise solutions for the 11 tasks in the second half of
the semester. At the same time, the first suspicious students appear in these clusters. In
addition, in these clusters one can see the presence of motivated students (Figures 6-8,
respectively). The students who quickly submitted all the exercise solutions for 11 tasks,
according to the k-means algorithm in Figures 9-11, are shown respectively in the clusters
with numbers 1, 2 and 1. We can see that only typical and motivated students are present
in these clusters (Figures 6-8, respectively).

The addition of new features allows us to group data points corresponding to highly
suspicious and moderately suspicious students (who submitted exercise solutions for all
11 tasks or for tasks 611 in less than 1 h or 1 day) more densely; they practically cannot
have any number of achievements, and the number of failed submissions (before the first
successful one) to the DTA system is low because of the extremely short duration of the
interaction with the DTA system (Figure 8). Data points corresponding to highly and
moderately motivated students will also be grouped more densely: such students have a
large number of achievements and make fewer mistakes when performing exercises on the
11 tasks (Figure 8).

4.5. Motivated Students against Suspicious Ones

Despite the relative subjectivity of the rules for identifying motivated and suspicious
students (perhaps we classified too many students as suspicious according to these rules,
underestimating their intellectual potential), we can draw the following conclusions.

Motivated students prevail over suspicious ones with a ratio of 241:219.

In total, the number of students who successfully submitted the exercise solutions for
all 11 tasks in the DTA system was 1056 (if some tasks for students with a specific ID were
submitted by other authors then they were not included in this list, although they were
admitted to the intermediate certification in the form of a test). At the same time, the total
number of users registered in the DTA system was 1736.

The percentage of typical students who solved exercises for all 11 tasks was 56.439%.
The percentage of motivated students who solved exercises for all 11 tasks was 22.822%.
The percentage of suspicious students who solved exercises for all 11 tasks was 20.739%.

The overall percentage of typical and motivated students who solved exercises for all
11 tasks was 79.261%, which was not too bad. It is possible that we were mistaken in our
subjectivity, and in fact the percentage of good students was even higher. This may be later
discovered after the intermediate certification in the form of a test.

5. Discussion

The dataset presented and described in this article contains the DTA system messages
generated by checking the solutions of unique exercises in the form of program texts for
11 tasks of various types, offered to students during the spring semester of 2023 in the
process of learning to program in the Python language at RTU MIREA. Each message
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contains information on such parameters (features) as the group number, task number,
variant number, solution loading time, solution status, student identifier and achievement
number (method of solving the task), if there is one.

The DTA system automates a massive Python programming course at RTU MIREA
starting from the spring semester of 2021. The architecture of the system is described in [26].

All program texts uploaded by students to the DTA system were checked and accepted
by DTA. The result of the check firstly determines the status of the check (the solution to
the exercise is accepted as correct, the solution of the exercise is accepted as incorrect or the
solution of the exercise (in a new way) is accepted as incorrect but the correct decision was
previously submitted).

The proposed dataset can be viewed as an event log that provides a complete picture
of how students interacted with the DTA system throughout the semester while learning to
program in Python. Such an event log can be the subject of an exploratory analysis in terms
of detecting various anomalies and outbursts both in the structure of a multidimensional
time series formed from the messages sent to the DTA system as a whole and in the
behavioral models of student groups (for example, in order to identify stronger and weaker
students for the formation of individual learning trajectories) and individual students when
working with the DTA system.

The analysis of the proposed dataset should make it possible to reveal the patterns
hidden in it by extracting features that describe various characteristics that give an idea of
the peculiarities of students” interactions with the DTA system during the semester when
solving unique exercises on the 11 tasks.

The proposed dataset can be used, in particular to analyze the activity of all students
in general, individual study groups of students and students separately, including during
the day, by days of the week, by week, by month, by specific tasks (taking status values
into account), according to the achievements of students in specific tasks and in general.

The study of the dataset in order to identify different patterns of student behavior
throughout the semester in the process of learning to program in the Python language is
of particular interest. In particular, it is possible to identify models of so-called typical
students who diligently complete all required exercises on tasks during the semester (and
not one more), motivated students who not only diligently perform all required exercises
on tasks during the semester but also try to find additional ways to solve the same exercises
and receiving points for such educational achievements (allowing them to count on some
preferences when passing an intermediate assessment in the form of a test), students
who did not cope with solving all required exercises on the tasks, as well as suspicious
students who completed all obligatory exercises on the tasks during the semester but acted
suspiciously (for example, because they were able to successfully submit all solutions to
the exercises on the 11 tasks to the DTA system extremely quickly or started interacting
with the DTA system only at the end of the semester).

It is obvious that for students implementing different models of interaction with the
DTA system, it is advisable to apply different methods that encourage further learning,
which will allow some to intensify their professional development and others to change the
model of interaction with the DTA system to a more progressive one. It would be useful
to receive information about student behavior patterns not at the end of the semester but
during it in order to make adjustments to the interactions between students and teachers,
and then the interactions between students and the DTA system.

Therefore, if the student is classified as motivated during the semester, then they may
be offered additional tasks that contribute to their professional development, including a
variety of so-called creative projects that allow a more in-depth study of certain topics in
practice. If a student is classified as suspicious, then additional attention will be paid to
their activity both during the semester and when they pass the intermediate certification
in the form of a test. At the same time, attempts can be made to remove the student
from the group of suspicious students. It is possible that face-to-face communication with
a suspicious student will confirm their extraordinary abilities in the discipline. In this
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case, it may be possible to involve them in the professional development process, as well
as motivated students. Otherwise, confirmation will be received that the student is not
interested in gaining knowledge (at the moment), and then it will already be necessary
to develop and implement strategies to change such a destructive (professional) behavior
model (however, this should already be the subject of additional research and activities by
educational institutions). It should be noted that the analysis of the proposed dataset may
help in identifying students who experience difficulties while solving exercises on tasks.
For example, if a student performs more submissions of exercise solutions for a particular
task to the DTA system than the average student does, then we can assume that the student
has difficulties and offer them timely help by explaining the material that they find difficult.

In the future, it is advisable to supplement the dataset under consideration with
information about the results of students passing intermediate certifications in the form of
a test, which will confirm or refute the assumptions about the probability of the successful
study of the discipline. In addition, the dataset could be expanded with information
about the types of errors that are diagnosed by the DTA system in case of an unsuccessful
submission of the exercise solution for verification.

The proposed dataset can be used as follows:

e To develop regression models that will allow one to predict outbursts of student
activity when interacting with the DTA system;

e To develop classification models that will allow one to identify different models of
student behavior both based on the results of studying in the semester as a whole and
at earlier stages (for example, based on the results of studying during the week);

To perform a cluster analysis that groups students with similar behaviors;
To visualize the results of the learning process using various tools.

In the course of further research, it is planned to explore various approaches to
extracting features from the proposed dataset with their subsequent combinations in order
to form models that provide a comprehensive description of student activity. In addition, it
is planned to study the proposed dataset for the presence of outliers in it, as well as to test
the hypothesis about the possibility of identifying elements of novelty of various types in
the constantly updated dataset during the semester, formed on the basis of the event log, in
order to provide timely responses from teachers.
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