
Citation: Kopp, M.; Fill, A.;

Ströbel, M.; Birke, K.P. A Novel Long

Short-Term Memory Approach for

Online State-of-Health Identification

in Lithium-Ion Battery Cells. Batteries

2024, 10, 77. https://doi.org/

10.3390/batteries10030077

Academic Editors: Chris Mi

and Wei Gao

Received: 9 January 2024

Revised: 19 February 2024

Accepted: 22 February 2024

Published: 26 February 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

batteries

Article

A Novel Long Short-Term Memory Approach for Online
State-of-Health Identification in Lithium-Ion Battery Cells
Mike Kopp * , Alexander Fill , Marco Ströbel and Kai Peter Birke

Electrical Energy Storage Systems, Institute of Photovoltaics, University of Stuttgart, Pfaffenwaldring 47,
70569 Stuttgart, Germany; alexander.fill@ipv.uni-stuttgart.de (A.F.); peter.birke@ipv.uni-stuttgart.de (K.P.B.)
* Correspondence: mike.kopp@ipv.uni-stuttgart.de

Abstract: Revolutionary and cost-effective state estimation techniques are crucial for advancing lithium-
ion battery technology, especially in mobile applications. Accurate prediction of battery state-of-
health (SoH) enhances state-of-charge estimation while providing valuable insights into performance,
second-life utility, and safety. While recent machine learning developments show promise in SoH
estimation, this paper addresses two challenges. First, many existing approaches depend on predefined
charge/discharge cycles with constant current/constant voltage profiles, which limits their suitability
for real-world scenarios. Second, pure time series forecasting methods require prior knowledge of the
battery’s lifespan in order to formulate predictions within the time series. Our novel hybrid approach
overcomes these limitations by classifying the current aging state of the cell rather than tracking the
SoH. This is accomplished by analyzing current pulses filtered from authentic drive cycles. Our inno-
vative solution employs a Long Short-Term Memory-based neural network for SoH prediction based
on residual capacity, making it well suited for online electric vehicle applications. By overcoming these
challenges, our hybrid approach emerges as a reliable alternative for precise SoH estimation in electric
vehicle batteries, marking a significant advancement in machine learning-based SoH estimation.

Keywords: machine learning; state estimation; lithium-ion-battery; state-of-health; online pulse
analysis; battery management system; electric vehicle; long short-term memory

1. Introduction

As environmental pollution becomes a growing concern, electric vehicles are relying
on energy storage solutions such as lithium-ion (Li-Ion) batteries for their high energy
and power capabilities, low self-discharge rate, and eco-friendly attributes [1]. However,
battery performance can deteriorate over time and with continuous use, leading to a decline
in capacity and increased resistance. From now on, we referred to this as the battery’s
state-of-health (SoH), which often exhibits nonlinear behavior over a battery’s lifetime due
to accelerated degradation when undergoing stress conditions such as high temperatures or
disregard of voltage and power limits. Assessing the SoH outside of a controlled laboratory
setting poses a considerable challenge; various estimation techniques are explored in
Section 2.2. Such techniques must be deployable on mobile battery management systems
(BMS) in order to ensure vital information for vehicle safety and reliability.

The number of data-driven approaches present in the scientific literature has been
skyrocketing recently thanks to their superior robustness, good estimation ability, and low
computational cost. In the following sections, we aim to highlight significant contribu-
tions that have paved the way for this publication, followed by a summary showing the
distinctive aspects of our study in comparison to the existing literature.

For comparability, many studies have used the National Aeronautics and Space Ad-
ministration (NASA) Ames Prognostic Center of Excellence Li-Ion battery aging dataset for
training, validation, or both. In this approach, batteries are exposed to three different cur-
rent profiles: charge, discharge, and electrochemical impedance spectroscopy. For instance,
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Chang et al. (2021) established an online method utilizing fusion of incremental capacity
and wavelet neural networks with genetic algorithm to estimate SoHCap under discharge
conditions [2]. Chai et al. (2022) proposed a method that uses empirical mode decom-
position to reduce local fluctuations, an optimized dynamic single-exponential model to
describe degradation, and a particle filter algorithm to determine the optimal system state.
This method has shown good performance for one-step, multi-step, and long-term SoH
estimation [3]. Jia et al. (2021) proposed a novel multi-scale model for predicting the SoH
of Li-Ion batteries in order to improve accuracy and overcome the nonlinear fluctuations
caused by temperature variation. Temperature data were analyzed in the frequency domain
using wavelet packet transform and correlation analysis, while an estimation framework
was developed using wavelet neural network and ensemble learning with an expectation
maximization algorithm [4].

This study adopts a variant of the Long Short-Term Memory (LSTM)-based estimation
method, similar to the approach employed by Lin et al. (2021), in which the authors utilized an
LSTM-based network to create an aging estimation algorithm based on data from the charging
process and capacity and a particle swarm optimization algorithm was used to optimize the
LSTM model [5].

Outside the NASA dataset, there have been other LSTM based accomplishments as
well; for instance, Shu et al. (2021) created a machine learning-based SoH estimation
scheme for Li-Ion battery packs in order to overcome the high demand for training data.
The charging duration for a predefined voltage range was used as a health feature, and an
LSTM network and transfer learning were incorporated to create the cell mean model for
SoH estimation with partial data. The LSTM model was then used as the cell difference
model (CDM) to evaluate SoH inconsistencies among cells, while the minimum estimation
value in the CDM was used to determine the pack’s SoH. The data used in their study
consisted of a variation of constant current/constant voltage (CCCV) charging/discharging
profiles of three different cell types [6]. Cheng et al. (2021) used an empirical mode
decomposition (EMD) and backpropagation LSTM neural network, which relies on easily
available battery parameters such as current and voltage to estimate the SoH, then processed
the data through the EMD method to reduce the impact of capacity regeneration and other
situations [7]. Kong et al. (2021) proposed a framework to predict SoH using a combination
of a convolution neural network (CNN) and an LSTM. The CNN was used to extract
aging characteristics from the raw data obtained during the constant current charging
process in order to estimate the SoH, then the results were then sent to the LSTM. A
Bayesian optimization algorithm was employed for hyperparameter tuning. In our study,
we similarly utilize a Bayesian optimization algorithm to obtain the best hyperparameters
for the neural networks. The results presented by Kong et al. show a low root mean square
error for SoH estimation with this approach [8].

Another noteworthy accomplishment using a filter-based approach was presented in Zhou
et al. (2019), where the authors aimed to create an online SoH estimation method for in-use
Li-Ion batteries in electric vehicles by analyzing the charge cycles and not the actual drive cycles.
Their method used an iterated extended Gaussian process regression with Kalman filter to
incorporate battery data at both the macro- and micro-level time scales [9].

SoH estimation using partial charging has been gaining more and more traction
recently. X. Feng et al. used a support vector machine to compare partial charging curves
in order to quantify the SoH with high accuracy [10], while Z. Wei, H. Ruan, Y. Li, J. Li,
C. Zhang, and H. He extracted health indicators from partial charging data and used an
artificial neural network (ANN) for precise real-time SOH estimation [11].

In addition to the main contribution of this paper, we combine the efforts of other
papers to avoid the following issues:

• We deliberately avoid CC or CCCV charge data, discharge data, or their combination;
while a number of previous studies [12–17] have demonstrated notable success with
such current profiles, we instead prioritize analyzing the voltage response to a given
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current profile or mapping the available capacity by counting charges. In this way, our
algorithm aims to provide a deeper understanding of the battery’s health status.

• We deliberately limit the implementation of algorithms in our approach, relying
instead on ANNs, feature scaling, and mean value calculations. In this regard, we
acknowledge the noteworthy work of Luciani et al. (2022), which is closely related to
the research presented in this study. Luciani et al. employed drive cycles to find the
age of the storage system and analyzed the SoH by examining the voltage response
to a corresponding current pulse. Luciani et al. utilized predefined pulse tests and
extracted features as inputs for their ANN; in contrast, our work focuses on filtering
out pulses from drive cycles, and solely relies on the information provided by the BMS.
Additionally, our algorithm is specifically tailored for real-time applications, while
Luciani et al. developed an offline algorithm in order to optimize mobile computing
power consumption [18].

• In this study, we avoid impractical parameters such as cycle count due to our recog-
nition of their limited utility in real-world applications; instead, we focus on inputs
generated by a standard BMS.

In addition to meeting all of the previously mentioned criteria, the main contribution of
this work lies in the introduction of a novel approach that eliminates the need for time series
analysis. Instead of tracking SoH over time, our methodology involves filtering current
pulses during drive cycles and analyzing the voltage response to determine the absolute
SoH. As a result, our approach shifts from tracking of SoH to classification, representing a
significant departure from conventional methodologies.

We begin with our materials and methods, presenting the essential background needed.
Here, we introduce the data utilized and outline the strategy employed. Following this, we
proceed to unveil our results, followed by a discussion. Finally, we draw conclusions to
encapsulate the entirety of this work.

2. Materials and Methods

This section provides foundational concepts and offers a detailed account of the
experimental procedures employed in this study.

2.1. Battery Technology

A battery system generally consists of an energy storage unit, an electronic monitoring
system, and safety components. Depending on the field of use, the energy storage unit, made
up of interconnected modules and cells, is at the heart of the system and provides the power
needed for specific applications. This study uses single cells in order to provide a proof of
concept. The electronic monitoring system is called a BMS, and oversees the operation of
the battery. It typically includes a microcontroller, voltage and current sensors, and other
components to monitor and control the systems operations. In addition, it performs state
estimations to provide an assessment of the battery’s performance. The safety components,
such as fuses, electrical contactors, and cooling components, work in tandem with the BMS to
protect the battery from damage or overuse. In short, the BMS is the brain of a battery system,
ensuring that it runs smoothly and efficiently [19]. Irreversible chemical process occurring
during operation are the main cause of the battery’s degradation. However, external factors
such as temperature and improper usage can accelerate this process. Low temperatures
can lead to the formation of lithium plating on the anode, while high temperatures can
cause damage to the cathode material and lead to an increased build-up of solid electrolyte
interphase [20–22]. Another factor is disregard of the battery’s voltage limits and its operation
outside of the recommended C − Rate [23]. The C − Rate is a measure of the rate at which a
battery is charged or discharged. It is defined as the ratio of the current I flowing into or out
of the battery to the nominal capacity CN of the battery, as follows:

C − Rate =
I

CN
. (1)
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Battery state estimation is the process of determining the state-of-charge (SoC), SoH,
and other key parameters of a battery system based on measurements of voltage U, current
I, temperature T, and other factors. The SoC is a measure of the amount of capacity
stored in the battery, and is expressed as a percentage of the full capacity [24]. SoH is a
crucial metric that provides insight into the overall health of the battery. The SoH can be
determined based on the battery’s increasing internal resistance or diminished capacity
volume. For this study, we exclusively concentrate on SoH based on the available capacity,
denoted as SoHCap. SoHCap quantifies the battery’s current capacity in relation to its initial
capacity at the beginning of its lifespan (BoL). It serves as a predictive indicator for the
battery’s remaining capacity and future performance. The calculation of SoHCap is carried
out using the following equation:

SoHCap =
Ccur

CBoL
100%, (2)

where Ccur is the current capacity and CBoL is the capacity at BoL. When the end of life
(EoL) criteria are reached, the battery or cell should be replaced and either be recycled or
used for second-life applications. The following section provides a short overview of the
main SoH estimation strategies.

2.2. SoH Estimation Algorithms

The primary methods for predicting SoH can be broadly divided into three categories:
model-based methods, data-driven methods, and hybrid methods. This overview provides
a summary of the key concepts, placing specific emphasis on data-driven methods.

2.2.1. Model-Based Methods

Model-based methods involve deconstructing or simplifying the complex chemical
and physical processes that occur within the battery’s cells [25]. The majority of research in
this area focuses on the following methods:

Equivalent Circuit Model method: This method neglects the chemical composition or
reactions and relies on the electrical properties of the battery and controlled voltage sources.
It employs resistors and capacitors to model polarization and self-discharge, providing
a more accurate simulation; however, it demands a detailed assessment of the battery in
order to set its initial parameters [26].

Electrochemical model method: This method encompasses diverse aging mechanisms,
notably the formation of SEI. It provides an understanding of the microscopic physical and
chemical processes within the battery; however, it demands in-depth knowledge of the
individual battery cell [27]. Additionally, electrochemical impedance spectroscopy-based
methods, which treat the battery cell as a circuit with resistors, capacitors, and inductance
to generate a Nyquist diagram, are considered electrochemical models [28].

Mathematical model-based methods: The term “mathematical model” can encompass
various interpretations, usually referring to models employing mathematical formulas.
Notably, two distinct methods are empirical models and statistical models, with the latter
often employing statistical random filtering algorithms to monitor battery degradation.
Alternatively, probabilistic model-based methods rooted in probability theory offer another
mathematical approach [25].

2.2.2. Data-Driven Methods

Data-driven models learn using a given dataset. They use the patterns and relation-
ships of the input data x to make estimations ypred or decisions on new unseen input data
x. Data-driven models have three main advantages:

• They often outperform traditional rules-based models, as presented in Section 2.2.1.
• When the model has been trained, it requires minimal computational resources to

make estimations, making it highly attractive for mobile and online applications.
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• Their minimal parameterization requirements make data-driven models an ideal
solution for a wide range of applications while reducing the level of expertise required
for implementation and maintenance.

Data-driven models need to undergo a process called training, in which a set of
training data that represent a known outcome or output yGT, called the ground truth, is
used to train the model so that it can learn the correlation between input x and output
yGT [29]. The Mean Squared Error (MSE) is used to quantify how well the model is able
to approximate the relationship between the inputs x and outputs yGT. A low MSE value
indicates that the model has a good fit to the data, while a high MSE value suggests that
the model has poor accuracy and requires further improvement. For the sake of clarity, we
introduce the Root Mean Squared Error (RMSE). While not employed during training due
to potential compromises in resolution, RMSE proves valuable in regression-type problems,
providing a more straightforward and interpretable metric. During the training process,
the model’s parameters are updated to minimize the MSE and improve its performance on
the training data [30]. In this study, the MSE is calculated using the following equation:

√
MSE =

√
1
n

n

∑
i=1

(ypred − yGT)2 = RMSE (3)

with n ∈ N being a single data point. In this study we delve deeper into ANNs with a focus
on recurrent neural networks, specifically on techniques for time series forecasting and
LSTM architectures. ANNs are machine learning models that are inspired by the structure
and function of the human brain. An ANN is composed of interconnected artificial neurons
that process information, and can be trained to perform tasks such as pattern recognition
and estimations. A time series forecast is an estimation of the future values of a time series
based on its past values. The goal of time series forecasting is to use the historical data
[xi−n, xi−1] of a time series to predict its future values [yi, yi+m] with [yi, yi+m] = [xi, xi+m].
This involves the challenge of mapping a sequence to another sequence; if m = 0, it becomes
the challenge of mapping a sequence to vector. LSTM neurons are cells that are controlled
by gates capable of filtering important events in long sequences. This allows the network
to retain information for longer periods of time, letting it handle input sequences with
long-term dependencies [31].

2.2.3. Hybrid Methods

Hybrid methods combine the strengths of various techniques to achieve improved
performance. These methods are characterized by their versatility, as they can combine
similar and disparate methods to optimize the model parameters and thresholds using
a combination of optimization algorithms. This approach can lead to a considerable
enhancement of overall performance, making hybrid methods a powerful tool in any data
scientist’s arsenal [25].

2.3. Data Collection

This section sheds light on the process of gathering and preparing the data for training
and validation.

2.3.1. Battery Cells

The battery cells used in this study were LIB power cells (LP2714897-51Ah-BEV). The
key specifications are summarized in Table 1.
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Table 1. Specifications of LIB LP2714897-51Ah-BEV power cells.

Format Prismatic
Cathode NMC
Nominal Capacity CN = 51.0 Ah (1/3 C), 50.0 Ah (1 C)
Nominal Voltage UN = 3.65 V
Charge limitations 1.5 C (Continuous)@ 25 ◦C; 3 C (30 s, 50% SoC)@ 25 ◦C
Discharge limitations 2 C (Continuous)@ 25 ◦C; 4.2 C (30 s, 50% SoC)@ 25 ◦C

Data were collected for nine cells, which were kept under constant environmental
conditions in climate chambers with assigned ambient temperatures Tamb (see Table 2).

Table 2. Progression of the initial CBoL and current Ccur capacity of each cell along with the SoHCap

calculated with the method outlined in Equation (2).

Cell CBoL [Ah] Ccur [Ah] SoHCap [%] Tamb [◦C]

1 52.504 47.360 90.203 25
2 52.456 47.128 89.843 25
3 52.417 47.520 90.658 25
4 52.340 41.706 79.683 45
5 52.542 43.719 83.206 45
6 52.500 44.341 84.459 45
7 52.607 48.693 92.559 5
8 52.554 48.381 92.060 5
9 52.497 48.834 93.023 5

Four temperature sensors are assigned to each cell. One sensor is at a fixed point in the
climate chamber without any direct contact with the cell. Its function is to record Tamb. The
positive terminal (denoted by Tpos) and negative terminal (denoted by Tneg) are monitored
by their corresponding sensors, with the sensor Tcell located at the center of the housing. It
is noteworthy to highlight that during the model training process only Tamb was employed.
This choice stemmed from practical considerations, as equipping every individual cell in a
battery system with temperature sensors is not a viable option in real-world applications.
Figure 1 shows the voltage, current, and temperature profiles for two selected examples. It
can be seen that there is an offset among the sensors attached to the cell and Tamb. This is
most likely due to the placement of the sensors in different locations in the climate chamber,
as the temperatures Tpos, Tneg and Tcell are much more aligned with each other.
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Figure 1. Four diagrams featuring two examples of a single cell’s load performance. The first
illustration, labeled (a), depicts a capacity check-up procedure and the second illustration, labeled (b),
showcases ten drive cycles along with the corresponding charging cycles. The voltage U, current I,
and all temperatures (Tpos, Tneg, Tcell, Tmean, and Tamb) are displayed.
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2.3.2. Method of Measurement

Each cell underwent the same experimental procedure. There was one BoL check-up
and one EoL check-up when the cell has reached its EoL criterion. In the meantime, the cells
were repeatedly cycled for 100 worldwide harmonized light vehicles test procedures (WLTP)
at a specific temperature according to Table 2, followed by another capacity check-up. To
ensure accuracy, each check-up at BoL, EoL, and after 100 WLTPs began by tempering the
climate chamber to Tamb = 25 ◦C. The check-up process comprised a differential voltage
analysis, a pulse test, an electrochemical impedance spectroscopy, and a capacity check. In
this study, our focus is solely on the capacity check to determine SoHCap. Figure 1 illustrates
an example of one capacity check (in Figure 1a) and one drive cycle (in Figure 1b).

Figure 1a,b displays the voltage U, current I, and temperatures Tpos, Tneg, Tcell, and
Tamb, as described in Section 2.3.2. Tmean is the average of the three temperatures at any
given time step t. Figure 1a displays three CCCV cycles. Next, the cell was prepared for
further procedures with SoC = 50%. To determine the available capacity, the mean of the
charge and discharge cycles was taken. Table 2 lists the BoL capacities, current capacities, and
SoHCap calculated using Equation (2), which can help to understand the production variance
among cells. The variation in the current available capacity Ccur was expected due to the
ambient temperature Tamb, as per Table 2. Higher temperatures increase aging mechanisms, as
described in Section 2.1. Figure 1b illustrates an example of the drive cycle, starting with 5 CC
charging cycles at different potentials, followed by a 2 min break, another CC charge cycle,
a CV charge cycle until the current I dropped I < C/20 of the charge, a 10 min break, and
repeated WLTP cycles until SoC = 5%. The current profile considers higher-level operating
limits, including the pulse concept and current limits. As a result, the current increases as the
voltage decreases.

2.3.3. Data Preparation

The goal of this study was to develop a model that can be implemented on a standard
BMS. To achieve this, the scope of available input parameters, denoted by x, was kept to a
minimum. By analyzing the voltage U response to a corresponding current profile I, we
aimed to determine the SoHCap of each cell. To make the model viable for systems that do
not come equipped with temperature sensors for each cell, we only rely on the ambient
temperature Tamb. In addition, we cannot assume a steady flow of data points; this means
that a time parameter ∆t providing the time period from one data point i to the last i − 1 is
provided. The output parameter ypred is the value to be predicted by the model (SoHCap).
To summarize, the parameters available in this study are[

x
ypred

]
=

[
I U Tamb ∆t

SoHCap

]
. (4)

As detailed in Section 2.3.2, the SoHCap was determined through periodic check-ups
every 100 drive cycles. The data points were linearly interpolated between each check-up
cycle. The plateaus visible between data points reflect the time elapsed before the next
100 drive cycles were initiated. Figure 2 illustrates the aging progression of each cell. For the
sake of comparison, the figure displays SoHCap over the recorded data points i rather than the
time labels t. As a result, no plateaus are visible during periods when the cell was at rest.

The absence of capacity regeneration processes suggests that the periodic check-ups
are appropriately spaced and the drive cycles have a significant impact on the degradation
of the cell’s health [32]. The parameters U, Tamb, ∆t, and SOHCap were scaled to the range
[0, 1] using Equation (5), with xsc,i being the scaled value at data point i and xunsc,i the
unscaled value at data point i. The I parameter requires a larger range to distinguish
between no load and low-level values. For instance, I = 0 means that there is no load on
the cell (the cell is relaxing), while Tamb = 0 is plainly another temperature; therefore, I is
scaled by Equation (6). Table 3 provides all of the information regarding the scaling process.
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xsc =
xunsc − xuse|low

xuse|high − xuse|low
(5)

Isc =
Iunsc

|Iuse|low|
(6)
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Figure 2. SoHCap for each of the nine cells plotted over the course of its lifespan.

Table 3. The minima (low) and maxima (high) of each input and output parameter across all nine
cells under xact. The actual values used to scale the data are under xuse.

xact xuse
Low High Low High

U 2.793 V 4.371 V 2.600 V 4.500 V
T −22.88 ◦C 61.62 ◦C −25.00 ◦C 70.00 ◦C
I −116.0 A 80.02 A −120.0 A 81.00 A

dt 0.000 s 5117 × 102 s 0.000 s 10 × 102 s
C 41.71 Ah 52.61 Ah 40.00 Ah 54.00 Ah

The variable x represents all input and output parameters. The parameter xact indicates
the maximum and minimum values for each parameter, while xuse represents the specific
scaling values applied in the current study. The scale parameter dtuse was deliberately set
to a smaller value compared to dtact in order to accommodate the majority of dt values,
which were less than 1 s in 99.974% of cases, while C|low was set to C|low = 40 Ah to ensure
that the SoHCap range of the cell with the lowest CBoL could easily reach SoHCap = 80%, as
ANNs are not able to work with values outside of the predetermined scaling parameters.

2.4. Realization of the SoH Model

This section delves into the methods used to develop and enhance the SoH model.

2.4.1. Strategy

The objective of this study was to evaluate the voltage response at different points
in the lifespan of a cell under operating conditions using a current pulse. Our proposed
approach is termed a “hybrid approach”, as it deviates from conventional time series
forecasting and classification problems. Instead of using the entire time series data stream
to the ANN analysis, we employed a filtering equation to isolate and analyze specific
current pulses. Subsequently, a focused time window surrounding each identified pulse
was selected and treated as an independent time series. The current pulses occur naturally
during drive cycles, not as a result of a separate testing procedure. To accurately analyze
the current data, the following filtering equation was employed:
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∆Ii = Ii − Ii−1 (7)

where Ii is the value at data point i, Ii−1 is the value at data point i − 1, and ∆I0 is defined
as ∆I0 = 0. A data point i is filtered out of a drive cycle when |∆Ii| ≥ hI,thr, with hI,thr
being a threshold parameter. Subsequently, a time frame around i is selected according to
the window size hwin. The time frame has a range of [i − hwin, i + hwin]. In Section 3.1 we
investigate the values of hI,thr and hwin, with an example visualization presented in Figure 3.
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Figure 3. Example showing an extract of a current profile of cell 1 in (a) and the corresponding
absolute value of ∆I as calculated with Equation (7) in (b).

Figure 3a shows an extract of the current profile of a drive cycle from cell 1 picked at
random, while Figure 3b shows the corresponding absolute value of ∆I as calculated with
Equation (7). Hence, each input array has the following shape:

xi =



Ii−hwin Ui−hwin Tamb,i−hwin ∆ti−hwin
Ii−hwin+1 Ui−hwin+1 Tamb,i−hwin+1 ∆ti−hwin+1

...
...

...
...

Ii Ui Tamb,i ∆ti
...

...
...

...
Ii+hwin−1 Ui+hwin−1 Tamb,i+hwin−1 ∆ti+hwin−1

Ii+hwin Ui+hwin Tamb,i+hwin ∆ti+hwin



T

. (8)

Another observation evident from the Figure 3 is that as the threshold hwin decreases,
the impact of the selected drive pattern diminishes. This is because the filtered current pulse
exhibits increasingly less variance compared to current pulses from other drive patterns.

The ANN architecture comprises an input layer, multiple hidden layers (hlay) each
containing numerous LSTM neurons (hneu), and an output layer with a single dense
neuron responsible for funneling all the information. The problem at hand deviates from
traditional time series forecasting due to its complexity. Two key factors contribute to this
classification discrepancy:

• As our aim was to demonstrate that an ANN can accurately determine the SoHCap
without prior knowledge of its SoH, the data were randomly shuffled before training
and the states within each LSTM neuron were reset after each time frame was processed.
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• Instead of analyzing a past output [xi−hwin , xi+hwin ] = [yi−hwin , yi+hwin ] to predict a
future output yi+hwin+1 = xi+hwin+1, we want to look at a past input [xi−hwin , xi+hwin ] ̸=
[yi−hwin , yi+hwin ] to predict a future output yi+hwin ̸= xi+hwin . Thus, this is a sequence-
to-vector or one-step estimation issue.

In this study, we used an Adaptive Moment Estimation (ADAM) optimization algo-
rithm, which adaptively adjusts learning rates of various parameters based on past gradient
information for faster convergence and better generalization performance of the model [33].

2.4.2. Hyperparameters

Hyperparameters (HP) are parameters that are determined ahead of the training
process. The choice of HPs has a large impact on the model’s performance, and finding the
optimal values requires experimentation, trial-and-error, or hybrid optimization approaches
(see Section 3.1). The first two HPs (hI,thr and hwin) have already been mentioned in
Section 2.4.1. The others concern the architecture of the ANN. First, the batch size hbatch
was kept constant, which was for two reasons:

• A larger batch size results in a delayed response time before the ANN produces its
initial estimation.

• A lower frequency of data processing by the training algorithm prior to the backprop-
agation process results in a less generalized model [34].

The number of iterations or epochs was limited by utilizing an early stopping approach,
denoted as hES. Thus, if the training error did not show improvement after hES, the training
process terminated automatically. The value of hES is closely related to the learning rate,
regulated by the ADAM optimizer and represented as hLR. To simplify the process, the
early stopping HP was set to a constant value of hES = 10 during the HP optimization
phase. The final two HPs are the number of neurons in each layer of the LSTM network,
represented as hneu, and the number of layers, represented as hlay.

3. Results

This section provides a summary of this study’s findings, beginning with the results
of the hyperparameter investigation followed by the presentation of the final SoH model.

3.1. Hyperparameter Optimization

To evaluate the models with individual HPs, a constrained global optimization pack-
age built upon Bayesian inference and the Gaussian process was used [35]. The first step
is to initialize boundary conditions. This requires experiments in advance to gain an un-
derstanding of the architecture’s performance. Table 4 lists the lower limits of each HP in
“min” and the upper limits in “max”. Next, the algorithm picks a random combination of
HP values for nrdm steps in order to gain an understanding of the given search space. This
is followed by a Bayesian update procedure for modifying the Gaussian process model at
each new step for nbay iterations, attempting to find the minimum value of an unknown
high cost function in as few iterations as possible. To save time, only 80% of the data from
cells 1, 4, and 7 were taken.

Table 4. Boundary conditions and results of all HPs during the optimization process.

HP hwin hlay hneu hLR hI,thr

min 1 1 1 10−6 35 A
max 10 30 120 10−1 55 A

Results 4 3 66 1.75 × 10−4 44.3 A

In this study, the process was initialized for nrdm = 10 steps and continued to run for
an additional nbay = 37 iterations. Due to the stochastic nature of ANNs, every iteration
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went through the training process three times and the arithmetic mean of the MSE was
calculated. The results of this experiment are visualized in Figure 4.

All six diagrams are ordered by rank (lowest rank = lowest MSE). The upper diagram
shows the MSE of each rank. The arithmetical mean is represented by red bars, while the
individual training process is represented by blue markers. The lower five diagrams show
all of the HPs in question. It was expected to find the best results with a higher threshold
hI,thr; however, a higher threshold reduces the amount of time frames, and consequently the
amount of training data on which the ANN can be trained. Thus, it can be concluded that
the ANNs with hI,thr < max(hI,thr) outperformed the ANNs with hI,thr = max(hI,thr). Table 4
shows the rank 1 results of the experiment.
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Figure 4. Results of the Bayesian optimization process.

3.2. SoH Model

The ANN was modeled according to Section 2.4.1. Table 4 lists the values used to
train and design the model with the full dataset, as described in Section 2.4.2. However,
the hLR parameter had to be adjusted to the amount of training data available. In addition,
the early stopping parameter was set to hES = 80. The metric used to train the model is
the training loss. Therefore, the available data were split into training and validation data.
Data for cells 3, 6, and 9 were reserved to validate the model. Thus, the training/validation
split was 17/8. The MSE progression during training is shown in Figure 5.

It can be seen that the MSE for the training and validation progresses do not drift
apart; thus, no signs of overfitting are visible. The MSE for the training data significantly
outperforms the validation MSE by multiple factors. This observation underscores the
necessity of conducting a more thorough examination of hI,thr. As more data points lacking
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beneficial value to the algorithm are present in the training process, the ANN tends to
gravitate towards generating a look-up table rather than analyzing the voltage response.
Consequently, the MSE trends begin to diverge. Despite successfully implementing an early
stopping approach to mitigate notable overfitting, the noticeable difference in MSE suggests
that an improved filtering method would enhance the effectiveness of this approach.
The results are shown in Figure 6, where ypred show the rescaled output of the ANN in
comparison to the rescaled ground truth yGT.
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Figure 5. Training and validation MSE progression over iteration.
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Figure 6. The diagrams display the results of the SoHCap algorithm applied to data points across all
nine cells. These diagrams illustrate the comparison between the actual values yGT, the predicted
values ypred, and the middle values ymid.

The graphs depict the SoHCap for each individual cell. The ground truth values,
represented by yGT, are the same as in Figure 2. Because the x-axis in all the subfigures is
tailored to the BoL and the last recorded cycle, the numerical notation is not displayed here
and can be found in Figure 2. The raw estimations, represented by ypred, show a significant
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amount of noise. The noise in the data suggests that not all filtered current pulses provide
the same quality of information to the ANN. Nevertheless, a discernible trend can be
observed, which can be extracted with some additional processing on ypred to create ymid.
Despite repeating WLTP multiple times, the noise does not exhibit any periodicity; hence,
it can be concluded that the data do not suffer from overfitting, and instead reflect the
response of the voltage to the corresponding current pulse. This reinforces the robustness of
our analyses. To determine the actual SoHCap of the battery cell and extract the underlying
trend in the noise, we applied an averaging procedure; specifically, we computed the
average over a range of nmid data points for all data points i using the following equation:

ymid,i =
1

nmid

i+nmid

∑
m=i

ypred,m. (9)

To find an appropriate value for nmid, the MSEs for various values were calculated.
The results are shown in Figure 7.
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Figure 7. Diagram displaying the MSE values of the middle estimation ymid in relation to the
corresponding middle value nmid for each individual cell. The minimum MSE values are highlighted
with a red dot, while a green line indicates the average minimum MSE across all cells.

The extrema for nmid are marked with a red dot, and are not in tandem. The trade-off
in this study is the value nmid = 114 (green dashed line). Table 5 shows the MSE for
nmid = 1, MSElow for the respective extrema, and the MSE114 for nmid = 114. This yields a
comprehensive average error of 1.84% across the entirety of the cells.

Table 5. Table presenting the MSE results of the final trained model. The MSE column illustrates the
MSE of the predicted values ypred, the MSElow column displays the MSE of the middle estimations at
their optimal middle value nmid, and the MSE114 column shows the MSE of the middle estimations
when nmid = 114.

Cell MSE MSElow MSE114 RMSE114

1 6.6272 × 10−4 8.4645 × 10−5 8.4670 × 10−5 9.2016 × 10−3

2 6.0713 × 10−4 81026 × 10−5 8.1082 × 10−5 9.0046 × 10−3

3 2.7322 × 10−3 6.4431 × 10−4 6.6272 × 10−4 2.5743 × 10−2

4 1.1279 × 10−3 1.7370 × 10−4 1.7371 × 10−4 1.3180 × 10−2

5 1.1123 × 10−3 8.6745 × 10−5 8.7046 × 10−5 9.3298 × 10−3

6 1.1396 × 10−2 3.0567 × 10−3 3.0567 × 10−3 5.5287 × 10−2

7 2.6580 × 10−4 4.5865 × 10−5 5.3300 × 10−5 7.3007 × 10−3

8 3.0578 × 10−4 1.0067 × 10−4 1.4647 × 10−4 1.2102 × 10−2

9 2.9550 × 10−3 6.0781 × 10−4 6.1529 × 10−4 2.4805 × 10−2
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The visual results ymid for nmid = 114 are shown in Figure 6.

4. Discussion

To fully unleash the potential of this approach, a more robust pulse filter that effectively
minimizes overall noise needs to be created, which could render the need for data smoothing
obsolete. However, this would require an increased quantity of data with greater diversity.

5. Conclusions

A dataset comprising nine cells from three different temperature environments was
created, including WLTP drive cycles and an extensive check-up procedure. The data were
labeled with the corresponding SoHCap for machine learning purposes. Current pulses were
filtered from the WLTP drive cycles and a functioning LSTM-based ANN was developed
to analyze the voltage response to set current pulses. The network was optimized using
a Bayesian optimization algorithm to achieve a cost effective and rapid hyperparameter
solution. This hybrid approach led to a tool for estimating SoHCap. While the result
produced some noise, this was smoothed out over 114 data points to improve accuracy.
To the best of our knowledge, this is the first study to utilize drive cycles to filter pulses.
The results were subsequently analyzed by an ANN for SoHCap classification, thereby
eliminating the need for any initialization process, tracking methods, or additional system
information requirements. Furthermore, this study distinguishes itself by incorporating
three key features. First, it requires no further computations beyond the ANN, feature
scaling of input data, and data point averaging, none of which require expensive resources.
Second, it provides a versatile approach for assessing SoHCap > 76% at any stage of the cell’s
lifecycle by analyzing the voltage response to a given current pulse, thereby eliminating
the need for additional information. Third, it dispenses with the need for predefined CCCV
profiles, which offers two benefits: the BMS does not need to rely on special or frequent
events, and the probability of overfitting during training is reduced.

In Section 4, we have already highlighted the need for further investigation into the
filter approach. Other potential outlooks for future work include:
• Expanding the model’s scope: moving beyond individual cells to modules and complete

battery systems is crucial for performance testing.
• Considering alternative ANN methods: exploring convolutional and transformer-based

neural networks could be beneficial, as LSTM approaches are known for their time-
intensive training and computational costs.

• Diversifying the training dataset: incorporating a more varied dataset could offer a more
comprehensive understanding of the approach’s potential. These strategic adjustments
could contribute to a more nuanced exploration and application of the proposed model.
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Abbreviations
The following abbreviations are used in this manuscript:

Li-Ion Lithium-Ion
SoH State-of-Health
SoC State-of-Charge
LSTM Long Short-Term Memory
BMS Battery Management System
NASA National Aeronautics and Space Administration
CDM Cell Difference Model
CCCV Constant Current/Constant Voltage
CNN Convolutional Neural Network
ANN Artificial Neural Network
BoL Beginning of Life
EoL End of Life
MSE Mean Square Error
RMSE Root Mean Square Error
WLTP Worldwide Harmonized Light Vehicles Test Procedure
ADAM Adaptive Moment Estimation
HP Hyperparameter
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