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Abstract: Safety issues are one of the main limitations for further application of lithium-ion batteries,
and battery degradation is an important causative factor. However, current state-of-health (SOH)
estimation methods are mostly developed for a single feature and a single operating condition as well
as a single battery material system, which consequently makes it difficult to guarantee robustness and
generalization. This paper proposes a data-driven and multi-feature collaborative SOH estimation
method based on equal voltage interval discharge time, incremental capacity (IC) and differential
thermal voltammetry (DTV) analysis for feature extraction. The deep learning model is constructed
based on bi-directional long short-term memory (Bi-LSTM) with the addition of attention mechanism
(AM) to focus on the important parts of the features. The proposed method is validated based on a
NASA dataset and Oxford University dataset, and the results show that the proposed method has
high accuracy and strong robustness. The estimated root mean squared error (RMSE) are below 0.7%
and 0.3%, respectively. Compared to single features, the collaboration between multiple features and
AM resulted in a 25% error improvement, and the capacity rebound is well captured. The proposed
method has the potential to be applied online in an end-cloud collaboration system.

Keywords: attention mechanism; lithium-ion battery; Bi-LSTM; multi-feature; state-of-health

1. Introduction

Electric vehicles are gaining more and more popularity and applications. Lithium-ion
batteries are widely used as power sources in the power system of electric vehicles due
to the advantages of high energy density, long service life and low self-discharge rate [1].
However, lithium-ion batteries gradually degrades during usage. Battery degradation leads
to an increase in resistance and a decrease in capacity, which in turn leads to a decrease in
battery performance [2–4]. When the battery ages to less than 80% of its nominal capacity,
it is considered to be at the end of its life, at which point there is a high risk of thermal
runaway or other safety issues [5–7]. Therefore, it is critical to perform an accurate state of
health (SOH) estimation of the battery to ensure that it operates in a highly efficient and
safe way [8]. However, it is often difficult to accurately estimate the SOH of a battery due
to the superposition of multiple influencing factors such as internal side reactions, different
operating environments and different operating conditions of the battery [9,10]. Current
methods for battery SOH estimation can be classified into direct measurement methods,
model-based methods and data-driven methods [11].

The direct measurement method is usually based on the Ah integration method to
calculate the capacity or test the resistance of the battery to obtain results. However, the
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direct measurement method usually requires the complete charge–discharge cycle data to
be carried out, and the experimental process is affected by many external factors. The direct
measurement method is only suitable for specific application scenarios, and it is difficult to
be applied in dynamic and a complex on-board environment [12].

The model-based approach is usually performed by establishing battery models such
as the empirical model, equivalent circuit model (ECM) and electrochemical mechanism
model. The empirical model-based approach is based on fitting a functional relationship
between SOH and macroscopic signal quantities, and in practical applications, the SOH
values can be obtained simply by mapping the macroscopic signals. The ECM-based
approach simulates the operating characteristics of the battery by constructing a circuit
model and adding different circuit elements. The electrochemical mechanism model-based
method simulates the working process of the battery by constructing a multi-physical field
coupling model and considering the superposition of various side reactions to simulate the
capacity loss during the aging process, so as to obtain the SOH of the battery. Meng et al. [13]
combined the particle filter (PF) and empirical mode decomposition (EMD) methods to
estimate the end of life, proposed a simple PF parameter adjustment process and used
EMD in the state estimation phase of PF to avoid overfitting in the extrapolation process.
Singh et al. [14] proposed a semi-empirical model using battery charge/discharge cycles
as an input to achieve a fast and accurate SOH estimation. Rahimifard et al. [15] added
sensor bias to the ECM to improve the estimation accuracy, combined with an adaptive
smooth variable structure filter with a variable boundary layer strategy to estimate the
SOH by estimating the internal resistance. Yang et al. [16] attributed the aging of batteries
mainly to the breakage of cathode agglomerates and the thickness change of anode solid
electrolyte interface (SEI) film, and constructed a full-cell impedance model based on this
to estimate the SOH of batteries by parameters strongly correlated with SOH. Although the
ECM model-based and electrochemical model-based methods can achieve high accuracy
prediction, the model-based methods usually have problems for applicability and may have
poor performance in different cells and under different profiles. Additionally, it is usually
difficult to construct a high-precision battery model due to the complex mechanism and
coupling influence of multiple factors in the use process. While the empirical model-based
methods are simpler and have higher real-time performance in practical applications, the
accuracy and robustness of empirical models are often difficult to guarantee, and many
empirical models rely heavily on initial values as an open-loop method. At the same time,
there are problems of convergence difficulties and large errors in the edge region of the
battery aging curve.

In recent years, with the development of hardware, computer arithmetic power has
gained a qualitative leap. At the same time, with the development of data acquisition,
various databases have been expanded and enriched. Based on this, data-driven methods
became popular. Liu et al. [17] extracted features based on the curve of the constant-
current charging process and used a linear regression algorithm to achieve battery SOH
estimation. Li et al. [18] extracted features based on the charging voltage curve and
integrated five basic machine learning models to form a new model to achieve highly
accurate SOH estimation. Fan et al. [19] extracted features based on fixed voltage intervals
and used a back propagation (BP) neural network optimized based on a genetic algorithm
to estimate the battery SOH. The data-driven approach is based entirely on data and avoids
complex internal mechanism of the studied object, while enabling high accuracy and robust
estimation. However, it also leads to the problem that the data-driven approach is poorly
interpretable and highly dependent on the quality of the extracted features.

The features used for battery aging estimation include direct and indirect features.
Direct features are extracted from origin signals such as currents and voltages, which are
often more concise and require only a small amount of data pre-processing to obtain satis-
factory features. Shen et al. [12] divided the voltage and current curves into 25 segments,
taking the left endpoint of each segment as the feature, and conducted SOH estimation
based on deep convolutional neural network (DCNN). Lin et al. [20] used equal voltage
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interval charging time as a feature based on a given sampling step and voltage range.
Xu et al. [21] used the area and maximum slope of the voltage distribution in the constant
current charging stage and the differential of the temperature curve as features. However,
the selection of direct features is often based on observation and experience and lacks
sufficient basis, which leads to an unsure correlation between features and capacity fade.
In contrast, indirect features are usually subjected to signal analysis techniques for feature
extraction, which usually results in high-quality features with a strong correlation with
battery degradation. At the same time, the adoption of signal analysis techniques can, to
a certain extent, compensate for the poor interpretability of data-driven-based methods
and establish a link between macroscopic signals and internal battery responses. Currently,
the most commonly used signal analysis techniques include incremental capacity analysis
(ICA) and differential thermal voltammetry (DTV). The ICA technique was developed by
analyzing the voltage and capacity changes, and high quality features can be extracted
by analyzing the IC curves. The DTV analysis method uses the temperature data, fully
explores the entropy change information during the battery aging process and then estab-
lishes a connection with the phase change during the aging process [22–24]. Compared
to other signal analysis techniques, the DTV analysis method fully utilizes temperature
information. During the aging process of batteries, the micro phase transitions that occur
internally are inevitably accompanied by changes in energy, which is usually manifested
in the form of heat. DTV analysis fully explores this information and can extract aging
features that are more closely related to the micro phase transitions during battery aging
through macroscopic signals. However, the extraction of indirect features often requires
tedious data pre-processing to obtain high-quality features, which can lead to a certain
degree of reduction in model efficiency.

A single feature often cannot contain sufficient aging information in the feature, and
the collaboration of multiple features can effectively solve this problem and further improve
the performance of the model. Zhang et al. [25] proposed an improved method for obtaining
IC curves, which collects IC curves based on reference voltage and extracts incremental
capacity values of multiple equal voltage intervals as features. Meng et al. [26] used random
segments of the charging curve for IC analysis and extracted some curves as features.
Lin et al. [27] extracted poles and offsets as thermoelectric coupling features based on IC
analysis, DTV analysis and DTC analysis, and used them together with internal resistance
as input features of the model. Although there are several ways to obtain satisfactory
features, the information implied by different features is different, and the generalizability
across different battery systems and operating conditions may not be guaranteed. Despite
the joint application of multiple features effectively alleviating this problem, the importance
of different features in different time series is variable. Deep learning models suffer from
the problem of distraction and cannot distinguish the importance of different features
in different locations, which can lead to a reduction in the utilization of the information
embedded in features. Meanwhile, the selection of multiple features is another issue. The
selection of features should include information related to battery aging as comprehensively
as possible. At the same time, considering the computational efficiency issues in practical
applications, the selection of multiple features should also avoid complexity, duplicate
information and overly complex feature extraction.

In order to solve the above problem, this paper proposes a data-driven method to
estimate the SOH of a battery based on multi-feature collaboration and the addition of an
attention mechanism. Based on IC analysis, DTV analysis and the duration of the same
discharging voltage range analysis, features are extracted to capture the changes in thermal
and electrochemical characteristics that accompany microscopic phase transitions during
battery aging. At the same time, attention mechanism (AM) was added to the deep learning
model to capture the important sequence positions of important features in order to further
optimize multi-feature collaboration. Firstly, data pre-processing and feature extraction are
performed based on the NASA dataset and the Oxford University database, and feature
screening is performed by the Pearson correlation analysis method. Then, a deep learning
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model is built based on Bi-LSTM. Considering the different importance of different features
in different time series, AM is added to the model to extract the information embedded
in the data so that the model can focus on the important part of the important features
to solve the problem of scattered attention. Finally, the trained model is used for SOH
prediction, and the proposed method is validated with error analysis. This work shows
that the multi-feature collaboration approach can effectively improve the SOH prediction
accuracy with strong generalization. The correlation of different features with battery aging
on different time series is uneven, and the addition of the AM can effectively focus the
model on more important information. The proposed model can achieve highly accurate
SOH prediction, which is expected to be applied online in practical applications in the
framework of cyber hierarchy and interactional network (CHAIN) in combination with the
cloud platform [28].

The remaining sections of this paper are laid out as follows: Section 2 describes the
battery aging dataset and multi-feature extraction and analysis. Section 3 describes the
overall model architecture and algorithm details. Section 4 performs comparative validation
and error analysis. Section 5 summarizes the main conclusions.

2. Degradation Data and Multi-Feature Extraction
2.1. Dataset Description

In this paper, the battery degradation datasets of lithium-ion batteries from the NASA
database and Oxford University database were used [29,30]. The two datasets use bat-
teries of different material systems and different experimental conditions. Validation
based on cells of different material systems and different working conditions can effec-
tively demonstrate the generalization of the proposed method. The details are listed in
Tables 1 and 2, respectively. The capacity decay curves of the cells used in both datasets
are shown in Figure 1. In the Oxford University dataset, individual cells were found to
have capacity dips, so only cells #1, #3, #4, #7 and #8 were selected for the next analysis
and validation.

Table 1. Detailed battery technical information and experimental conditions of the NASA dataset.

Test Condition Technical Specifications

Nominal capacity 2 Ah
Cathode materials LiCoO2Charging current 1.5 A

Upper cutoff voltage 4.2 V Charge test CC-CV

Cut-Off Voltage

B5 2.7 V Discharge test CCB6 2.5 V
B7 2.2 V Environmental temperature 24 °CB18 2.5 V

Table 2. Detailed battery technical information and experimental conditions of the Oxford University dataset.

Technical Specifications Test Environment

Test subjects 8 × Kokam CO LTD Battery tester Bio-Logic MPG-205, 8 channel
Nominal voltage 3.7 V Environmental chamber Binder thermal chamber
Nominal capacity 740 mAh Cathode material LCO/NCO

Limit charge voltage 4.2 V ± 0.03 V
Charge test 2C-rate charge

Discharge test Attemis drives cycle discharge
Cut-Off voltage 2.7 V

Environmental temperature 40 ◦C
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Figure 1. Battery degradation curve. (a) NASA dataset. (b) Oxford University dataset.

2.2. Feature Extraction and Correlation Analysis
2.2.1. Duration of the Same Discharging Voltage Range

The first feature extracted is the duration of the same discharging voltage range, the
feature can be described as follows:

t = tVlow − tVhigh (1)

where t represents the duration of the same discharging voltage range, and tVlow and
tVhigh represent the time corresponding to the maximum and minimum voltage within the
specified voltage range, respectively.

For the NASA dataset, the voltage region was chosen to be 3.5–3.9 V. For the Oxford
University dataset, the voltage region was chosen to be 3.7–4.1 V. The extracted equal-
interval discharge voltage times are direct features, and although they can be obtained
more concisely, the amount of information contained in them is often insufficient. In this
paper, two signal analysis techniques, ICA and DTV, are used to extract indirect features to
complement the information contained in the features.

2.2.2. Incremental Capacity Analysis

ICA technology can establish a link between battery aging and the detachment and
embedding of lithium ions inside the electrodes. By analyzing the relationship between
voltage and capacity changes, the voltage plateau region is characterized visually in the
form of peaks and valleys in the curve, and thus, battery aging can be effectively monitored
and characterized. The incremental capacity analysis can be calculated:

dQ
dV

= I × dt
dV

(2)

where Q represents the discharge capacity, I represents the discharge current, V represents
the discharge voltage and t represents the discharge time.

Since IC analysis performs a differential operation, it inevitably amplifies the errors in
the data due to sampling. For this reason, the data is first preprocessed when IC analysis is
performed. Data preprocessing includes resetting the sampling interval as well as filtering.
For the Oxford University dataset, the sampling interval was reset to 20 s. Due to the small
amount of data in the NASA dataset, the sampling interval was not fixed for the NASA
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dataset, and only the filtering operation was performed. The SG filter, which is good at
handling peak and valley information, was used for filtering. The SG filter is:

y(i) =
j=p

∑
j=−p

1
Nc

Cjx(i + j) (3)

where y represents the signal after smoothed, Cj the coefficient and x the signals.
Figure 2c,d show how the IC curve changes as the battery ages. It can be seen that the

peaks in the curve move accordingly with battery aging, and the features thus extracted
can establish a strong correlation with SOH.
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2.2.3. Differential Thermal Voltammetry

The DTV analysis technique describes battery aging based on the information of
entropy change during battery degradation. The phase change during battery aging is
accompanied by energy change, which further reacts as entropy change; thus, battery aging
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can be analyzed by two macroscopic signal quantities, voltage and temperature. DTV
analysis can be described as follows:

DTV =
dT
dt
dV
dt

=
dT
dV

(4)

where dT represents the differential of battery temperature and dV the differential
of voltage.

In conducting the DTV analysis, the same data pre-processing process described in
Section 2.2.2 was first adopted. Figure 2e,f shows the change process of the DTV curve with
battery aging, and it can be seen that there are two obvious peaks and one valley in the
curve for the two datasets with different battery material systems and different operating
conditions. There are a large number of features extracted based on DTV analysis, so we
selected some of them with a high correlation coefficient to be used. For the NASA dataset,
the peak and valley location information was selected as the feature, while for the Oxford
dataset, the peak position of the second peak was selected as the feature. The Pearson
correlation analysis is:

rxy =
∑n

i=1(xi − x)(yi − y)√
∑n

i=1(xi − x)2
√

∑n
i=1(yi − y)2

(5)

where x and y are the variables.
The correlation analysis results of all the final selected features are shown in Figure 3.

All the extracted features have high correlation with SOH.
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3. Methodology
3.1. Bi-LSTM Network

Bi-LSTM consists of two LSTMs that learn and extract temporal features from the
forward and backward directions, respectively. In Bi-LSTM, the two output vectors are
stitched into a new vector, which is the final description of the current sequence. Bi-LSTM
is able to fully integrate information from the past and the future, which can capture
the temporal information embedded in the features better than LSTM. Each unit can be
expressed as:

ft = sigmoid
(

w f xxt + w f sst−1 + bt

)
(6)

it = sigmoid(wixxt + wisst−1 + bi) (7)

c̃t = tanh(wcxxt + wcsst−1 + bc) (8)

ot = sigmoid(woxxt + wosst−1 + bc) (9)

ĉt = tanh(ct) (10)

where ft is the output of the forgetting gate, it is the output signal of the output gate, c̃t is
the preliminary information to be input into the memory cell c, ot is the output signal of the
output gate and ĉt is the preliminary information to be output to the hidden layer state s.

3.2. Attention Mechanism

AM is a mechanism to focus the model on the important positions of different features
by assigning weights to the features in a probabilistic way. During the training process
of the network, the weight assignment strategy is trained together with it. By assigning
weights through AM, the model will focus on the important parts of the features and assign
higher weights to the important parts. For information with low relevance, lower weights
are assigned. In this paper, AM is introduced to improve the performance of Bi-LSTM
and solve the distraction problem of the model in the long series problem. The AM can be
described as follows:

et = u tanh(wht + b) (11)

at = exp(et)

/
t

∑
j=1

exp
(
ej
)

(12)

st =
i

∑
t=1

atht (13)

where u and w are the weight, b the bias, at the attention weight, ht the input vector of the
attention layer, et the value of the hidden layer and st is the output.

For multi-feature, this paper adds AM in the time dimension while setting unshared
weights for different features in the same time sequence, which means that the weights
among different features in the same sequence are also different, so that the model focuses
on the important sequence while also focusing on the important features in the current
sequence, which further optimizes the model.

3.3. Framework of the Proposed SOH Estimation Model

Figure 4 shows the overall framework of the proposed model in this paper. The
data are first subjected to some pre-processing and then feature extraction. The extracted
features and volume data are constructed into a time series format and input to the deep
learning model for training. The deep learning model consists of an input layer, Bi-LSTM
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layer, Dropout layer, AM layer and output layer. The data is fed through the input layer,
then the temporal features in it are captured by the Bi-LSTM, and a nonlinear mapping is
established for the SOH. The Dropout technique is used to prevent overfitting. The AM
layer focuses the model on the important part of the features by assigning weights to capture
the importance of different features in different sequence positions. The hyperparameters
of the whole model are automatically searched for by Bayesian optimization techniques.
The optimized hyperparameter includes the unit number in each layer and the Dropout
rate. The training of the whole model is carried out based on the RMSprop algorithm.
Finally, the trained model is used for prediction, the comparison between different features
and different algorithms is validated and the error analysis is performed.
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4. Results and Discussion
4.1. Estimation Results Based on a Single Feature and Multiple Features

In this sub-section, a comparative validation is performed based on battery #5 from
the NASA dataset and battery #3 from the Oxford University dataset. The prediction
results are compared using single and multiple features as input features, respectively.
Then, the prediction results before and after the addition of AM are compared to verify
the optimization effect of the addition of AM on the model. The results are shown in
Figures 5 and 6, where the black dot plots represent the real SOH and the red dot plots
represent the predicted SOH. It can be seen that for the NASA dataset, the RMSEs of the
prediction results using single features are both around 0.5% and the MAEs are both around
0.4%. For the Oxford University dataset, the RMSEs using single features are around 0.2%
and the MAEs are around 0.15%. It can be seen that the extracted features all reflect the
battery aging well, among which the features extracted based on DTV achieved the best
estimation results among them, with RMSEs of 0.357% and 0.214% for the prediction results
on the two datasets, respectively, which indicates that the DTV analysis method can better
establish the macro–micro connection in the battery aging process by reflecting the battery
aging practice through entropy change. The errors of the prediction results using multiple
features are both lower than those using single features, with RMSEs of 0.337% and 0.189%
for the prediction results on the two datasets, bringing an error improvement of 5.6% and
11.6%, respectively, compared to the optimal results using single features. This indicates
that the collaboration of multiple features can bring more comprehensive aging information
and further improve the data quality to achieve higher prediction accuracy of the Bi-LSTM.
The addition of AM further improves the prediction accuracy of the model. The RMSEs of
the prediction results on the two datasets are only 0.298% and 0.146%, and the MAEs are
only 0.217% and 0.122%, respectively. This indicates that the addition of AM can further
bring optimization to the model, so that the model can focus on the significant sequence
positions of the important features in the features. The collaboration of multiple features
and AM can bring substantial optimization to the model, and the collaboration of multiple
features and AM can bring about 25% error improvement to the model compared to the
optimal results using single features, which significantly improves the performance of
the model.

4.2. Validation and Robustness Verification on Different Batteries

In this sub-section, the proposed method in this paper was validated on all cells on
both datasets based on multiple features. The comparison of the prediction results with
and without AM was also performed on each cell. Then, the robustness of the proposed
method was verified. Figure 7 shows the prediction results on different cells. The results
show that the proposed method achieves high accuracy in prediction on all cells. For the
NASA dataset, the RMSE and MAE of the prediction results are around 0.4% and 0.3%,
respectively. For the Oxford University dataset, the predicted RMSE and MAE are around
0.2%. For all cells, the addition of AM brings an improvement in accuracy, which further
illustrates the effectiveness of collaboration between AM and multi-feature methods. For
the verification of robustness, the verification is performed by artificially excluding the
top 20% of battery data to simulate different battery start-up cycles. The estimation results
are shown in Figure 8 and Table 3. It can be seen that the proposed method in this paper
has strong robustness, and the predicted RMSE and MAE are only within 0.2% of each
other compared to the 0-start cycle case. The strong robustness of the method is largely
due to the collaboration of multiple features. In practical applications, outliers often appear
in the features due to various environmental disturbances and sampling errors. Since
the data-driven approach is completely dependent on data quality, the impact of such
occurrences on the prediction results would be devastating when using single features. The
collaboration of multiple features can effectively avoid this extreme situation, and when
one feature has a problem, the other features can still guarantee the prediction accuracy,
thus ensuring the reliability and robustness of the prediction.
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Figure 5. SOH estimation results of battery B5 of the NASA dataset. (a) Results of using duration of
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of using DTV as the feature. (d) Results of using multiple features. (e) Results of using multiple
features and AM collaboration. (f) Error analysis of the estimation results.
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Figure 6. SOH estimation results of battery #3 of the Oxford University dataset. (a) Results of using
duration of the same discharging voltage range as the feature. (b) Results of using ICA as the feature.
(c) Results of using DTV as the feature. (d) Results of using multiple features. (e) Results of using
multiple features and AM collaboration. (f) Error analysis of the estimation results.
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Figure 7. SOH estimation results of validation on other batteries. (a) B6. (b) B7. (c) B18. (d) #1. (e) #4.
(f) #7. (g) #8. (h) Error analysis of the estimation results of multiple features without AM. (i) Error
analysis of the estimation results of multiple features with AM.

4.3. Validation on Batteries with Different Material Systems and Comparison with Other Works

In this sub-section, the proposed method in this paper is validated on the MIT–
Stanford–Toyota Research Center dataset [31]. This dataset uses a lithium iron phosphate
battery, which is different from the ternary lithium battery system of the NASA dataset and
Oxford dataset. We further validated the generalization ability of the proposed method
on different battery systems. The estimated results are shown in Figure 9. The batteries
numbered 20, 22, 36 and 44 were selected for validation, and the results showed that the
proposed method achieved satisfactory estimation results on batteries made of the lithium
iron phosphate material system. The RMSEs of the predicted results were all below 0.6%,
which is comparable to the estimated results obtained on the ternary material system. The
validation results further indicate that the proposed method has strong generalization on
batteries with different material systems.
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Table 3. RMSE and MAE of SOH estimation results of robustness validation.

Battery B5 B6 B7 B18 #1 #3 #4 #7 #8

RMSE (%) 0.292 0.696 0.341 0.434 0.216 0.162 0.231 0.229 0.191
MAE (%) 0.198 0.531 0.248 0.357 0.184 0.124 0.188 0.182 0.148

Finally, a comparison between this paper and other works was conducted, and the
results are summarized in Tables 4 and 5. Table 4 shows the results based on the Ox-
ford University dataset, while Table 5 shows the results based on the NASA dataset. It
can be seen that compared with most methods, the method proposed in this article has
higher accuracy. Lin et al. [27] estimated the SOH based on the explanation boosting
machine–Ant colony algorithm (EBM-ACO) and combined it with the characteristics of
thermoelectric coupling and internal resistance. Xu et al. [21] estimated the SOH using volt-
age, temperature and IC as features based on the stacking-based ensemble learning model.
Gong et al. [32] estimated the SOH based on the LSTM–backpropagation (BP) neural net-
work and voltage as a feature. Zhang et al. [25] and Meng et al. [26] used IC as a feature
to estimate the SOH with LSTM and LSTM using Bayesian optimization. Gu et al. [33]
conducted further data dimensionality reduction and feature extraction based on multiple
signals and used the CNN-Transformer model to estimate the SOH. The accuracy of this
work is higher than that of the method proposed in this paper due to the powerful ability



Batteries 2023, 9, 329 15 of 18

of the Transformer model to handle sequence problems and the meticulous processing
of features. However, the meticulous processing of features can lead to a corresponding
decrease in the efficiency of the model.
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Figure 9. SOH estimation results of the MIT–Stanford–Toyota Research Center dataset. (a) #20.
(b) #22. (c) #36. (d) #44.

Table 4. RMSE of the SOH estimation results of different methods based on the Oxford dataset.

Method Data Split Portion Feature
RMSE (%)

#1 #3 #4 #7 #8

Proposed 6:4

DTV
IC

Duration of the same
discharging voltage

range

0.216 0.162 0.231 0.229 0.191

EBM-ACO [27] Leave-one-out
cross validation

IC
DTV
DTC

Internar resistance

0.77 1.49 0.59 0.79 0.77

Stacking-based ensemble
learning model [21]

Leave-one-out
cross validation

Voltage
Temperature

IC
0.72 0.62 0.42 0.53 0.45

LSTM-BP [32] Leave-one-out
cross validation Voltage 0.22 0.27 0.3 0.29 0.25
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Table 5. RMSE of the SOH estimation results of different methods based on the NASA dataset.

Method Data Split Portion Feature
RMSE (%)

B5 B6 B7 B18

Proposed 6:4

DTV
IC

Duration of the same
discharging voltage range

0.292 0.696 0.341 0.434

LSTM [25] K-fold cross validation Improved IC analysis 0.7 - 1.3 1.7
LSTM with Bayesian

optimization [26] 4:6 Partial IC curve 1.27 1.53 1.62 1.72

CNN-Transformer [33] 6:4

Capacity
Current
Voltage

Temperature
Sampling time

0.34 0.32 0.37 0.32

5. Conclusions

This paper proposes a multi-feature collaboration and data-driven method for SOH
estimation. Specifically, certain pre-processing of the data was performed first. The data
pre-processing included fixed sampling interval and filtering. The processed data were
subjected to multi-feature extraction, and the extracted features included equal voltage
interval discharge time, peaks and valleys extracted based on the IC analysis, and peaks
and valleys extracted based on the DTV analysis. The extracted features were input to a
deep learning model for training and prediction. The Bi-LSTM model was built with the
addition of a dropout technique to prevent overfitting and AM technique to focus on the
important parts of the features. The hyperparameters of the model were automatically
searched by using a Bayesian optimization algorithm, and the model was trained based
on an RMSprop algorithm. Finally, the trained model was used for prediction, and a
comparative validation and error analysis were performed. The validation was conducted
based on two datasets, which have different battery material systems and experimental
conditions. The results showed that the proposed method can achieve a highly accurate
SOH estimation. The RMSEs and MAEs of the prediction results based on the NASA
dataset were both around 0.5% and 0.4%, respectively. The RMSEs and MAEs based
on the Oxford University dataset were both around 0.2% and 0.15%, respectively. The
slightly poor estimation results based on the NASA dataset were due to the severe capacity
rebound in the NASA dataset, and the proposed method was able to capture the capacity
rebound well. Compared to single features, the collaboration between multiple features
and AM resulted in a 25% error improvement. The main contributions of this paper are as
follows: (1) the collaboration of multiple features such as DTV, IC and the duration of the
same discharging voltage range fully explores the changes in thermal and electrochemical
properties that accompany microscopic phase transitions during battery aging, ensuring
that the information contained in the features is as abundant as possible, greatly improving
the performance of the model. (2) Adding AM on the basis of multiple features solves the
problem of scattered attention and can focus the attention of the model on the important
features and the important sequences, and further optimizes the model. (3) Multiple
feature extraction methods are based on voltage, current and temperature signals to avoid
significant errors caused by sensor errors in vehicle applications, and they provide backup
solutions. The collaboration of multiple features has increased generalization and has
been severely evaluated on multiple battery datasets using different materials. Satisfactory
estimation results have been achieved for different material systems and experiments,
demonstrating strong generalizability. (4) The collaboration of multi-feature and AM
brought a 25% error improvement compared to a single feature. Meanwhile, the RMSE of
the estimation results only differed by 0.2% under different battery start-up cycles compared
with the 0-start start-up case, demonstrating the strong robustness of the method. Based
on the CHAIN framework, the proposed method possesses the potential to be applied in
practical applications for online estimation in the end-cloud collaboration system.
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