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Abstract: Navigation of a wheeled robot in unknown environments is proposed in this paper.
The approach may be applied to navigating an autonomous vehicle in unknown environments,
such as parking lots. The navigation consists of three parts: obstacle avoidance behavior, target seeking
behavior, and a behavior supervisor. The obstacle avoidance behavior is achieved by controlling the
robot to move along an obstacle boundary through evolutionary fuzzy control. In the evolutionary
fuzzy control approach, a Pareto set of fuzzy controllers (FCs) is found though a multi-objective
continuous ant colony optimization algorithm. Target seeking behavior is achieved by controlling the
robot through hybrid proportional–integral–derivative (PID) controllers. The behavior supervisor
determines the switching between obstacle avoidance and target seeking behaviors, where the
dead-cycle problem is considered. Simulations and experiments were performed to verify the
effectiveness of the proposed navigation scheme.

Keywords: navigation; target seeking; multi-objective optimization; fuzzy control; evolutionary robots;
dead-cycle problem

1. Introduction

Navigation is an important task for autonomous vehicles and robots. Localization is an important
function in navigation. The sensors generally used in the positioning system of autonomous vehicles
include Global Positioning Systems (GPS), inertial measurement units, Light Detection and Ranging
(LIDAR), and camera sensors [1,2]. When lane markings are available, lane-detection systems, based on
LIDAR [3], and/or cameras [4,5], can provide lateral distance measurements from the lane markings
to the vehicle for lane-level navigation [6]. When load maps that contain accurate geometry of all
lanes and the three-dimensional (3D) structure of roads, such as overpasses, are known in advance,
navigation accuracy can be improved [7]. In unknown environments without lane markings, such as
basements and suburbs, another navigation approach needs to be developed. The techniques of robot
navigation in unknown environments may be employed to address this problem.

This paper considers the navigation of a wheeled robot in unknown environments. One important
task in navigating a car [8] or a robot [9–14] is obstacle avoidance. To complete this task, fuzzy control
of mobile robots and car-like robots has been proposed [9–14]. The reason why fuzzy controllers
(FCs) have been extensively used in this application is because their generic characteristics can handle
complicated topographies. The parameters in the FCs employed in [9–12] were obtained from manual
tuning. This manual design approach is time consuming and the performance of the designed FC
may be unsatisfactory because it is hard to find an optimal parameter set through hand crafting.
In addition, for the obstacle avoidance approach in [10,11], the FC used contains only two (left and
right) sensors, which is too simple to avoid collisions with obstacles of different shapes in complex
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maps. The collision-free approach in [12] uses the width of the obstacle to generate the coordinate as
a temporary target to avoid collision with obstacles. However, this method would not work properly
in some situations, such as when an obstacle is too large for a laser sensor to detect its boundary.

To address the above problems, evolutionary learning of FCs for obstacle avoidance through
different swarm intelligence algorithms has been proposed [13–15]. In this approach, when a robot
meets an obstacle, it is controlled to move along the obstacle boundary to avoid collisions. Different
algorithms towards optimizing the parameters in an FC have been proposed, including discrete
ant colony optimization (ACO) [13] and evolutionary group-based particle swarm optimization
(EGPSO) [14], to name just a few. The FCs used in these methods only consider robot–obstacle distance,
with the robot moving at a constant speed. Multi-objective optimization of an FC that optimizes
robot–obstacle distance, moving speed, and rule interpretability has been proposed [15]. Given the
three objectives, the multi-objective front-guided continuous ant-colony optimization (MO-FCACO)
algorithm was proposed to optimize FCs. In this approach, rules are generated using a clustering
algorithm, where the number of rules is equal to the number of clusters. The designed FC is applied to
control a robot for wall following. This paper applies the MO-FCACO to optimize FCs for obstacle
boundary following (OBF) in a navigation task. The OBF behavior ensures a collision-free behavior
and enables the robot to bypass obstacles. To simplify the design task, this paper focuses on the
two objectives of optimizing robot–obstacle distance and moving speed. The number of rules in the
optimized FCs is assigned in advance; the interpretability of the FCs is disregarded. Different from [15],
a new objective function, measuring the performance of the robot–obstacle distance is proposed. This
modification is proposed to improve the control performance when the robot turns around the corner
of an obstacle.

Navigation of a mobile robot can be divided into navigation in known and unknown
environments. For navigation in known environments, the environment map is available in
advance. The task of navigation aims to find an optimal robot path in the given map. One popular
approach is the A* algorithm [16] and its variants [17–19]. This paper considers navigation in
unknown environments. Different navigation approaches in unknown environments have been
proposed [14,20–26]. Among them, one efficient navigation approach that avoids the dead-cycle
problem was proposed in [14]. The dead-cycle problem means that a robot moves around in circles
or cycles between multiple traps. Based on the navigation approach in [14], this paper proposes the
following improvements. The first improvement concerns the locomotion control. The robot moves at
a constant speed when it executes the OBF and target searching (TS) behaviors in [14]. In addition,
the robot has to stop and rotate at the same site when it switches from the OBF to TS behavior. In this
paper, FC and hybrid proportional-integral-derivative (PID) controllers are proposed to control the
robot in executing the OBF and TS behaviors, respectively. Both the orientation and speed of the robot
are controlled in executing each behavior and the robot smoothly switches from the OBF to TS behavior
without stopping. The second improvement concerns the sensing and localization. To improve the
accuracy of robot–obstacle distance measurement, the sonar sensors in [14] are replaced by a laser
sensor in this paper. Based on the sonar sensor measurements, the robot is controlled, to move
within the robot–obstacle distance range of [0.1, 1] m in executing the OBF in [14]. In this paper,
the robot is controlled, to main a constant robot–obstacle distance of 0.5 m, based on the laser sensor
measurements. Regarding the localization, the rotary encoders equipped in the robot are used for
localization in [14]. In this paper, the robot is mainly localized using the hybrid of a Stargazer sensor
(http://www.hagisonic.com) [27] and the rotary encoders. The experimental results obtained from the
navigation of a Pioneer 3-DX robot verify the effectiveness of the proposed method.

This paper is organized as follows: Section 2 describes the rules in the FC and the two objective
functions defined to optimize FCs in executing the OBF behavior. This section also describes the
MO-FCACO used to optimize the FCs and introduces the proposed navigation scheme, including
the hybrid PID controllers for TS. Section 3 presents simulations and experimental results. Finally,
Section 4 presents conclusions.

http://www.hagisonic.com
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2. Materials and Methods

2.1. Fuzzy Controller and Obstacle Avoidance Behavior

Navigation consists of the two behaviors of TS and obstacle avoidance and a behavior supervisor.
In this paper, the obstacle avoidance behavior is achieved by controlling a robot to execute the OBF.
This paper employs an FC to control the robot in executing the OBF behavior. This section introduces
the used FC and the control objective functions.

2.1.1. Fuzzy Controller

Each fuzzy rule in the FC is described as follows:

Ri : If x1(k) is Ai1 And . . . And xn(k) is Ain
Then y1(k) is bi1 And . . . And ym(k) is bim

(1)

where x1(k), . . . , xn(k) are distance sensor inputs, y1(k), . . . , ym(k) are output control variables,
bi1, . . . , bim are real numbers, and Ai1, . . . , Ain are fuzzy sets. By using the algebraic product for
fuzzy-AND operation and the weighted-average defuzzifier, the output of the FC is calculated by

ym(k) =
∑r

i=1 ∏n
j=1 µij

(
xj
)
bim

∑r
i=1 ∏n

j=1 µij
(
xj
) (2)

where r is the number of rules and µij is a Gaussian membership function of Aij and is given by

µij
(

xj
)
= exp

−
(

xj −mij

σij

)2
 (3)

where mij is the center and σij is the width of the fuzzy set Aij. In the design of the FC, manual selection
of the FC parameters to execute the OBF behavior is time consuming. Therefore, all the free parameters
in the FC are learned through an evolutionary FC approach. The parameters to be optimized include
the center mij and width σij of each fuzzy set in the antecedent part and bim in the consequent part.

Therefore, given a pre-assigned number of rules r, the parameter solution vector
⇀
s in an FC can be

represented by
⇀
s = [m11, σ11, . . . , m1n, σin, b11, . . . , b1m, . . .

. . . , mr1, σr1, . . . , mrn, σrn, br1, . . . , brm] ∈ <r(2n+m)
(4)

2.1.2. Multiple Control Objectives

Navigation of a wheeled Pioneer 3-DX robot is considered. This robot includes two wheels and
one caster. A laser rangefinder is used as a distance sensor. The scanning range of the right-side is
divided into four ranges: [0◦, 25◦], [25◦, 45◦], [45◦, 70◦], and [70◦, 90◦]. The minimum reading from
each range is denoted as xi, i = 1, . . . , 4. For the right OBF, the four readings from the right side are
fed as FC inputs, i.e., n = 4 in Equation (1). The FC sends two outputs to control the speeds of the left
and right wheels, i.e., m = 2 in Equation (1). Figure 1 shows the training map in the evolutionary FC
approach. The FC is designed to control the robot with the two objectives of maintaining a proper
robot–obstacle distance and moving along the obstacle boundary with a fast-moving speed. The two
control objective functions are evaluated over a maximum number of Ttotal (=1500) control time steps
and are defined, as follows.
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The first objective function f1 is given by

f1 =
∑Ts

t=1

∣∣∣ Lwall(t)
dwall+dbou

− 1
∣∣∣+ 10× Pe

TS
+ (Ttoal − TS) (5)

where Lwall(t) is the sensor measurement at nearly 90◦, dwall (=0.5 m) is the desired distance from
the robot’s right-side boundary to the obstacle, and dbou (=0.2 m) is the distance from the laser to
the robot’s right-side boundary. The time step, Ts, is the total number of control time steps before
control fails. An FC is deemed as failed if the robot is far away from the obstacle (x3 or x4 > 2 m) for
two consecutive steps or too close to the obstacle (min

i
xi < 0.3 m). The number of uncompleted steps

Ttotal − TS is used as a penalty in Equation (5) for a failed control. Different from [15], an additional
term Pe is included in this objective function, to avoid a large deviation from the desired distance when
the robot is turning around a corner. The initial value of Pe is set to zero and is accumulated by one if
a large deviation occurs, i.e.,

Pe(t + 1) =

{
Pe(t) + 1, if |x4 − (dwall + dbou)|> 0.3 m

Pe(t), otherwise
(6)

The second objective function, f2, is given by

f2 =
1

∑Ts
t=1

∣∣∣Vspeed(t)
Ts

∣∣∣ + (Ttoal − TS) (7)

where Vspeed(t) is the speed of the robot. The aim of this objective function is to control the robot to
move as quickly as possible.

To maintain a constant distance from the obstacle, the robot should move with a low speed.
Because of the trade-off between these two objectives, the control problem can be formulated as
a multi-objective optimization problem. Instead of converting the multi-objective optimization problem
to a single-objective optimization problem and finding only a single FC solution, this paper applies
a multi-objective optimization algorithm to find a Pareto set of FC solutions. The MO-FCACO [15]
was used to address this control problem. The MO-FCACO was originally proposed to optimize
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interpretable FCs. This paper applies the MO-FCACO to optimize FCs with the only consideration
being control performance. The next section describes the MO-FCACO.

2.2. Multi-Objective Front-Guided Continuous Ant Colony Optimization

Figure 2 shows the flowchart of the MO-FCACO. A population contains a colony of ants. Each ant
selects a parameter solution vector

⇀
s i of an FC, as shown in Equation (4). The length of a solution vector

depends on the number of input sensor readings, n, the number of FC outputs, m, and the number of
fuzzy rules, r. The population size is denoted as N. The jth component in solution

⇀
s i is denoted as sj

i .
The initial population of solutions is randomly generated. After evaluation of the N initial solutions,
by applying their decoded FCs to control the robot in the training environment, the solutions are sorted
according their objective function values. The non-dominated sorting approach [28] is used. In the
non-dominated sorting, the non-dominated solutions constitute the first front F1. Solutions in front Fl
are dominated only by those in F1 to Fl−1. For solutions in the same front, performances are sorted
according to their crowding distances, to maintain solution diversity.
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Figure 2. Flowchart of the multi-objective front-guided continuous ant-colony optimization
(MO-FCACO).

Figure 3 shows a graphical representation of the solution generation scheme, in terms of nodes
and path segments. Each node represents a solution component. Each path segment is associated with
a pheromone level, where a higher pheromone level is assigned to the path segments connecting to
the nodes in a better performed solution vector. The solutions are sorted from the best to the worst,
so τ1 > τ2 > . . . > τN . For a new iteration, N/2 new solutions are generated from N/2 ant selected
paths. Half of the new solutions are generated from elite selection and the other half from tournament
selection. In the elite selection, the original solutions with higher pheromone levels are selected,
as shown in Figure 3. Therefore, the best one quarter of current N solutions are selected. In the
tournament selection, an ant randomly and uniformly selects two path segments and the one with
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a larger pheromone level is selected, as shown in Figure 4. The node connected to the selected path
segment constitutes a solution component.Inventions 2018, 3, 3  6 of 14 
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After generating the N/2 temporary solutions, a Gaussian sampling operation is applied to all
solution components. For a solution component sj

i in the temporary solution, the mean cj
i of the

Gaussian probability density function is set to be sj
i . The standard deviation (SD) σ

j
i of the Gaussian

operation is computed, based on the other N − 1 possible solution components of variable j and is
calculated by

σ
j
i = ε×

N

∑
l=1,l 6=i

∣∣∣cj
i − sj

l

∣∣∣
N − 1

(8)

The constant ε affects the spread of new solutions after this operation and is set to 0.85.

Finally, these new temporary solution vectors
⇀̃
s i move toward a well-performed solution

⇀
s i∗ ,

randomly selected from front 1. The new solutions are

sj
N+i = s̃j

i + ϕ ·(sj
i∗ − s̃j

i)i = 1, . . . , N/2 (9)

where ϕ is a uniformly distributed random number in [0, 1].
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The N/2 new solutions function as N/2 new FCs and are applied to the robot in the training
map to obtain the two objective function values. After the performance evaluation process, the N/2
new solutions and the original N solutions in the population are sorted again, based on the Pareto
non-dominated sorting and crowding distances. Finally, only the best N solutions are reserved,
as shown in Figure 5. The new solution generation, performance evaluation, and performance sorting,
and solution elimination operations are repeated until the stopping condition of a maximum number
of iterations is reached.Inventions 2018, 3, 3  7 of 14 
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2.3. Navigation

This section introduces the use of the TS control, followed by the behavior supervisor (BS), to
navigate the robot in unknown environments. The TS control uses hybrid PID controllers to control
the orientation and moving speed of the robot in reaching the target. The BS determines switching
between the TS and OBF behaviors.

2.3.1. Target Seeking

Moving toward a target is the most important task in navigating a robot. Therefore, the first step
in TS is determining the deviation angle between the robot front direction and a target. The positions
of the target and the robot are recorded using the world coordinate. The position and orientation of
the robot are obtained from a localization system. Figure 6 shows the angle θr of the front direction of
the robot and the angle θt of the target. The angle devigation θTS ∈

[
−1800, 1800] between the robot

and the target is calculated by
θTS = θt − θr (10)

In the hybrid PID control approach, two PID controllers, named the velocity-PID controller
and the orientation-scheduled PID controller are designed to control the robot moving speed and
orientation when reaching a target, respectively.
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The velocity-PID controller outputs Vbasic(t) control the common speed of the left and right wheels.
The control error is defined to be the distance DT (t) between the robot and the target. The velocity-PID
controller is represented by

Vbasic(t) = KP1DT(t) + KI1

t

∑
k=1

DT(k)·∆t + KD1[DT(t)− DT(t− 1)]/∆t (11)

where ∆t is the time between measurements of DT . The units of Vbasic(t), DT(t), and ∆t are rad/s,
cm, and sec., respectively. This paper sets KP1 = 1/100, KI1 = 1/200, and KD1 = 1/100. An upper
bound of 10 rad/s = 0.98 m/s is imposed on Vbasic(t) to avoid saturation, when combined with the
orientation controller.

The orientation-PID controller output Vore(t) controls the velocity of the right wheel. The orientation
PID controller is represented by

Vore(t) = KP2θTS(t) + KI2

t

∑
k=1

θTS(k)·∆t + KD2[θTS(t)− θTS(t− 1)]/∆t (12)

where the units of Vore(t), θTS(t), and ∆t are rad/s, degree, and sec., respectively.
The output Vore(t) is added to the original right wheel velocity. Via the combination of the velocity

and orientation PID controllers, the final speed control signals sent to the left and right wheels are:{
Vright(t) = Vbasic(t) + Vore(t)

Vle f t(t) = Vbasic(t)
(13)

The output Vore(t) is applied only to the right wheel, rather than to the two wheels in equal and
opposite directions, in order to keep the robot at a high moving speed.

In the selection of the PID coefficients in Equation (12), a scheduled coefficient is proposed.
For a large deviation (|θTS| > 450), the coefficient set KP2 = 1/10, KI2 = 3/200, and KD2 = 1/50 is
selected to reduce rise time. For a smaller deviation (|θTS| < 450), a smaller coefficient set KP2 = 1/15,
KI2 = 3/400, and KD2 = 1/50 is selected to reduce overshoot.

2.3.2. Behavior Supervisor

This section introduces the BS that determines the switching between TS and OBF behaviors.
First, the surroundings of the robot are divided into three regions, to determine if there are any
obstacles in the forward moving direction. The front, right, and left regions lie in [−30◦, 30◦], [0◦, 180◦],
and [−180◦, 0◦], respectively. The robot executes the TS behavior if the robot does not meet an obstacle
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(i.e., minimum sensor value <0.7 m) in the region at which the target is located. The neighboring
regions are overlapped to avoid collision of the robot with an obstacle when the robot executes the TS
behavior. Figure 7 shows an example of the reason why the regions are overlapped. If the right region
lies in [30◦, 180◦], where there is no obstacle, the robot executes the TS behavior. With the PID control,
the robot cannot turn immediately toward the target while moving forward. The forward movement
would cause the robot to collide with the obstacle in front. The divided regions and control strategy
are different from those in [14], where the left and right regions do not overlap the front region. In [14],
to execute the TS, the robot first stops and rotates on site to the direction of the target, after which
the robot moves directly toward the target. The proposed control method does not stop the robot,
which reduces the time taken to reach a target.

The robot switches to the OBF behavior when it meets an obstacle in the direction of the target.
The choice between the right or left OBF is determined by the minimum laser sensor measurements.
If the minimum measurement belongs to the left (right)-half region, then the robot executes the left
(right) OBF. Though the robot only learns the right OBF behavior in Section 3, the left OBF behavior is
directly available due to symmetric properties.Inventions 2018, 3, 3  9 of 14 
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To avoid the dead-cycle problem, the BS in [14] is used with some modifications. In this BS,
when the robot switches from TS to OBF, the distance from the robot to the target is stored in d1.
If the behavior changes from OBF to TS, the current robot–target distance d2 should be less than
d1. This mechanism ensures that the robot gets closer to the target through the TS behavior and
remedies the dead-cycle problem. Another switch variable, the step counter Cstep, is also considered in
the behavior switching process, to avoid oscillations due to fast behavior changes, especially in real
experiments. Different from the BS in [14], an additional condition, allowing the switching from OBF
to TS is considered. That is, if the robot–target distance is smaller than the laser sensing range and
no obstacle is found in the target regions, then the robot switches from OBF to TS. This additional
switching condition reduces path length, as shown in Figure 8. The switching condition was not
used in [14] because of the usage of low sensing range of the sonar sensors. It should be noted that
the objective in Figure 8 is to show the difference of the BS between [14] and the proposed method.
Therefore, the same FC designed using the MO-FCACO for OBF was used to control the robot in
Figure 8.
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3. Results and Discussion

3.1. Simulations

In the simulations, the FC consisted of ten rules. Therefore, a solution vector in Equation (4)
contained one hundred parameters. In the MO-FCACO, the population size was N = 40. The maximum
iteration number was set to 250. The simulation was performed using Webots Pro 7.4.0 (https:
//www.cyberbotics.com/). A Pareto set of successful FCs was obtained after the optimization process.
Among the FCs, the one that achieved the minimum f1 value (denoted as FC-P) and the one that
achieved the minimum f2 value (denoted as FC-S) were selected. Figure 9a shows the trajectories
of the robot, controlled using the two selected FCs in the training environment. Figure 9b shows
the trajectories of the robot, controlled using the two selected FCs in an unknown test environment.
The robot successfully moved along the wall boundary using the two FCs. The results in Figure 9 show
that trajectories of the FC-S controlled robot exhibited more oscillations than the FC-P controlled robot.
The FC-S controlled robot moved a further distance than the FC-P controlled robot.
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Figure 10a shows the navigation results from using the two FCs in two unknown environments,
Figure 10a shows that the robot successfully escaped different U-shaped obstacles, moved along the
boundary of thin obstacles by executing U-turns, and reached the target. Figure 10b shows another
environment, similar to a parking environment, where the robot should reach a specified empty space
automatically. Each square obstacle may be regarded as a parked car. The robot automatically passes

https://www.cyberbotics.com/
https://www.cyberbotics.com/
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through the empty parking spaces and successfully moves along neighbouring obstacles with small
gaps that are too small to pass through. Finally, the robot successfully reaches the target.
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For comparison, the FC design approach in [14] was applied to the same OBF task. In this design
approach, the FC controlled only the orientation of the robot, with the moving speed fixed at 0.6 m/s.
Figure 9 shows the trajectories of the robot controlled using the FC (denoted as FC-C) in the training
and test environments. The results showed that the FC-C controlled robot moved a shorter distance
than the FC-S and FC-P controlled robots. In addition, the robot could not maintain a proper robot-wall
distance while turning around corners because it cannot slow down its speed. The comparison result
shows the advantage of using the multi-objective FC approach in the OBF task.

3.2. Experiments

The software-designed FC-P, together with the proposed navigation scheme, was applied to
control a real Pioneer 3-DX robot. For the OBF behavior in the experiment, the four distance
measurement inputs of the FC were obtained from the laser rangefinder mounted on the robot.
For the TS, the robot was mainly localized using a Stargazer sensor (http://www.hagisonic.com),
mounted on the top of the robot. The coordinates and orientation of the robot were determined from
the measurements of the Stargazer sensor. These sensor measurements were used to find the DT (t)
and θTS in the velocity- and orientation-PID controllers, respectively. If the StarGazer sensor failed
to localize the robot at some time steps, then the encoders alone were used to estimate the robot’s
location. In navigation applications, the robot must know the target to which it moves. The target
can be automatically detected by the robot, such as using computer vision-based detection of the
target, or manually assigned by the user. In the experiment, the coordinate of the target was manually
assigned in advance. In the experiment, the robot stopped when the robot–target distance was within
10 cm. Figure 11 shows the navigation result in an unknown environment. Figure 11 shows that the
Stargazer sensor signals were not available in some control intervals. In these time intervals, the robot
was localized using the encoders. The robot automatically navigated to the target without a priori
knowledge of the environment map. Figure 12 shows snapshots of the experimental result. Figure 13
shows the measurements of the laser sensor when the robot executed the OBF behavior in the period
from time steps 25 to 160. The desired distance was Lwall(t) = 0.7 m. The peak distance values in
Figure 13 occurred when the robot moved along the outer corners with right angles. The value of the
objective function |Lwall/0.7− 1| in Equation (5) over the Ts(= 125) steps was 0.31.

In robot and vehicle navigations, accurate positioning is important. In the above experiment,
localization of the robot was implemented based on a Stargazer sensor. The localization approach is
feasible in indoor environments. In the scenario of vehicle/robot navigation in outdoor environments,

http://www.hagisonic.com
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a different positioning method should be employed. Sensors, such as GPS, inertial measurement
units, LIDAR, and cameras, have been employed for this purpose [1,2,7], as described in the
introduction section.
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Figure 13. The distance measurements from the laser sensor at 90◦ when the robot executes the OBF
behavior in the period from time steps 25 to 160.

4. Conclusions

A new navigation scheme in unknown environments was proposed in this paper. In this
scheme, to avoid collision with obstacles, the robot is controlled to perform the OBF behavior. In this
behavior, an FC is used and optimized through the MO-FCACO that considers the objectives of
controlled position accuracy and moving speed. The MO-FCACO-based design approach avoids the
time-consuming manual design of an FC and provides a Pareto set of FCs for selection. The hybrid
PID controllers used in the TS behavior help to increase moving speed and reduce oscillations of the
robot. The proposed navigation approach with the laser sensors considers the dead cycle problem
and successfully navigates the robot to a desired target. The navigation scheme may be applied to
autonomous vehicles in unknown environments.
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