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Abstract: With the high penetration of renewable energy into power grids, frequency stability and
oscillation have become big concerns due to the reduced system inertia. The application of the Battery
Energy Storage System (BESS) is considered one of the options to deal with frequency stability and
oscillation. This paper presents a strategy to size, locate, and operate the BESS within the power grid
and, therefore, investigate how sizing capacity is related to renewable energy penetration levels. This
paper proposes an identification method to determine the best location of the BESS using the Prony
method based on system oscillation analysis, which is easy to implement based on measurements
while actual physical system models are not required. The proposed methods for BESS size and
location are applied using MATLAB/Simulink simulation software (version: R2023a) on the Kundur
2-area 11-bus test system with different renewable energy penetration levels, and the effectiveness of
the applied method in enhancing frequency stability is illustrated in the study cases. The case studies
showed a significant improvement in steady-state frequency deviation, frequency nadir, and Rate of
Change of Frequency (ROCOF) after implementing BESS at the selected bus. The integration of BESS
can help to avoid Under-frequency Load Shedding (UFLS) by proper selections of size, location, and
operating strategy of the BESS within the power grid.

Keywords: battery energy storage system (BESS); renewable energy penetration; low inertia power
system; frequency response

1. Introduction

The substitution of synchronous generators with inverter-based renewable sources is
leading to a reduction in the overall inertia of the system. Hence, the increased integration
of high-level power electronic-based generation in the system results in a reduction in
system inertia, thereby rendering the system frequency more susceptible to disturbances
and potential frequency instability. In order to regulate frequency deviations, this highlights
the necessity for the development of advanced ancillary energy balancing services [1–3].

Several researchers have undertaken investigations into the effects of low inertia on
the stability and operation of power systems, primarily due to the significant penetration of
renewable energy sources. The study conducted in [1] examined the relationship between
system inertia and the operational difficulties arising from the reduction of inertia in the
system. This study suggests that the utilization of an energy storage system (ESS) or
the inertia of converter-connected generation could serve as a viable solution for low-
inertia systems.

The incorporation of battery energy storage systems (BESS) within power grids is
increasingly garnering attention as a significant area of focus for the provision of ancillary
services. According to [4], the inclusion of a frequency response service in the control
structure of a BESS enables the system to deliver its maximum rated active power within
one second of the occurrence of a frequency disturbance. In their study, the authors
in [5] examine the application of battery systems in the context of secondary frequency
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control and the mitigation of area control error (ACE) to achieve complete elimination.
The utilization of BESS for the purpose of power system oscillation damping has been
demonstrated in previous studies [6,7]. The intermittent nature of renewable sources,
such as wind and solar power, coupled with the inherent inaccuracies in their forecasts,
necessitates the implementation of battery systems as a feasible solution to address these
challenges, as demonstrated in reference [8].

Reference [9] described the utilization of the BESS to provide an inertia response
(IR) and primary frequency response (PFR). When only a few synchronous generators are
online, a BESS with adequate capacity could provide sufficient frequency reserves in a
power system. Reference [10] presented a detailed investigation of the effects of using BESS
to offer primary frequency management support in a power system that has an increasing
amount of renewable energy resources (RESs), particularly wind generation. To examine
the overall improvement in frequency response resulting from the use of BESS, several
forms of events, including transient line outages, single-line-to-ground faults, and increases
in load demand at different levels of wind penetration, are applied. The authors find that
the BESS effectively mitigates frequency oscillation by counterbalancing energy deficits and
absorbing energy surpluses, where the use of the BESS raises the degree of wind energy
penetration by 3.58% to 5.21%. However, no strategies regarding BESS sizing and location
are presented to improve the frequency response and ROCOF.

The sizing scheme for BESS proposed in [11] was predicated exclusively on the opti-
mization of microgrid operational costs and the minimization of BESS charging and dis-
charging capacity. The study investigates the effectiveness of the recommended technique
in three different scenarios contingent on the microgrid connectivity status by connect-
ing and selling electricity to the power grid. However, the performance of the system is
not evaluated in terms of allowable deviation in frequency or system rate of change of
frequency (ROCOF) limits.

The authors of [12] present a bi-level optimization model that is transformed into
a mixed-integer linear program in order to reach maximal profit. The optimal capacity
of the energy storage, as determined by this algorithm, is contingent upon the system
fault condition, the duration of load decrease across different fault scenarios, and the
enhancement of distribution system profitability in terms of unit income. However, neither
system operating conditions, including frequency and ROCOF, nor the system under
different levels of renewable penetration are investigated.

Accurately determining the proper sizes and placement of the BESS is crucial to sig-
nificantly enhancing grid stability and economic efficiency by mitigating problems like
excessive or insufficient sizes as well as selecting unsuitable BESS locations [13]. However,
most of the previous studies on the placement of energy storage have primarily focused
on economic or steady-state factors, as well as considering the distribution system. The
research conducted on the placement of ESS in transmission systems with regard to en-
hancing stability is relatively limited [7]. The study conducted in [14] has introduced a
probabilistic assessment approach for determining the appropriate size of BESS in order
to improve the security of the power network. This was achieved by examining different
combinations of BESS power ratings and energy capacity.

In [15], a method is provided that utilizes historic frequency data to minimize the capac-
ity of BESS when providing primary frequency reserve services for power system frequency
regulation. However, the study did not address the issue of BESS placement, as it only
focused on a predetermined location. With the locations fixed, the controller parameters
are optimized by Tabu-Search in [16]. However, the optimal BESS placement for enhancing
the frequency oscillation damping of a system has not been thoroughly investigated.

A BESS sizing methodology is presented in [9] for primary frequency control and
inertial response using a 12-bus power system model and theoretically estimated values
of the inertia and power/frequency characteristics of the target system. However, neither
the method nor the location where BESS was installed are disclosed in the information
provided. In addition, Ref. [17] examined the impact of BESS on primary frequency control
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in a frequency response model for a simple low-order system; however, the issues of BESS
allocation and sizing were not included.

The study in [18] has proposed a method to enhance transient voltage stability by
identifying the best place for connecting BESS. The authors proposed a method to enhance
voltage stability by formulating it as a voltage stability index and then applying it using
Cross-Entropy Optimization (CEO). The results demonstrated an enhancement in the
stability of electrical potential. Although the authors made progress in improving voltage
stability, they overlooked the issue of system frequency and ROCOF when determining the
placement of the BESS.

The issue of BESS location was also addressed in [19] with the aim of enhancing
voltage and frequency stability in weak grids through the utilization of a binary grey wolf
optimization technique. In [20], the BESS allocation problem was examined for power
networks with PV systems. The study utilized the Henry gas solubility optimization
(HGSO) and simulated annealing (SA) algorithms with the goal of minimizing power
losses and enhancing the voltage profile of the power network. Reference [21] presents a
BESS allocation method involving wind power. The scheme utilizes linear programming
and bivariate piecewise linearization to minimize system operation costs and variations
in voltage.

Researchers in [22] have shown that connecting utility-scale BESS may improve the
frequency responsiveness in a transmission network. By adjusting the size, positioning,
and controller parameters of BESS, the study employed a fitness-scaled chaotic artificial
bee colony (FSCABC) method to decrease the ROCOF and the frequency nadir. In a similar
vein, researchers in reference [23] have presented an optimization problem that makes
use of the idea of virtual inertia to determine the best location for increasing inertia while
minimizing costs.

Significant insights can be derived from the previously mentioned studies, enabling
the identification of potential research opportunities about the optimal utilization of BESS.
Recent research has focused on utilizing optimization algorithms in the power grids and
other areas of study. These interesting studies mostly focus on enhancing voltage profiles,
reducing generation costs and power loss, and minimizing investment costs and operat-
ing and maintenance expenses associated with storage systems. While research into the
integration of BESS into power grids is increasing, it is still limited in terms of correctly
addressing frequency deviation and ROCOF, especially for large contingencies (e.g., loss
of a generation unit), which can strongly influence the optimum candidate bus for BESS
allocation. In addition, it is essential to take into account high penetration levels of RESs
when determining the optimal placement of BESS. This is because RESs plants are showing
tremendous growth in modern power networks. This work addresses the research gaps
that will be highlighted in the next sections.

Considering the above challenges, this paper proposes a strategy to size, locate, and op-
erate the BESS within the power grid for frequency response control. Firstly, the frequency
deviation and ROCOF are evaluated after each simulated disturbance of the network. Ac-
cordingly, the required size of the BESS is computed considering a large power contingency
under high wind power penetration levels. Then, the location of the BESS is assessed
by using the Prony method to (1) reconstruct the frequency response signal, (2) evaluate
the eigenvalues and damping ratio of the frequency signal, and (3) determine the best
location for the BESS to damp the frequency oscillations of the system while maintaining
the frequency deviation and ROCOF within the acceptable limits.

The paper is structured as follows: In Section 2, the grid frequency response charac-
teristics are analysed, and the ESS sizing methodology is introduced. Section 2.3 presents
the background on the Prony method, which is used to analyse the system frequency
signals and evaluate the location of the BESS. The proposed strategy for BESS location,
size, and operation for frequency regulation is then introduced in Section 2.4. To verify the
effectiveness of the proposed strategy for BESS, simulation and analysis are presented in
Section 3. The results are discussed in Section 4. Finally, Section 5 provides the conclusion.
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2. Materials and Methods
2.1. Grid Frequency Response Characteristics

Following an event that causes an imbalance of electricity in a grid, frequency response
behaviour typically consists of multiple phases. The stages of frequency response defined
by the European Network of Transmission System Operators for Electricity (ENTSO-E)
are shown in Figure 1. The first stage is the inertial response (IR), which is the natural
response of synchronous machines. The PFR then stabilizes the frequency to an acceptable
deviation from the nominal value. The magnitude and timing of the deployment of the two
services (IR and PFR) affect the frequency nadir, the point at which the frequency response
of the grid reaches the lowest value. This aspect is pertinent to the grid’s frequency stability.
The secondary frequency reserve appears to improve the primary frequency reserve (PFR),
whereas the tertiary frequency reserve (TFR) reschedules the preceding generation [9,24,25].
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2.2. ESS Sizing for IR and PFR

Active power variation and frequency deviation can be explained by the inertia
and governor droop constant (R) of the synchronous generators of the system. In an
emergency situation involving a large generator failure, load curtailment, or transmission
line failure, the frequency fluctuates rapidly until the imbalance between supply and
demand is eliminated. Synchronous generators in the grid release kinetic energy from
their rotating masses in order to achieve a new synchronous rate. In [9,26], the connection
between frequency change rates and generator inertia is described as follows:

df
dt

2Hsys

fo
=

∆P
Ssys

(1)

where Ssys represents the capacity of the online generators; ∆P denotes the power im-
balance or change in active power output from the generators; fo represents the initial
frequency resulting from the input–output imbalance in active power; and Hsys represents
the corresponding inertia constant of the power system.

The equivalent system inertia constant of a power system, which consists of many
generating units, is obtained from [3,9] the following:

Hsys =
∑n

i=1 HiSi

Ssys
(2)
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where Si and Hi represent the nominal power and inertia constants of the i-th generation
unit, respectively.

The swing Equation (3) shows the relationship between Hsys and the ROCOF ( df
dt ) due

to a power deficit ( ∆Pb) caused by an imbalance between active power generation (Pg) and
demand (Pl) [9,27].

2Hsys

fo

df
dt

=
Pg − Pl

Ssys
=

∆Pb
Ssys

(3)

The response of the governor is directly proportional to the deviation of the frequency
value. The relationship between the frequency and generator output can be determined as
follows [27]:

∆PG =
∆f SG

fnom R
(4)

where fnom represents the system’s nominal frequency and SG represents the total capacity
of the system’s generators.

In a power system with multiple generators, it is necessary to consider the equivalent
sum of each governor’s droop constant. The frequency and governor response of a network
of multiple generators is commonly defined as [27]

∆fSS =
∆P

∑n
i=1

1
Ri

Si
fo

(5)

where fSS is the steady-state frequency deviation when ∆P mismatch is induced in the
network and Ri is the droop constant of the generator i.

2.2.1. Sizing ESS for IR

According to the reference cited [9], it is recommended to keep the ROCOF within
the range of ±0.5 Hz/s in order to maintain the reliable operation of the power system. In
this paper, the previously mentioned ROCOF standard is used as a benchmark to verify
the suggested technique. By using Equations (3) and (2), together with the upper limit
of the ROCOF value, the minimum parameter for the ESS Inertia Response (IR) can be
determined by [27].

m

∑
i=1

HESS,iSESS,i ≥
∆Pmax fo

2 d fmax
dt

−
N

∑
i=1

HiSi (6)

where m is the number of ESS units in the network, d fmax
dt is the maximum allowable ROCOF

value, and ∆Pmax is the maximum generation loss in the network. The ESS inertia constant
HESS is defined in [9] as follows:

HESS = KIR
fo
2

(7)

2.2.2. Sizing ESS for PFR

Along with the IR, the principal frequency response support of the ESS must be evalu-
ated in order to satisfy the steady-state operation requirement of the given network. ESSs
typically employ a variable droop constant for frequency support, which is implemented
into the target network. The minimum required droop constant can be calculated using
Equation (5), where fmin is the minimum frequency of the system requirement [27].

m

∑
i=1

1
RESS,i

SESS,i

fo
≥ ∆Pmax

fnom − fmin
−

N

∑
i=1

Si
Ri fo

(8)
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2.2.3. ESS Modelling for IR and PFR Controls

The ESS power reference (PESS) consists of the quantity of the IR and the PFR, as
specified [9,28].

PESS = SESS(PIR + PPFR) (9)

where SESS represents the nominal power of ESS in MW. PIR and PPFR represent the power
control signals per unit value provided by the IR and PFR loops, respectively. Figure 2
shows the block diagram of the IR and PFR controls.
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1. Inertia Response Control (IR)

The IR control signal is directly proportional to the frequency derivative. The IR power
signal PIR can be determined by [9,28] the following:

PIR ≈ KIR · df
dt

(10)

where KIR represents the IR control gain. By reforming the swing Equation (3), the ESS
inertia constant (HESS) can be defined as follows [9]:

HESS =
PIRfo

2
·
(

df
dt

)−1
(11)

The inertia computed by (11) can be divided into two stages. In the first stage, HESS
remains unchanged because pIR is below the nominal power. In the second stage, where
pIR is limited to the ESS’s rated power, HESS is inversely proportional to the df

dt . HESS can be
written as follows by substituting (10) into (11) [9].

HESS ≈


KIR fo

2 , if |pIR| ≤ 1
fo
2 ·

(
df
dt

)−1
, if |pIR| ≥ 1

(12)

2. Primary Frequency Control (PFR)

The PFR control is activated when the measured frequency differs from its nominal
value [28]. By ignoring the influence of the inactive band, PPFR is calculated by

PPFR≈ −
(
f − fo

)
fo RESS

(13)

where the RESS represents the ESS droop.
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2.3. Prony Method

Prony analysis, a measurement-based method that does not involve comprehensive
system information, is utilized in this paper to determine the system features. Prony
analysis utilises a set of complex functions to generate the signal, which is described in
(14)–(16) [29,30].

ŷn =
p

∑
i=1

Miejθie(αi+j2πfi)Tsn =
p

∑
i=1

Hieλit (14)

where ŷn represents a data sequence signal estimate,
^
y =

[
^
y0,

^
y1, . . .

^
, yN−1

]
, p represents

the fitting model order, θi is the phase angle, Mi is the magnitude of ith mode, αi is the
damping coefficient, Ts is the sampling time interval, fi is the frequency, and Hi is the ith
output residue including the input signal.

Using the Laplace domain representation of the system (Y(s) = G(s)U(s)), the transfer
function can be written as a residue:

G(s ) =
p

∑
i=1

Ri
s − λi

(15)

The residue Hi includes the input signal information, which is not explicitly defined
in (14). If the input U(s) is provided and assumed to be a step signal, the calculation of the
transfer function residue can be performed [31].

U(s) =
k
∑

i=0
ci

e−sDi − e−sDi+1
s

Rj =
Hjλj

∑k
i=0 cie

λj(Dk−Di)
j =1, 2, . . . , p

(16)

The residue of the transfer function can be acquired by subjecting a known input
disturbance to the power system and subsequently conducting a Prony analysis on the
resulting output. The system controller design can be informed by the expected system
information obtained through the application of the Prony method.

2.4. Proposed Strategy for BESS

The proposed procedure for the sizing, location, and operation of BESS consists of
several steps. The strategy is described in Figure 3. The steps are described as follows:

Step 1: Model a low-inertia power system with a significant renewable penetration level.
Step 2: Specify the ROCOF, FSS, and minimum frequency of the system.
Step 3: Calculate the required size of the BESS using (6) and (8). The required size de-

pends on the contingency type; in this study, 350 MVA loss of generation power
was considered.

Step 4: Determine the best location of the BESS by using the Prony method and damping
ratio analysis, which is detailed in Section 3.3.

Step 5: Apply a considerably large contingency, e.g., loss of a power generator unit, consid-
ering BEES size = 0 MW.

Step 6: By measuring the ROCOF and system frequency, determine if ROCOF > 0.5 Hz
and/or frequency deviation > 0.2 Hz. If yes, activate the BESS. Otherwise, end
the process.
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3. Results
3.1. System Overview

The single-line diagram of the test system based on a two-area system [32] is shown in
Figure 4. The system consists of four synchronous generators that are connected to four
step-up transformers with a voltage ratio of 20/230 kV. All four generators exhibit identical
characteristics. The BESS plant is connected to the electrical grid at area-1 at bus-2 via a
0.6/20 kV step-up transformer. The location of BESS is selected based on the proposed BESS
locating method, which will be detailed in Section 3.3. The system is composed of two load
buses. Load 1 has an active power demand of 1767 MW and a reactive power demand
of 100 MVAr, while load 2 has an active power demand of 967 MW and a reactive power
demand of 100 MVAr. System loads are commonly referred to as PQ loads. The reactive
power supply by shunt capacitor at bus 7 and 9 are 200 MVar and 350 MVar, respectively.
The detailed parameters of the system generators are shown in Table A1 in Appendix A.
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3.2. Simulation and Analysis

Simulation investigations were conducted in MATLAB/SIMULINK to assess the
effectiveness of BESS in mitigating frequency oscillation and facilitating higher wind power
penetration levels. The threshold for wind power penetration level is determined when
the synchronous generator unit is substituted by the wind farm. In this case study, the
wind farm is assumed to function at its maximum operational capacity, generating power
equivalent to that of the generator units.

The present study demonstrates the BESS sizing and placing strategy by examining
three scenarios, each with different levels of wind penetration. A sudden reduction in the
output generation of G2 by 350 MVA is applied to each case to cause a deviation in the
system frequency from its designated value of 60 Hz. For each scenario, the required BESS
sizes are computed. The maximum value of the ROCOF is set to 0.5 Hz/s, and the steady
state (∆ f ss) is set to 0.2 Hz [9]. The droop of the BESS RBESS is set to 0.004 [13], while the
value of HBESS is selected to be 30 s by applying (12), considering the IR control gain (KIR)
equal to 1. The simulation is repeated after connecting the BESS to the grid to examine the
effectiveness of the BESS in maintaining the frequency within acceptable limits.

3.2.1. Case 1: 25% Wind Penetration

About 25% of the generation capacity of the system is replaced by wind penetration.
To achieve this, a conventional generation unit G1 is removed from the system and replaced
by a wind farm with an equivalent rating. A sudden reduction in the generation of G2 by
350 MVA is simulated at t = 10 s. The investigation focuses on the inertial capability of the
system to provide system frequency damping during a significant sudden generation loss.
The simulation is conducted again after the connection of the BESS to the grid to assess the
efficacy of the BESS in regulating the frequency within the accepted thresholds.

Figure 5 shows the frequency response during the event with and without BESS
incorporation. Without BESS, the steady-state frequency fss after disturbance drops to
59.76 Hz, while the frequency nadir is 59.62 Hz. After connecting BESS to the grid, the fss
becomes 59.82 Hz, and the frequency nadir is 59.71 Hz. Figure 6 shows that after connecting
the BESS, the ROCOF is improved from 0.58 Hz/s to 0.5 Hz/s. The simulation results
after connecting the BESS to the system show improvements in ROCOF, fss , and frequency
nadir, and the results are maintained within the set limits. The response time for BESS to
recover the frequency to the target value is 2 s., while the system reaches a steady state at
t = 13.92 s.

The BESS sizing calculation is performed for the IR and PFR requirements stated in
(6) and (8). The required capacity of BESS for IR is 44.58 MW, while the PFR is 99 MW.
Accordingly, the BESS capacity is set to meet the higher power requirements, at 99 MW.
Figure 7 shows the power output of the BESS during the event; the maximum power
reached 102 MW, which is close to the calculated size.
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3.2.2. Case 2: 35% Wind Penetration

In this case, about 35% of the generation capacity of the system is replaced by wind
penetration. To achieve this, conventional generation unit G1 of 700 MW, in addition
to 280 MW from G4, is removed from the system and replaced by a wind farm with an
equivalent rating. Similarly, a sudden reduction in the power output of generator G2 by
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350 MVA is simulated at t = 10 s. Figure 8 illustrates the frequency response during the
disturbance with and without the BESS contribution.
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Before BESS incorporation, the system’s steady-state frequency fss after disturbance
reached 59.75 Hz, while the frequency nadir was 59.58 Hz. When BESS is connected to
the grid, the fss is improved to 59.83 Hz, while the frequency nadir is 59.68 Hz. Figure 9
shows that after connecting the BESS, the ROCOF improved from 0.6 Hz/s to 0.48 Hz/s.
The simulation results after connecting the BESS to the system show enhancements in
ROCOF, fss , and frequency nadir, and the results are maintained within the set limits. The
response time for BESS to recover the frequency to the target value is 1.88 s, while the
system frequency reaches a steady state at t = 14 s.
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Figure 9. ROCOF for Case 2.

The sizing calculation for the required capacity of BESS for IR is 91 MW, while the PFR
is 143 MW. Accordingly, the BESS capacity is set to the higher power requirement, which is
143 MW. Figure 10 shows that the maximum power output of the BESS during the event is
136 MW, which is close to the calculation of the size that was calculated.
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3.2.3. Case 3: 50% Wind Penetration

About 50% of the generation capacity of the system is replaced by wind penetration.
Two conventional synchronous generator units, G1 and G3, are removed from the system
and replaced by a wind farm with an equivalent rating. The investigation focuses on the
inertial capability of the system to provide system damping during a significant sudden
reduction of the power output of the generator of G2 by 350 MVA at t = 10 s. Figure 11
illustrates that without BESS, the steady-state frequency fss after disturbance reaches
around 59.65 Hz, while the frequency nadir reaches 59.38 Hz.
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The system experiences an increase in oscillation due to a reduction in power genera-
tion inertia. In this case, the calculated capacity of BESS is 188 MW, which is required to
recover the system frequency. The maximum power output of the BESS of the simulation is
193.5 MW, as shown in Figure 12, which is close to the calculated value.

The results show that the BESS effectively reduces the frequency oscillation. The
simulation results after connecting the BESS to the system show an improvement in ROCOF
from 0.69 Hz/s to 0.49 Hz/s, as demonstrated in Figure 13. The frequency nadir improved
from 59.38 Hz to 59.65 Hz, and as a result the BESS maintained the system frequency within
acceptable limits. The time required for the BESS to restore the frequency to the target value
is 1.8 s, whereas the system reaches a stable state at t = 14.225 s. On the other hand, if the
first stage of under-frequency load shedding (UFLS) is activated at 59.5 Hz as per the NERC
most commonly used settings [33], the load shedding can be avoided after implementing
the BESS in the system.
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In summary, as shown in Table 1, the accuracy of the methodology of BESS sizing
is demonstrated by the simulation results. From Table 1, it can be concluded that the
proposed method has a maximum of 4.9% error in BESS sizing, which is relatively small.
Consequently, the proposed BESS sizing method can help the system planners design the
BESS and increase the reliability of the system, in addition to avoiding over- or under-sizing
the BESS.

Table 1. Summary of the accuracy of BESS sizing methodology for three cases.

Scenario Calculation Results
of BESS Size (MW)

Simulation Results
of BESS Size (MW) |Error|

Case 1 99 102 2.2%
Case 2 143 136 4.9%
Case 3 193.5 188 2.8%

Table 2 summarises the improvement in the ROCOF, ∆ f ss , and frequency nadir
by using the BESS with a specified capacity, which is calculated by the proposed BESS
sizing method. It can be seen that frequency and ROCOF are significantly improved with
BESS. Thus, by selecting the proper size and location of the BESS using the proposed
methodology, the system operators can maintain the frequency stability and ROCOF within
an acceptable range.
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Table 2. Summary of the simulation results.

Scenario ROCOF (Hz/s) ∆fss (Hz) Frequency Nadir (Hz)

Without
BESS With BESS Without

BESS With BESS Without
BESS With BESS

Case 1 0.58 0.50 0.24 0.18 59.62 59.71
Case 2 0.60 0.48 0.25 0.17 59.58 59.68
Case 3 0.69 0.49 0.35 0.17 59.38 59.65

3.3. Prony Analysis

In this section, the Prony method is used to extract the eigenvalue from a frequency
signal and evaluate the stability of the system. The best location of BESS is determined
by the eigenvalue and damping ratio analyses. Figure 14 shows the reconstruction of the
frequency signal for the original system for Case 3 without the contribution of the BESS.
The eigenvalue results for the frequency signal are shown in Figure 15.
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Figure 15. Eigenvalue analysis of the frequency signal without BESS.

The reconstruction of the frequency signal after adding the BESS to the system is
shown in Figure 16. The results show a significant reduction of the frequency oscillation, as
demonstrated in Figure 17. For further evaluations of the best locations for the BESS in the
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power grid, the simulations are repeated while the BESS is connected to different buses of
the system, and an eigenvalue analysis is performed for each scenario. Accordingly, the
best location for BESS is selected based on an evaluation of the minimum damping ratio as
described in (17) and (18) [34].

λ = σ + iω (17)

ζ =− σ√
σ2 + ω2

(18)

where λ represents the eigenvalues, and ζ represents the damping ratio.
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Figure 16. Reconstruction of the frequency signal with BESS.
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Figure 17. Eigenvalues analysis of the frequency signal with BESS.

The eigenvalue analysis results of the frequency signal with and without BESS are
compared and illustrated in Figure 18. This figure shows that the BESS integration increases
the real part of the system and accordingly increases the damping ratio compared to the
system without BESS. It is found that the results show that the best location of the BESS
is bus 2, as presented in Table 3. The minimum damping ratio is improved from 0.00748
to 0.0464, which means that the system stability is significantly improved by the proper
selection of the size and location of the BESS within the test system.
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Figure 18. Eigenvalues analysis of the frequency signal with and without BESS.

Table 3. Eigenvalues and minimum damping ratio (ζmin).

System Eigenvalue ζmin

Without BESS

0 ± j0

0.00748

−0.0217 ± j0.9858, −0.0551 ± j0.8163,
−0.0849 ± j2.6332, −0.1006 ± j 3.0462,
−0.1216 ± j1.746, −0.1218 ± j1.9425,
−0.1248 ± j4.2571, −0.1465 ± j4.9476,
−0.1688 ± j0.2237, −0.1713 ± j5.4736,
−0.183 ± j8.5048, −0.189 ± j0.1937,
−0.2064 ± j27.587, −0.209 ± j9.062,

−0.2114 ± j27.0249, −0.2212 ± j7.3659

With BESS located at
Bus 2

0 ± j0

0.0464
−0.6743 ± j4.8589, −0.8391 ± j1.7627,
−0.9046 ± j14.1408, −1.2914 ± j24.9384
−1.2965 ± j18.0661, −1.3356 ± j28.7655
−1.3789 ± j9.6421, −1.4198 ± j21.3423

The proposed BESS locating method based on the Prony method can help to analyse
the frequency signal and find the highest minimum damping ratio to select the best bus to
install and operate the BESS for frequency regulation. After selecting the required size of
the BESS, the simulation is performed by placing the BESS at each bus consecutively, and
then the frequency signal is analysed by the Prony method to find the highest minimum
damping ratio among the system buses. The location of the BESS at bus 2 has an impact
on increasing the frequency nadir and consequently on improving the frequency response
of the system after considerably large contingencies. The eigenvalues analysis shows
that the system is more stable as the minimum damping ratio increases significantly after
implementing the BESS into the system, resulting in improved system stability during
the disturbance.

4. Discussions

By applying the proposed strategy for size, location, and operation of the BESS to the
test system under large contingencies of power loss and different levels of renewable energy
penetration, the effectiveness of the applied method in enhancing frequency stability is
illustrated in the study cases.
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The effectiveness of the BESS sizing approach is shown by the simulation results
presented in Table 1. The case studies in Section 3 show a significant improvement in
steady state frequency deviation, frequency nadir, and ROCOF after implementing BESS.
The frequency oscillations after significant power loss can be damped by using BESS, as
demonstrated in Table 2. All the above improvements demonstrate that the suggested
BESS size approach proposed in this paper can assist system planners in designing and
maintaining the reliability of the system by using BESS. It also helps prevent the BESS from
being oversized or undersized.

The most important frequency-related security constraint is UFLS. According to NERC,
the most commonly practised first stage of UFLS operation usually occurs around 59.5 Hz
to 59.3 Hz [33]. Therefore, one of the main benefits of integrating the BESS into the power
grid is to avoid UFLS by making proper selections of size, location, and operating strategy
for the BESS within the power grid.

By analysing the frequency signal and identifying the bus with the highest minimum
damping ratio, the proposed BESS locating method based on the Prony method can deter-
mine which bus is optimal for installing and operating the BESS for frequency regulation.
The location of the BESS at bus 2 has resulted in an increase in the frequency nadir, which
has enhanced the system’s frequency response following considerable large contingen-
cies. The analysis of eigenvalues indicates that the system is more stable after the BESS is
implemented on bus 2, resulting in improved system stability.

5. Conclusions

With the high penetration of renewable energy into power grids, frequency stability
and oscillation have become big concerns due to the reduced system inertia. The application
of BESS is considered one of the options to deal with frequency stability and oscillation.
This paper proposes:

(a) A system design strategy for power system frequency control by using BESS, including
sizing ESS for IR and PFR, and therefore investigating how sizing capacity is related
to renewable energy penetration levels. It has been shown that the sizing capacity of
BESS is very close to that of the actual dynamic response capacity of BESS. Based on
case studies, it has been found that at a penetration level of 25%, the sizing capacity
for BESS is set to 102 MW; at a penetration level of 35%, the sizing capacity for BESS is
set to 136 MW; and at a penetration level of 50%, the sizing capacity for BESS is set to
188 MW. In other words, with the increase in renewable energy, the capacity of BESS
for frequency control needs to be increased.

(b) A BESS locating approach to determine the best location of the BESS by analysing
system oscillation using the Prony method, which is easy to implement based on
measurements while actual physical system models are not required. This will make
the Prony method suitable for large-scale real power grid analysis based on measure-
ments. The proposed Prony method for system stability and oscillation analysis has
been demonstrated on the Kundur 4-machine, 11-bus test system. In particular, it
has been shown that with BESS, system damping can be improved in comparison
to that without BESS. The case studies demonstrated a significant enhancement in
steady-state frequency deviation, frequency nadir, and ROCOF after the implementa-
tion of BESS at the chosen bus. Integrating BESS into the power grid can effectively
prevent UFLS by choosing the appropriate size, placement, and operation strategy for
the BESS.

Future research work includes a coordination between BESS and UFLS stages and
other protective relays in the power grid, and the comparative analysis with established
methods for sizing and locating the large-scale BESS.
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Appendix A

Table A1. Kundur two-area power system parameters [32].

Power Plant Power Rating
(MVA)

Active Power
(MW) Droop (R) Inertia Constant

(s)

G1 900 700 4.7% 6.5
G2 900 700 4% 6.5
G3 900 719 4.7% 6.175
G4 900 700 4% 6.175
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