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Abstract: An aerodynamic optimization for a Droop-Nose Leading-Edge (DNLE) morphing of a well-
known UAV, the UAS-S45, is proposed, using a novel Black Widow Optimization (BWO) algorithm.
This approach integrates the optimization algorithm with a modified Class-Shape Transformation
(CST) parameterization method to enhance aerodynamic performance by minimizing drag and maxi-
mizing aerodynamic endurance at the cruise flight condition. The CST parameterization technique
is used to parameterize the reference airfoil by introducing local shape changes and provide skin
flexibility to obtain various optimized morphing airfoil configurations. The optimization frame-
work uses an in-house MATLAB algorithm, while the aerodynamic calculations use the XFoil solver
with flow transition estimation criteria. These results are validated with a CFD solver utilizing the
Transition (γ − ReΘ) Shear Stress Transport (SST) turbulence model. Numerical studies verified
the effectiveness of the optimization strategy, and the optimized airfoils have shown a significant
improvement in overall aerodynamic performance by up to 12.18% drag reduction compared to the
reference airfoil, and an increase in aerodynamic endurance of up to 10% for the UAS-S45 optimized
airfoil configurations over its reference airfoil. These results indicate the importance of leading-edge
morphing in enhancing the aerodynamic efficiency of the UAS-S45 airfoil.

Keywords: morphing airfoil; optimization; Black Widow Optimization; CST; aerodynamic performance

1. Introduction

Rising fuel prices and increased environmental concerns have driven the aircraft
manufacturing industry to set new goals for the future. As a result, operational efficiency
is becoming more crucial in future aircraft development. Before the COVID-19 pandemic,
air traffic was expected to triple in the next few years, resulting in market demand for
around 9000 new regional planes, which would further increase global emissions [1].
Therefore, it is essential to reduce these emissions by using advanced techniques to improve
aircraft performance.

Many methods have been used to improve aircraft efficiency, notably wings’ aero-
dynamic efficiency. Motivated researchers at the Research Laboratory in Active Controls,
Avionics, and AeroServoElasticity (LARCASE) have been working on methods to reduce
aircraft fuel consumption [2–7]. Morphing is a way to adapt wings to a variety of flight
situations to improve their overall performance. It has the potential to significantly enhance
an aircraft’s lift, drag, and noise characteristics by improving the flow behavior over the
wing by removing unnecessary discontinuities and gaps in its surface. Morphing wing tech-
nology could potentially save energy and help reduce greenhouse gas emissions to meet
the standards set by the ICAO [8]. Additionally, “morphing” is more practically applied
for Unmanned Aerial Vehicles (UAVs), due to their reduced scale and lower complexity in
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terms of wing design structure and energy consumption expressed in terms of actuation
power [9–11]. Figure 1 shows the leading-edge morphing wing mechanism, consisting of a
flexible skin. Morphing is achieved with compliant hinges connected to a linear actuator to
realize the desired optimized airfoil shapes, obtained in a preliminary aerodynamic study.
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Morphing-based wing geometries resulting in very high lift coefficients, reduced
drag, and reduced noise may be able to solve some of aviation’s present problems [12–18].
Furthermore, the development of gapless morphing leading-edge technology enables
the improvement of critical performance parameters, such as aerodynamic coefficients,
maximum speed, fuel consumption, maneuverability, range, and stability, and is therefore
a key to attaining the desired environmental goals [5,19–22]. Performance can thus be
increased by replacing the conventional flaps and slats with morphing wing devices.

Aircrafts with typical wing-pivoted flaps and slats and trailing-edge surfaces regulate
airflow, increasing performance. However, when deployed and retracted, these hinged
surfaces have several downsides. Noise, turbulence, and increased drag can all be caused
by openings between the high-lifting surface and the wing [23–25].

A leading-edge morphing device is a gapless flexible droop nose capable of under-
going significant shape and curvature transformations. The use of this morphing device
is essential for producing flow laminarization. When compared to standard high-lift con-
figurations such as leading-edge slats, the gapless flexible leading edge is unvarying with
the rest of wing without a step or a slot and offers increased stability. In addition to the
aerodynamic benefits at high-speed flight conditions, this technology can result in signifi-
cant performance improvements when is used in low-speed conditions, such as take-off or
landing [26].

Most studies have focused on morphing technology implemented by retrofitting
current aircrafts with new devices, such as morphing leading- and trailing-edge sys-
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tems [27–30]. However, aerodynamic optimization is also important in the definition
of morphing shapes. Airfoil shape parameterization, optimization algorithms, and airfoil
design analysis are all part of aerodynamic shape optimization. The shape parameterization
method has a significant impact on the results of the optimization. Many studies have
shown that the choice of shape parameterization technique strongly influences the solution
accuracy, robustness, and computational time of the overall optimization process [31].
Some well-known techniques for geometrical parameterization are presented in the litera-
ture [31,32]. These methods have the disadvantages of not using airfoil shape parameters,
requiring a large number of design variables, and frequently producing erroneous shapes
for an airfoil’s leading and trailing edges.

The use of polynomial-based functions, such as PARSEC [33] and Class Shape Trans-
formation (CST) [34] contributed to overcome some of these constraints. The parameters
employed in the PARSEC approach are closely related to those of the airfoil shape (e.g.,
thickness, curvature, maximum thickness, and abscises). They provide the designer with
a realistic picture of the design. The geometry definition must be used together with
an optimization technique that takes the airfoil parameterization into account. Another
novel approach of parameterization, known as Class-Shape Transformation (CST), is a
highly effective parameterization method thanks to its simplicity, resilience, and capacity to
categorize the aerodynamic shape in a variety of configurations. It is capable of generating
a diverse range of aerodynamic shapes using only a few parameters.

The numerical optimization study on the UAV drooped wing concept focuses on the
implementation of novel optimization algorithms and parameterization techniques. It will
be interesting to see if the new optimization algorithm morphs the leading edge of the
airfoil while ensuring enhanced aerodynamic performance. Using a morphing Droop-Nose
Leading Edge (DNLE) on a fixed-wing UAV will provide significant aerodynamic benefits,
as UAVs frequently lack high-lifting surfaces. The optimization also allows for reshaping
the reference wing shape, improving UAV flight performance in all design phases. This
modification enhances wing aerodynamics by allowing numerous external shapes to find
the one that best suits the aerodynamic needs in particular flight conditions.

This paper investigates suitable methods for the aerodynamic design of a Droop-Nose
Leading-Edge (DNLE) morphing by employing modified Class-Shape Transformation
(CST) for the aerodynamic shape optimization. The aerodynamic design optimization
of a morphing airfoil is performed using the novel Black Widow Optimization (BWO)
algorithm. This work is part of the LARCASE Morphing Wing project, which addresses
methods for UAS-S45 optimization.

2. Bibliographical Review

A wide range of concepts used for the morphing wing design are available in the liter-
ature. Research on this topic began in the United States in 1973, when Boeing presented an
advanced variable-camber wing wind tunnel test in the NASA’s transonic wind tunnel [35].
Boeing engineers aimed to integrate a device capable of altering wing curvature via an
automated control system onboard a military aircraft in the mid-1980s.

NASA, in partnership with the U.S. Air Force, launched the Advanced Fighter Tech-
nology Integration (AFTI)/F–111A Aardvark project [36–38]. Li et al. [39] summarized the
most well-known examples of morphing concepts and methods for modeling and analyz-
ing morphing wings. Flexsys Inc. [40,41] published work on smooth wing aerodynamics by
suggesting a functional, seamless, hinge-free morphing trailing and leading-edges method
for wing adaptation to changing flying conditions. It was validated in-flight on a NASA
Gulfstream aircraft during an extended flight.

Numerous universities and research institutions in Europe have also performed re-
search on leading-edge and trailing-edge morphing. As part of the Adaptive Wing project
(ADIF) and SmartLED initiatives, Monner [42,43] contributed significantly to the design of
leading-edge morphing concepts. Following Monner’s work, several EU-funded projects,
such as SADE [44] and SARISTU [43,45,46], were completed, in which a full-scale wing



Designs 2022, 6, 10 4 of 27

section characterized by a flexible and compliant skin enabled the achievement of smoothed
and significant leading-edge camber variations, whose performance was validated through
wind tunnel testing.

One of the EU-funded Clean Sky 2 projects on Natural Laminar Wings were focused
on the conceptual design of a morphing leading edge capable of satisfying high-lift require-
ments [47]. In this project, researchers worked on the skin structure, the internal compliant
structure, and a possible actuation mechanism. A morphing leading edge was presented
as a flexible alternative to rigid and permanent ribs having a high degree of stiffness. The
flexible skin plates were made by merging numerous plates with revolute joints molded to
the airfoil section’s shape. The skin was allowed to move relative to the skin joint by using
sliding joints and stringers to maintain rigidity.

As part of the “Smart Leading-Edge Device” (SmartLED) project [24], Monner at-
tempted to develop another cutting-edge morphing concept in partnership with DLR and
EADS. As an alternative to the A380’s droop nose mechanism, this project proposed a smart
leading-edge device for a maximum angle of 20 degrees.

The Leading-Edge Actuation Topology Design and Demonstrator (LeaTop) project [19]
aimed to create a seamless morphing leading edge that could replace the slats, that have
been employed as leading-edge high-lift devices. The boundary layer could change from
laminar to turbulent following to a minor discontinuity in the wing’s surface by increasing
the wing’s overall drag. However, when the slats were deployed during landing, a gap
between the slats and the wing occurs. This gap could cause considerable aerodynamic
noise. A seamless morphing leading-edge addressed each of these difficulties concurrently.

Our team at the Research Laboratory in Active Controls, Avionics, and Aeroser-
voelasticity (LARCASE) collaborated on a morphing wing project called “Laminar Flow
Improvement on an Aeroelastic Research Wing” from 2006 to 2009, the CRIAQ MDO 7.1
project [48,49]. The “Morphing Architectures and Related Technologies for Wing Efficiency
Improvement-CRIAQ MDO 505” project was also completed at our LARCASE in the con-
tinuation of the CRIAQ 7.1 project. The achievements of the Canadian-Italian CRIAQ
MODO 505 project are mentioned in various publications [50,51]. Koreanschi et al. [52]
used the two-dimensional CFD method to study a morphing wingtip, and the results
were validated by wind tunnel testing and numerical simulation data. Gabor et al. [53]
developed a morphing wing equipped with a flexible upper surface and actuated aileron,
and found that CFD findings and experimental wind tunnel tests for a morphing wing had
a good agreement in pressure distribution.

The following sections present our work, including an extensive literature review. An
optimization framework outlines the overall optimization approach in Section 3, where
the parameterization technique is carried out in order to obtain the optimal aerodynamic
shapes, as well as the computational solvers for calculating aerodynamic coefficients and
the optimization algorithms employed. The optimization framework also includes the two
objective function formulations (“drag minimization” and “endurance maximization”).
The results obtained using these solvers and algorithms for the UAS-S45 optimized designs
are compared with the reference UAS-S45 model results in Section 4. Our conclusions and
recommendations for future work are presented in Section 5.

3. Optimization Framework Methodology

We use an optimization framework to define the Droop-Nose Leading-Edge (DNLE)
morphing concept. This method requires the definition of the objective function, parametriza-
tion of the geometric shape, and an optimization algorithm. Figure 2 illustrates the op-
timization strategy employed in this investigation. It involves generating airfoil form
variables using CST while conforming to geometric constraints. The outline used two
solvers, XFoil and Ansys Fluent, and a unique optimization algorithm based on the Black
Widow Optimization (BWO). Sections 3.1–3.3 describe the optimization technique. A
comparative methodology was implemented in some of our other works [54,55].
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Figure 2. Flow chart for the code for airfoil shape optimization.

The core optimization strategy is to write and execute a typical optimization loop
in MATLAB. This optimization is launched by allowing the parametrization and solver
information to be used to generate airfoil forms. The first block interfaces with both the
solver and the BWO algorithm, allowing the modified CST to be used to illustrate airfoil
shapes. Input is the airfoil’s geometry, which is then used to compute the aerodynamic
coefficients for the provided boundary conditions ANSYS Fluent, a commercial CFD
program, was used to validate the flow analysis. Geometric and aerodynamic limits are
kept in the evaluation blocks, resulting in a penalized fitness value for an objective function.
To improve the answer, the fitness values are examined, and the decision variables are
modified. In the loop, a Black Widow Optimization (BWO) method is applied until the
optimal airfoil with the specified fitness cost is produced.

3.1. CST Airfoil Parameterization

The airfoil parameterization is based on a modified class-shape transformation (CST)
method, whose equations are based on Kulfan’s [56] work. First, the generalized CST
equations are described as they are applied to the airfoil. Next, the upper and lower
surfaces of y coordinates are defined individually, using a class function C

( x
c
)

and a shape
function S

( x
c
)
.

yupper = CN1
N2

( x
c

)
Supper

( x
c

)
+ yupperLE

( x
c

)
(1)

ylower = CN1
N2

( x
c

)
Slower

( x
c

)
+ ylowerLE

( x
c

)
(2)

where x
c and y

c are defined in percentage of the chord of the aircraft (therefore, x
c has a

value between 0 and 1) and N1 and N2 are 0.5 and 1, respectively.
The class function is defined as in Equation (3):

CN1
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c

)
=

( x
c

)N1
(

1 − x
c

)N2
(3)

The airfoil given by the class function is a primary airfoil and will be a basis for further
airfoils by being multiplied by the value of the shape function. The class function values
are shown in Figure 3.
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The shape functions produce the specific shapes of the airfoil. The function is com-
posed of various weights Wupper(i) and Wlower(i) defined as a real value, and is depen-
dent of i, inside a Bernstein polynomial [55]. The equations for the upper and lower
surfaces differ;
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are the Bernstein polynomials, and KN
i is the binomial coefficient K:

KN
i =

n!
i!(n − i)!

(8)

In which i is the value of the Bernstein polynomials’ order.
The following graph shows both each individual S(x, i) value for i, as well as their

sum to obtain S(x), when using the weights W(i) for the UAS S-45’s airfoil (Figure 4). Those
weights were determined by matching the S-45’s airfoil to the weights that best fit the airfoil
using Matlab’s nonlinear programming solver.

When C(x) and S(x) are multiplied, and assuming both yuppperLE and ylowerLE = 0, the
airfoil shapes shown in Figure 5 are obtained.

Most typical CST LE morphing can only occur by adding a y-axis deflection to
control points, and may have a constraint to maintain a constant skin length. However,
that y-axis deflection neglects the x-axis deflection that occurs in a droop-nose leading-
edge morphing.
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There is also a need to constrain the droop-nose leading-edge morphing. There-
fore, new parameters are added to impose where the deflection of the LE on the wing(

Morphlength

)
begins, as well as to impose a specific deflection angle (θ). The approach

taken assumes that there is an axis located on the x
c axis that serves as a basis for the morph-

ing. An arc that is a tangent to the x
c axis on one side and tangent to the deflection angle on

the other side begins at x
c = Morphlength. The length of the arc is that of Morphlength. The

skin keeps its relative position to the closest point on the morphing mechanism, meaning
that it keeps the same distance that is perpendicular to the mechanism’s arc. Figure 6
illustrates the setup by showing the axis and arc’s neutral unmorphed position and then
its variation of y

c with x
c while morphing occurs. For example, the Morph 0.2, 30◦ figure’s

morphing begins at x
c = 0.2, and the tangent of the end of the arc that is not on y

c = 0 has a
30◦ angle to the x

c axis.
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To calculate morphing position with the CST parameterization, the morphing process
is conducted in two steps; the first process is considering y/c translation, and the second
is considering x

c translation. The translation itself is the sum of both the translation from
the mechanism and the translation from the skin to the mechanism that is produced by
the rotation of the mechanism. Figure 7 depicts the translation, with both axes from
the deflection arc and skin movement in relation to the deflection arc. In Figure 7a, the
deflection arc begins at x

c = 0.4, and the tangent to the free end of the arc is 60◦ from the x
c

axis. The movement of the airfoil skin follows the movement of the deflection arc, with
both a x

c and y
c translation that follow the relative position on the arc from the unmorphed

position. In Figure 7b, the relative skin movement from the arc is illustrated. While in
the unmorphed position, the relative skin position is right above the selected x

c axis point,
when the arc has an angle with the x

c axis, the relative skin position is changed, and is
perpendicular to the tangent of the respective arc position, at the same distance as the
respective y

c distance between the relative skin position and x
c axis. This translation will be

most prominent when the difference between the x
c axis and relative skin position is farther

on the unmorphed airfoil, and when the angle between the tangent of the arc and the x
c

axis is higher. When x
c = Morphlength, there is no difference in relative skin position since

the tangent of the arc is 0◦. When the unmorphed x
c = 0, there is no relative skin position

difference since the distance between the relative skin position and x
c axis is 0 since it is the

tip of the leading edge.
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The equation to determine the arc center is:( x
c
− x

c arc

)2
+

(y
c
− y

c arc

)2
=

y
c

2

arc
(9)

where x
c arc and y

c arc are the center position of the arc, and assuming y
c arc is the radius of the

arc, and when using the fact that the center of rotation will be just under the beginning of
the morphing section and that we know the position at which the morphing begins, we use

x
c arc

= Morphlength (10)

so that the values for x/c and y/c can be calculated when y
c arc is known.

Since we can also know the arc length, as its value is Morphlength, it is possible to
determine any other point on the arc. The Θ value is the same as the arc angle value.
Therefore, since

Arclength = Θ ∗ r (11)

Morphlength = Arclength (12)

y
c arc

= r (13)

y
c arc

=
Morphlength

Θ
(14)

Now the values of any
( x

c arc, y
c arc

)
point coordinates can be determined. The arc

lengths (arcl) from the Morphlength position needed to obtain the angle of the morphing
section are used to determine the x

c and y
c translared.

Since each skin section is attached to the closest section of the x
c axis, it can be assumed

that if the skin position is x
c skin and y

c skin, and so the closest distance between the skin and
the x

c axis, ydist is given as:
x
c trans

=
x
c trans1

+
x
c trans2

(15)

y
c trans

=
y
c trans1

+
y
c trans2

(16)

where xtrans1, xtrans2, ytrans1, and ytrans2 are the respective x
c and y

c translation from the
deflection arc (1) and the relative skin movement in relation to the arc (2) which are
included independently to the upper and lower surfaces. Finally, the following equation
is obtained:

yupper = CN1
N2

( x
c

)
Supper

( x
c

)
+ ytrans upper

( x
c

)∣∣∣ x
c
< Morphlength (17)

ylower = CN1
N2

( x
c

)
Slower

( x
c

)
+ ytrans lower

( x
c

)∣∣∣ x
c
< Morphlength (18)

yupper = CN1
N2

( x
c

)
Supper

( x
c

)∣∣∣ x
c
≥ Morphlength (19)

ylower = CN1
N2

( x
c

)
Slower

( x
c

)∣∣∣ x
c
≥ Morphlength (20)

To translate the x, the function is no longer a function of x
c but instead a function of

x
c − xtrans

( x
c
)

while x
c < Morphlength for a fixed Θ and a fixed Morphlength.

yupper = CN1
N2

( x
c
− Xtu

)
Supper

( x
c
− Xtu

)
+ ytrans upper

( x
c
− Xtu

)∣∣∣ x
c
− Xtu < Morph_length (21)

ylower = CN1
N2

( x
c
− Xtl

)
Slower

( x
c
− Xtl

)
+ ytrans lower

( x
c
− Xtl

)∣∣∣ x
c
− Xtl < Morphlength (22)
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where
Xtu = xtrans upper

( x
c

)
(23)

Xtl = xtrans lower

( x
c

)
(24)

3.2. Black Widow Optimization (BWO)

Several nature-inspired algorithms by biological systems, including particle swarm
optimization (PSO), bee colony optimization (BCO), ant colony optimization (ACO), and
genetic algorithm (GA) have been used for airfoil optimization [57–59]. Each of these meth-
ods optimizes globally. Recent work has proposed the use of Black Widow Optimization
(BWO) to solve numerical optimization problems [60]. This algorithm was inspired by the
black widow spider’s life cycle. The black widow spider is well known for its unusual
mating behavior, which served as the inspiration for the algorithm utilized in this study;
consider it a combination of evolutionary and swarm techniques. The BWO includes a
phase that is unique, called “cannibalism”. This phase has the advantage of excluding
species with inadequate fitness from the circle, ensuing in algorithms converging faster.
When compared to the other studied algorithms, the suggested BWO algorithm is capable
of avoiding local optima. This algorithm makes no use of additional information, such as
the objective function’s gradient values.

The BWO algorithm is well known for its staged implementation (Procreation, Canni-
balism, and Mutation), as well as its various parameters such as procreating rate, cannibal-
ism rate, and mutation rate. The more these parameters alter, the greater the possibility of
jumping out of a local optimum, and thus the greater the ability to explore the search space
globally. This results in the equilibrium of these two stages of exploitation and exploration.
This Procreation option can be used to regulate the transition of search agents from the
global stage to the local stage, as well as to direct them toward the optimal solution. Accord-
ing to the literature, the procreation step aids the BWO algorithm solution in overcoming
local optima by utilizing a large number of search agents to attain the global optima [60].

Black Widow Optimization (BWO) is a fascinating biomimetic for resolving diffi-
cult numerical optimization problems [60]. BWO, as with other evolutionary algorithms,
incorporates conditions that emulate natural evolutionary processes such as selection,
reproduction, and mutation. The flowchart in Figure 8 illustrates the BWO’s primary steps
in a concise manner.

The following are brief summaries of the BWO’s primary steps:
In the initial population phase, each spider represents a potential solution. These

initial spiders, in pairs, try to reproduce the new generation. The female black widow eats
the male during or after mating. This section of the population can be defined as follows:

widow = (y1, y2, . . . , yPopvar) (25)

where Popvar is the optimization problem’s dimension. Popvar is also the number of
threshold values the algorithm must obtain. Each set’s fitness function f determines a
widow’s fitness given by (y, y2, . . . , yPopvar). The widow fitness f (widow) can thus be
written as:

Fitness = f (widow) = f (y1, y2, . . . , yPvar) (26)

The initial spider population is used with the candidate matrix
(

Mpop × Mvar
)
.

In the Procreation stage, each pair mates in its own web, independently of the others.
In reality, each pairing produces around 1000 eggs, but only a few of the spider infants
survive. If an array called gamma contains random numbers, then children are formed by
utilizing the following Equations (27) and (28), and the offspring is formed.

x1 = γ × y1 + (1 − γ)× y2 (27)

x2 = γ × y2 + (1 − γ)× y1 (28)
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where the parents are denoted by y1 and y2 and the offspring by x1 and x2. The process is
reiterated Popvar times. The fitness value is stored by adding the parents and offspring. A
cannibalism rating (CR) according to which the number of survivors is determined is set.
Based on the CR, some of the best individuals are added to the newly created population.
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In Cannibalism, there are three types: sexual, sibling, and cannibalism, where newborn
spiders eat their mothers. This process is then analyzed and documented in proportion
to the number of survivors, yielding a cannibalism rating. These fitness ratings help
distinguish weak from robust offspring.

In the Mutation stage, the population is randomly picked from the population to be
mutated throughout the mutation process. Each of the chosen solutions randomly flips two
elements of the array. By integrating all populations, the new population is evaluated and
stored. This procedure is used to determine the matrix’s optimal widow.

Figure 9 illustrates the convergence plots of the cost function versus the number of
iterations for the GA, PSO, and BWO algorithms. According to the convergence plot
obtained from optimizing an airfoil for drag minimization at the same flight conditions and
design variables for all these algorithms, The GA method requires 14 iterations to attain
the global minimum value of 0.019, the PSO algorithm requires 18 iterations, and the BWO
algorithm requires only 11 iterations. As a result, the BWO algorithm surpassed the GA
and PSO algorithms in terms of performance.

3.3. Aerodynamic Solver

The aerodynamic solver is used to evaluate the performance of airfoil geometry in
terms of aerodynamics. For evaluating aerodynamic performance, this study used two
solvers, XFoil and Ansys Fluent. The selection of a turbulence model, the grid convergence
for the mesh topology, and size were all part of the validation process.
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3.3.1. XFoil Solver

External aerodynamics problems benefit significantly from panel approaches, which
are based on the velocity potential flow theory. Panel methods result in reliable pressure
and velocity distributions along an airfoil with little computational expense when the
linearization hypothesis is valid. The velocity field can be represented as the gradient of
a scalar potential. Linear methods can be used on thin bodies at modest angles of attack
when there is no extensive separation, and the regime is subsonic. Drela’s XFoil [51] is a
popular program that predicts fixed or free transitions, mild trailing-edge separation, and
lift and drag prediction using linear flow and a viscous boundary-layer (BL) interaction.

XFoil has difficulty providing a convergent solution for the airfoil analysis at high
angles of attack where stall develops. To ensure solution convergence, non-converged
explanations are penalized heavily by arbitrarily increasing the fitness function via a penalty
function. As a result, they are finally omitted from the design process.

The findings obtained with XFoil were compared to those obtained with experimental
data or with high-fidelity solvers, and only a tiny difference was noted [61].

3.3.2. Transition SST Model

Aerodynamic data prediction needs precise recirculation of pressure drops, compu-
tation of boundary layers, and flow separation. While some studies incorporate the wall
function of the flow model within the boundary layer into the RANS turbulence model,
this sort of turbulent model is insufficient for effectively predicting the boundary layer,
flow maintenance, pressure drop, and flow separation. Due to the fact that direct numerical
simulations (DNSs) and other eddy-resolved simulations are all extremely high computa-
tional techniques, the numerical analysis utilized the Transition SST turbulence model to
generate highly precise and computationally efficient aerodynamic data.

The Transition (γ − Reθ) SST was employed in this investigation. This model uses
SST K-ω, intermittency, and a transition onset Reynolds number. (γ − Reθ) is the crucial
Reynolds number [62]. The intermittency of the boundary-layer transition activates the
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turbulent kinetic energy generation term. Unlike the more usual use of intermittency
to vary eddy viscosity, this method simulates higher laminar skin friction by modeling
high freestream turbulence on laminar boundary layers. The fourth transport equation for
Re is required for non-local turbulence strength. The additional transport equation also
allows for numerous possibilities for different boundary conditions, creating a versatile
and flexible tool.

3.3.3. Mesh Generation

ICEM was used to discretize the computational domain and solve each node using the
governing equation. The airfoil geometries defined the C-shaped computational domain.
The outlet boundary was established at 30 c (c being the chord length) to agree for the full
development of the wake flow. The distance was selected at 10 c to prevent altering the flow
field upstream of the airfoil. The dense grids formed in the airfoil’s boundary layer, with
smaller grid cells as they moved away from the surface. Laminar and transitional boundary
layers can be captured using beginning layer thickness. Mesh topology surrounding the
computational domain is shown in Figure 10.
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Figure 10. Grid generation of a morphing leading-edge airfoil.

The intake was set at 34 m/s with a turbulence rate of 0.01 percent. The airfoil’s
surface was made non-slip and smooth. The outlet had a static gauge pressure of zero. The
iterations ended when all scaled residuals were less than 1 × 106.

The grid independence investigation was performed by altering the number of nodes
in the dense mesh region. The drag coefficient was chosen as the mesh dependency criterion.
Grid sizes of 100, 200, and 300 nodes were adequate to collect the results. The mesh size
was then increased until additional increases in the mesh yielded very little difference in
the values of drag coefficient.
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4. Results and Discussion

The optimization results from coupling the CST parameterization methods with the
Black Widow Optimization (BWO) algorithm for the UAS-S45 airfoil for the Droop-Nose
Leading-Edge (DNLE) Morphing design were obtained. DNLE configurations consist of
the focus of this research. A reference airfoil shape optimization was performed to fully
influence the “morphing” concept, followed by its morphing airfoil shape design. These
scenarios are based on different altitudes and Reynolds numbers calculated for a 34 m/s
airspeed, which were chosen because the UAS-S45 can reach altitude of 20,000 ft and has a
stall speed of 34 m/s. The endurance maximization was chosen as an optimization function
to improve the performance of the UAS-S45 over a large part of its flying regimes.

4.1. Optimization of Cruise Phase

The cruise flight condition was chosen because most of the flight time and fuel con-
sumption occurs during the cruise phase. Accordingly, the objective functions were selected
to maximize the aerodynamic endurance and to minimize the drag. The maximum lift
coefficient and the lift coefficient of the reference airfoil at each angle of attack were im-
plemented as constraints. Penalty functions applied constraints to the objective function
to ensure that the optimum performance was obtained at each given angle of attack. The
free-stream Mach number was 0.1, and the Reynolds number was 2.4 × 106. The general
optimization problem is presented as follows:

The mathematical formulation of the drag minimization objective function is
the following.

Minimize CD (x); x ε (air f oil set) (29)

subject to CLmax (x, α, M ≥)1.608

CLmorph ≥ CLmin,baseline(x,α,M) (x); x ε air f oil set

For the design of a long endurance UAV, the aerodynamic endurance (E) of a
propeller-powered UAV, as established by using the Breguet formula [63], is used as an
objective function:

Minimize Ea(x) =
C

3
2
L

CD
; x ε (air f oil set) (30)

subject to CLmax (x, α, M ≥)1.608

CLmorph ≥ CLmin,baseline(x,α,M) (x); x ε air f oil set

4.1.1. Drag Minimization

Drag minimization is achieved by optimizing the shape of a morphing Droop-Nose
Leading Edge (DNLE) to increase aerodynamic efficiency during the cruise. The morphing
location is kept as a variable and leading-edge morphing takes place within 30% chord
to ensure that the rest of the airfoil remains as a wing box without any changes. The
performances of the reference and optimized airfoils are compared and presented in Table 1.
The drag coefficient reduces to 0.00678, with 12% versus its initial value. An aerodynamic
efficiency improvement of 15% is achieved by optimizing the lift-to-drag ratio.

Table 1. Comparison of aerodynamic coefficients of the reference and optimized.

Angle of Attack (◦) Reference Airfoil Optimized Airfoil Relative Difference
in ‘%’

CD 2◦ 0.00755 0.00663 −12
CL
CD

2◦ 48.6887 56.1017 15

Figure 11a illustrates the initial (reference) versus the final (optimized or morphed)
DNLE airfoil shape. Figure 11b shows the pressure coefficient calculated for the minimum
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drag-optimized airfoil at an angle of attack of 2◦ versus its reference airfoil. A less unfa-
vorable pressure gradient and smoother pressure peak than the original airfoil allows for
longer laminar flow. Figure 11 compares the pressure coefficient fluctuations of optimized
and reference airfoils with the chord (b). Pressure changes on the pressure side of the airfoil
for a 2◦ angle of attack show the flow transition. By delaying turbulent flow towards the
trailing edge, the DNLE optimized airfoil cruises better.
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Figure 11. Assessment of results obtained for the UAS-S45 optimized airfoil for drag minimization;
(a) Airfoil shape, and (b) Cp distribution versus the chord.

Figure 12a,b shows the pressure contours over the upper and lower surfaces of the
reference and optimized airfoils at an angle of attack of 2◦. The DNLE creates more negative
pressure as seen in Figure 12b than the baseline airfoil in Figure 12a. Hence, more lift was
generated in the optimized airfoil.
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Figure 12. Comparison of pressure variations for the UAS-S45 optimized airfoil for drag minimization.
(a) Reference airfoil, (b) Optimized airfoil.

The optimized airfoil’s skin friction coefficient shows that the laminar-to-turbulent
transition area is delayed by almost 10% of the chord, from 25% to 35% for the original
airfoil, as shown in Figure 13. Increasing the angle of attack reduces the drag coefficient by
increasing laminar flow and decreasing pressure drag.
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Figure 13. Comparison of the skin friction coefficient for the S45 optimized airfoil and for the reference
airfoil for drag minimization.

Figure 14a shows the chordwise fluctuations of velocity magnitude contours at a 2◦

angle of attack. The lower surfaces of the reference and optimized airfoils have marginally
lower velocities than the higher surfaces. The location of the airfoil’s stagnation points
changed between the optimized and reference airfoils. In Figure 14b, turbulence causes
the intermittency factor to rapidly develop. As mentioned in Section 3.3.2, on the upper
surface, the intermittency rapidly increases from 0 to 1, showing the transition starting
point. The beginning of the transition can be seen as an increase in intermittency near the
surface, which then grows to unity at a certain distance. The intermittency’s production is
delayed in the optimized airfoil as compared to the baseline airfoil. The flow on the upper
surface is laminar, but it reattaches and transforms into a turbulent flow.
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Figure 14. Assessment of the (a) velocity contours for the reference and optimized airfoil, and
(b) intermittency contours the reference and optimized airfoil for drag minimization.

Table 2 presents a comparison between the drag coefficients for the reference airfoil and
the optimized morphing airfoil. The drag coefficient reduction of the morphing optimized
airfoil over the original reference airfoil was obtained for the range of angles of attack
from 0◦ to 10◦. At each angle of attack, the relative error describing the drag reduction is
indicated. The best improvements in the drag reduction were found for the angle of attack
between 2◦ and 6◦.

Table 2. Optimized drag results for the reference and optimized morphing airfoils for a certain length
of a flexible morphing section for drag minimization.

Angle of Attack Length of Flexible
Section (m)

Reference
Airfoil C_D

Optimized
Airfoil C_D

Relative ‘%’
Difference

0 0.05 0.0091 0.00691 −24.06
1 0.10 0.00801 0.00729 −8.98
2 0.07 0.00755 0.00663 −12.18
3 0.09 0.0093 0.00674 −27.52
4 0.23 0.00976 0.00643 −34.11
5 0.24 0.0102 0.00648 −36.47
6 0.23 0.00912 0.00678 −25.65
7 0.29 0.01016 0.0097 −4.52
8 0.29 0.01261 0.01143 −9.35
9 0.25 0.01251 0.01108 −11.43
10 0.29 0.01386 0.0129 −6.92

The drag minimization optimization increased the lift-to-drag ratio, as the lift co-
efficients remain relatively the same for the reference airfoil and the optimized airfoil.
Figure 15 shows the lift-to-drag coefficient increments for the given drag coefficients for the
optimized airfoil as compared to the original airfoil coefficients, for the Reynolds number
of 2.4 × 106.
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Figure 15. Increase in the lift-to-drag ratio at the same drag coefficient for the optimized airfoil versus
the reference airfoil.

4.1.2. Endurance Maximization

Another optimization case concerns optimizing the shape of an airfoil-morphing
Droop-Nose Leading Edge (DNLE) with respect to the reference leading edge in order to
increase aerodynamic efficiency during the cruise phase by maximizing its aerodynamic
endurance. Table 3 shows that the optimization process led to an increase in endurance

maximization, characterized by CL
3
2

CD in the optimized DNLE airfoil. Furthermore, the

values of CL
3
2

CD increased from 29.52 to 32.48, indicating a 10% better endurance performance
for the UAS-S45 DNLE airfoil configurations than that of the reference airfoil. At the same
time, the drag coefficient for the optimized airfoil was smaller than CD obtained for the
reference airfoil.

Table 3. Comparison of aerodynamic endurance and minimized drag of the reference and opti-
mized airfoils.

Reference Airfoil Optimized Airfoil Relative Difference in ‘%’(
C

3
2
L

)
CD

29.52 32.48 10

CD 0.00872 0.00796 −8

Figure 16a illustrates the initial (reference) versus the final (optimized or morphed)
airfoil shape, while Figure 16b shows the pressure coefficients for the minimum drag
optimized airfoil and the reference airfoil at an angle of attack of 2◦. The change in the
leading-edge shape of the optimized airfoil as compared to the reference airfoil is obtained
by extending the flexible leading-edge section in the optimized airfoil. The optimized
leading-edge deflection slightly drops around 12.58◦. Similarly, on Figure 16b, it can be
observed that the optimized airfoil presents a smoother pressure peak and that the adverse
pressure gradient is not as strong as the original airfoil pressure gradient, thus creating
favorable conditions for an extended laminar flow. The pressure-value variations with the
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chords of the optimized airfoils versus the reference airfoil are shown in Figure 16c. It is
clear that the most significant pressure fluctuations occur around the leading edge’s upper
surface. The chord-wise pressure distribution indicates the increased performance for the
DNLE optimized airfoil at the cruise phase achieved by delaying the onset of turbulent
flow towards the trailing edge.
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Figure 16. Comparison of results for the S45 optimized airfoil for maximized aerodynamic endurance:
(a) Airfoil shape; (b) Cp distribution; (c) Pressure variation over the airfoil.

The skin friction coefficient in Figure 17 shows that the laminar-to-turbulent transition
zone is delayed by almost 10% of the chord, from 25% to 35% in the original airfoil.
As the angle of attack increases, the laminar flow extent increases while the pressure
drag decreases.
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Figure 17. Assessment of the skin friction coefficient for the S45 optimized airfoil and for the reference
airfoil for drag minimization.

Figure 18a shows the velocity contour plots of one of the DNLE airfoils for a 2◦ angle of
attack. Comparing the reference and DNLE airfoils reveals that the DNLE airfoil has higher
gradients than the reference airfoil. The improved airfoil’s stagnation points were different.
The improved airfoil showed a 15% increase in lift-to-drag coefficient ratio compared to
the reference airfoil. Figure 18b shows the separation-induced transition where turbulence
rapidly increases the intermittency factor. The beginning of the transition can be seen as
an increase in the intermittency near the surface, which then grows to unity at a certain
distance. The intermittency’s production is delayed from 0.3 c in the reference airfoil to 0.37
c in the optimized airfoil. The flow on the airfoil upper surface is laminar, but it reattaches
and transforms into a turbulent flow.
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Figure 18. Assessment of the (a) velocity contours for the reference and optimized airfoil, and
(b) intermittency contours the reference and optimized airfoil for endurance maximization.

Table 4 presents a comparison between the aerodynamic endurance for the reference
airfoil and for the optimized airfoil. The increase in the aerodynamic endurance of the
optimized airfoil over the original reference airfoil was obtained for the range of angles
of attack from 0◦ to 10◦. The improvement percentage is indicated for each angle of
attack value.

Table 4. Optimized drag results for the reference and optimized morphing airfoils for a certain length
of a flexible morphing section for maximization of endurance.

Angle of Attack (◦) Length of Flexible
Section ( l

c ) Reference C
3
2
L

CD
Optimized C

3
2
L

CD

Improvement ‘%’

0 0.19 5.86 9.06 54.51
1 0.06 15.28 19.54 27.86
2 0.12 29.52 32.48 10.05
3 0.06 34.68 49.78 43.55
4 0.24 44.63 65.67 47.13
5 0.18 55.30 93.42 68.94
6 0.21 78.94 114.83 45.45
7 0.19 81.90 130.02 58.75
8 0.22 78.81 142.62 80.96
9 0.23 91.34 154.41 69.05
10 0.20 95.11 160.50 68.74

The complete flight profile of a surveillance-based UAV consists mostly of take-off,
climb, cruise, standby, evacuation, return, descent, and landing phases, and engine work-
ing states in different flight phases are varied. Therefore, all missions require improved
performance, and account for the different flight times and fuel consumption. A Simulink
model of UAS-S45 was developed for fuel burn rate and specific fuel consumption in
MATLAB, using the coefficient of thrust from both engines, as well as their associated
fuel consumption.
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The fuel burn rate and specific fuel consumption were obtained for both the reference
and optimized aerodynamic coefficients when the drag of the aircraft was equal to the
thrust (in equilibrium uniform flight). A relationship between the lift and drag coefficients
at various angles of attack was used to determine the drag for the weight of the aircraft
in order to match the corresponding lift. The drag and lift were obtained from their
corresponding aerodynamic coefficients using the following equations:

Li f t =
1
2
∗ ρ ∗ v2 ∗ S ∗ CL (31)

Drag =
1
2
∗ ρ ∗ v2 ∗ S ∗ CD (32)

where ρ is the air density, v is the airspeed, S is the wing surface (assumed to remain same),
and CL and CD are the lift and drag coefficients, respectively.

Figure 19a–d shows the DNLE morphing airfoil fuel burn for three different opti-
mization functions expressed in terms of drag minimization Figure 19b, lift-to-drag maxi-
mization Figure 19c, and aerodynamic endurance maximization Figure 19d as compared
to baseline Figure 19a, and all of them indicate that the fuel consumption was reduced
with respect to the reference airfoil. Figure 20a–d shows the same results for the specific
fuel consumption.
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Figure 19. Comparison of fuel burn rate over flight time at different speeds for the reference and
optimized configurations for the UAS-S45. (a) Fuel burn for reference airfoil, (b) Fuel burn for
optimized min CD, (c) Fuel burn for optimized CL/CD, (d) Fuel burn for optimized CL3/2/CD.



Designs 2022, 6, 10 23 of 27

Designs 2022, 6, x FOR PEER REVIEW 24 of 28 
 

 

 
Figure 20. Comparison of specific fuel consumption with flight time at different speeds for the ref-
erence and optimized UAS-S45. (a) SFC for reference airfoil, (b) SFC for optimized min CD, (c) SFC 
for optimized CL/CD, (d) SFC for optimized CL3/2/CD. 

5. Conclusions 
This work performed aerodynamic optimization of Droop-Nose Leading-Edge 

(DNLE) morphing airfoils for UAS-S45 at cruise flight conditions. A Black Widow Opti-
mization (BWO) algorithm was coupled with a modified Class-Shape Transformation 
(CST) parameterization method, and was then employed to optimize the aerodynamic 
shape of a well-known UAS-S45 airfoil, in order to improve its drag and aerodynamic 
endurance performances. The CST parameterization technique was used to parameterize 
the reference airfoil by introducing local shape changes and providing skin length control 
to obtain its various optimized DNLE configurations. These included an in-house 
MATLAB method, an aerodynamic solver, and a high-fidelity CFD solver. Validity was 
assessed for both options. It was predicted by Transition (𝛾−𝑅𝑒ఏ)  SST turbulence 
model. 

The DNLE optimization was designed to increase the aerodynamic performance of 
the UAS-S45 at the cruise phase for an angle of attack of 2°. The DNLE optimized airfoil 
showed that the drag coefficient reduced to 0.00678, with a 12.18% drag reduction in com-
parison to the reference airfoil. In addition, an aerodynamic efficiency improvement of up 
to 15.22% was achieved by increasing lift-to-drag ratio for the optimized UAS-S45 airfoil. 
A transition onset delay was also observed using the skin friction coefficients on the opti-
mized DNLE airfoils. For the aerodynamic endurance objective function, the values of 
CL3/2/CD increased from 29.52 to 32.48, thus indicating a 10% better endurance perfor-
mance for the UAS-S45 optimized airfoil configurations than for its reference airfoil. At 
the same time, the drag coefficient obtained using the aerodynamic endurance maximiza-
tion objective function is reduced for the optimized airfoil as compared to the reference 
airfoil. In addition, it was observed that the DNLE morphing design will result in better 
fuel consumption when compared to the reference UAV. 

In forthcoming work, this morphing optimization study will include the unsteady 
flow analysis on the DNLE airfoil. The transient behavior of the DNLE airfoil will be pre-
sented via a three-dimensional analysis of the UAS-S45 wing with DNLE. Based on aero-
structural studies, various configurations will be analyzed, and the actuation mechanism 
shown in Figure 1 will be implemented. 

Figure 20. Comparison of specific fuel consumption with flight time at different speeds for the
reference and optimized UAS-S45. (a) SFC for reference airfoil, (b) SFC for optimized min CD, (c)
SFC for optimized CL/CD, (d) SFC for optimized CL3/2/CD.

5. Conclusions

This work performed aerodynamic optimization of Droop-Nose Leading-Edge (DNLE)
morphing airfoils for UAS-S45 at cruise flight conditions. A Black Widow Optimization
(BWO) algorithm was coupled with a modified Class-Shape Transformation (CST) pa-
rameterization method, and was then employed to optimize the aerodynamic shape of
a well-known UAS-S45 airfoil, in order to improve its drag and aerodynamic endurance
performances. The CST parameterization technique was used to parameterize the reference
airfoil by introducing local shape changes and providing skin length control to obtain its
various optimized DNLE configurations. These included an in-house MATLAB method, an
aerodynamic solver, and a high-fidelity CFD solver. Validity was assessed for both options.
It was predicted by Transition (γ − ReΘ) SST turbulence model.

The DNLE optimization was designed to increase the aerodynamic performance of the
UAS-S45 at the cruise phase for an angle of attack of 2◦. The DNLE optimized airfoil showed
that the drag coefficient reduced to 0.00678, with a 12.18% drag reduction in comparison to
the reference airfoil. In addition, an aerodynamic efficiency improvement of up to 15.22%
was achieved by increasing lift-to-drag ratio for the optimized UAS-S45 airfoil. A transition
onset delay was also observed using the skin friction coefficients on the optimized DNLE
airfoils. For the aerodynamic endurance objective function, the values of CL3/2/CD
increased from 29.52 to 32.48, thus indicating a 10% better endurance performance for the
UAS-S45 optimized airfoil configurations than for its reference airfoil. At the same time,
the drag coefficient obtained using the aerodynamic endurance maximization objective
function is reduced for the optimized airfoil as compared to the reference airfoil. In addition,
it was observed that the DNLE morphing design will result in better fuel consumption
when compared to the reference UAV.

In forthcoming work, this morphing optimization study will include the unsteady flow
analysis on the DNLE airfoil. The transient behavior of the DNLE airfoil will be presented
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via a three-dimensional analysis of the UAS-S45 wing with DNLE. Based on aero-structural
studies, various configurations will be analyzed, and the actuation mechanism shown in
Figure 1 will be implemented.
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Nomenclature

cl Lift force per unit span
CN1

N2
CST class function

cd Drag force per unit span
CL Lift coefficient
CD Drag coefficient
c Chord
cp Specific fuel consumption
C f Skin friction coefficient
D Drag force
E Endurance
Ea Aerodynamic Endurance Efficiency
Kn

i Binomial coefficient K
L Lift force
M Mach number
S Wing surface
v Aircraft speed
Xtu Translation variable in x for the upper surface
Xtl Translation variable in x for the lower surface
ρ Air density
Θ Morphing deflection angle
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